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1. Introduction

A striking fact about the history of civilisation is just how early we are in it. There are 5000
years of recorded history behind us, but how many years are still to come? If we merely last
as long as the typical mammalian species, we still have 200,000 years to go; there are a
further one billion years until the Earth is sterilized by the Sun; and trillions of years until the
last conventional star formations. Even on the most conservative of these timelines, we have
progressed through a tiny fraction of recorded history. If humanity’s saga were a novel, we
would still be on the very first page.

Normally, we pay scant attention to this fact. Political discussions are centered around the
here and now, focused on the latest scandal or the next election. When a pundit takes a
‘long-term’ view, they talk about the next five or ten years. We essentially never think about
how our actions today might influence civilisation in hundreds of thousands of years hence.

We believe that this neglect of the very long-term future is a grave moral error.! An
alternative perspective is given by a burgeoning view called longtermism,”> on which we
should be particularly concerned with ensuring that the long-run future goes well. In this
article we accept this view but go further, arguing that impacts on the long run are the most
important feature of our actions. More precisely, we argue for two claims.

Axiological strong longtermism (AL): In a wide class of decision situations, the
option that is ex ante best is contained in a fairly small subset of options whose ex
ante effects on the very long-run future are best.

Deontic strong longtermism (DL): In a wide class of decision situations, the option
one ought, ex ante, to choose is contained in a fairly small subset of options whose ex
ante effects on the very long-run future are best.

By “the option whose effects on the very long-run future are best”, what we mean is “the
option whose effects on the future from time t onwards are best”, where t is a surprisingly
long time from now (say, 100 or even 1000 years). The idea, then, is that for the purposes of
evaluating actions, we can in the first instance often simply ignore all the effects contained in
the first 100 (or even 1000) years, focussing primarily on the further-future effects. Short-run
effects act as little more than tie-breakers.

Note that both AL and DL are phrased in ex ante terms. AL concerns ex ante axiology. If
expected value theory is the correct account of how to order uncertain prospects in terms of
their betterness then, given AL, the ex ante best action would be one whose possible effects
on the very long-run future do most (or nearly the most) to increase expected value.

"It is useful to consider a prudential analogue: if we were to live until the Earth were no longer habitable, how
much attention would it be prudentially rational for us to pay to ensuring the very long-run future goes well?
Presumably, far more than we would do now.

2 See MacAskill (2019) for a discussion of this idea.



However, the longtermist claim does not essentially presuppose expected value theory; we
briefly consider some alternatives in section 4. Similarly, for DL, the ‘ought’ in question is
the ‘subjective’ ought: the one that is most relevant for action-guidance, and is relative, in
some sense, to the beliefs that the decision-maker ought to have.’

Which decision situations fall within the scope of our claims? In the first instance, we argue
that the following is one such case:*

The cause-neutral philanthropist. Shivani has $10,000. Her aim is to spend this
money in whatever way would most improve the world, and she is open to
considering any project as a means to doing this.

The bulk of the paper is devoted to defending the claim that this situation is within the scope
of axiological strong longtermism; in the final two sections we generalise this to a wider
range of decision situations.

The structure of the paper is as follows. In section 2 we outline a plausibility argument for
axiological strong longtermism. In our view, the most important respect in which the
plausibility argument falls short of a proof is that it does not show that, as a matter of
empirical fact, attempting to influence the course of the very long-run future is at all tractable.
Section 3 is devoted to defending the crucial tractability claim.

In sections 2 and 3, we will at times help ourselves to some popular but controversial
axiological and decision-theoretic assumptions (specifically, total utilitarianism and expected
utility theory). This, however, is mainly for elegance of exposition. Section 4 conducts the
corresponding sensitivity analyses, and argues that plausible ways of deviating from these
assumptions are unlikely to undermine the argument. Section 5 argues that, while for
concreteness we have focussed on the case of the cause-neutral philanthropist, if axiological
strong longtermism is true of that decision context then it is also likely to be true of a fairly
wide variety of other decision contexts (where cause-neutrality is absent, and/or where the
decision is not one of how to spend money).

3 It is widely agreed that either it is useful to distinguish between objective and subjective senses of ‘ought’
(Ewing 1948, pp.118-22; Brandt 1959, pp.360-7; Russell 1966; Parfit 1984, p.25; Portmore 2011; Dorsey 2012,
Olsen 2017, Gibbard 2005, Parfit 2011), or ‘ought’ is univocal and subjective (Prichard 1932, Ross 1939 p.139,
Howard-Snyder 2005, Zimmerman 2006, Zimmerman 2008, Mason 2013). Our discussion presupposes that one
of these disjuncts is correct. A minority of authors holds that ‘ought’ is univocal and objective (Moore 1912
pp-88-9; Moore 1903 pp.199-200, 229-230; Ross 1930, p.32; Thomson 1986, pp. 177-9; Graham 2010; Bykvist
2011); according to this latter view, there is no coherent question of deontic strong longtermism in the vicinity
of the thesis we attempt to discuss. Similarly (but less discussed), one might be skeptical of the notion of ex ante
axiology; again, our discussion presupposes that any such skepticism is misguided.

4 Note that Shivani need not be a private philanthropist. She could equally be in charge of some governmental or
intergovernmental pot of resources, provided that the remit of that pot is cause-neutral, i.e. the remit is simply to
maximise the good, rather than (say) to optimise the health or transport system. Given our stipulation about the
content of Shivani’s aim, it is almost trivially the case that if axiological strong longtermism is true of Shivani’s
decision situation, then so also is deontic strong longtermism. We discuss cases in which the connection
between axiological and deontic strong longtermism is less direct in section 5.



Thus far, our discussion will have been exclusively focussed on axiological strong
longtermism. Section 6 turns to the question of deontic strong longtermism. There, we argue
that according to any plausible non-consequentialist moral theory, our discussion of
axiological strong longtermism also suffices to establish deontic strong longtermism. Section
7 summarises.

The argument in this paper has some precedent in the literature. Nick Bostrom (2003) has
argued, on the basis of the vast number of people who would live in the future if civilisation
settles the stars, that increasing the probability that such settlement occurs should be the top
priority for total utilitarians. Nick Beckstead (2013) argues from a somewhat broader set of
assumptions to a similar conclusion.> Our aim in this paper is to expand on this prior work in
four ways. First, whereas earlier work has focussed primarily on the examples of extinction
risk mitigation and (sometimes) promotion of space settlement, we discuss a range of other
“longtermist” interventions, and we argue that strong longtermism is true even if one sets
aside the possibility of those (population-increasing) interventions. Second, we show that the
argument goes through on a wide range of axiologies and decision theories, not only on the
combination of total utilitarianism and expected utility theory. Third, we argue that insofar as
strong longtermism is true of a decision context that involves allocating resources across
cause areas, it is likely also to be true of various other decision contexts, including ones that
do not involve cross-cause comparisons and ones that do not involve allocating money.
Fourth, in addition to axiological strong longtermism, we also discuss the deontic claim: we
argue that deontic strong longtermism is true, given any of a wide variety of plausible
non-consequentialist theories.

We believe that axiological and deontic strong longtermism are of the utmost importance. If
society came to adopt these views, much of what we would prioritise in the world today
would change.

2. A plausibility argument for axiological strong longtermism

This section offers a plausibility argument for axiological strong longtermism. For the
reasons discussed in subsequent sections, this argument does not by itself prove axiological
strong longtermism. However, in our view it does show that, until and unless some objection
proves damning, we should be predisposed towards believing axiological strong longtermism.

We start from two assumptions. One is empirical, while the other is evaluative.

5 Beckstead’s “Main Thesis” is: “From a global perspective, what matters most (in expectation) is that we do
what is best (in expectation) for the general trajectory along which our descendants develop over the coming
millions, billions, and trillions of years” (ibid., p.1).



2.1 In expectation, the future is vast in size
It should be uncontroversial that there is a vast number of expected beings in the future of
human civilisation.

A typical mammalian species’s lifespan is around 500,000 years (Ceballos et al 2015); since
homo sapiens has so far existed for only around 300,000 years (Schlebusch et al 2017), that
comparison would suggest that we still have 200,000 years to go. However, we are not a
typical mammalian species: we have 100 times the biomass of any large wild land animal that
has ever lived (Wilson 2002:29), across a staggering diversity of environments, and,
moreover, we have the technological power to avoid what would be extinction-level events
for other animals, including the power to detect and deflect asteroids (NASA 2007). Of
course, human civilisation itself introduces its own risks, such as from nuclear war and
man-made pathogens. But it seems hard, given our state of knowledge, to be very confident
that we will destroy ourselves, and so we should think there is at least a significant chance
that we have a very large future ahead of ourselves.

For the purposes of this article, we will generally make the quantitative assumption that there
are, in expectation, at least 1 quadrillion (10'%) people to come — 100,000 times as many
people in the future as are alive today. This we be true if, for example, we assign at least a
1% chance to civilisation continuing until the Earth is no longer habitable, using an estimate
of 1 billion years’ time for that event® and assuming the same per-century population as
today, of approximately 10 billion people per century.

Despite the magnitude of this number, we believe that it is conservative in the following
ways. First, because of future technology, Earth could potentially host far greater per-century
populations than is possible today, just as technology to date has enabled far greater
per-century populations than were possible in hunter-gatherer times. Second, and even more
importantly, civilisation in the future may spread to the stars. Having even a small credence
in space settlement drastically increases the expected size of the future: there are around 10*
stars in the affectable universe (Ord 2016) and over 100 billion stars in the Milky Way alone
(Howell 2018); the last of these will die in quintillions of years’ time (Adams & Laughlin,
1997; Adams & Laughlin, 1999).” Even if just 0.01% of solar systems within the Milky Way
were settled with the current population per century of Earth for just one billion years, there
would be 10** future people: one hundred trillion people for every person alive today. One
would need to have a credence of less than one in one billion in this possibility in order for
the expected number of future people to be fewer than one quadrillion.

¢ According to Adams (2008), the end of complex life on Earth may come in 0.9-1.5 billion years.

" Though conventional star formation will cease in about 1 to 100 trillion years, there are many proto-stars
(called brown dwarfs) that are too small to ignite on their own, and their collisions will create a small but steady
stream of new stars that will keep going for at least a million times as long as conventional star formation. Our
thanks to Toby Ord for pointing this to our attention.



2.2 All consequences matter equally

Our second assumption is that, for the purposes of moral decision-making and evaluation, all
the consequences of one’s actions matter, and (once we control for the degree to which the
consequence in question is predictable at the time of action) they all matter equally.

In particular, this assumption rules out a positive rate of pure time preference. Such a positive
rate would mean that we should intrinsically prefer a good thing to come at an earlier time
rather than a later time. If we endorsed this idea, our argument would not get off the ground.

To see this, suppose that future well-being is discounted at a modest but significant positive
rate — say, 1% per annum.® Consider a simplified model in which the future certainly contains
some constant number of people throughout the whole of an infinitely long future, and
assume for simplicity that lifetime well-being is simply the time-integral of momentary
well-being. Suppose further that average momentary well-being (averaged, that is, across
people at a time) is constant in time. Then, with a well-being discount rate of 1% per annum,
the amount of discounted well-being even in the whole of the infinite future from 100 years
onwards is only about one third of the amount of discounted well-being in the next 100 years.
While this calculation concerns total well-being rather than differences one could make to
well-being, similar considerations will apply to the latter.

For present purposes, we take the assumption of a zero rate of pure time preference to be
fairly uncontroversial. We know of no moral philosophers and few theoretical economists
who would defend a non-zero rate of pure time preference.’

We also assume that, at least in decision contexts like Shivani’s, there is no morally relevant
distinction between the “direct” vs. the “indirect” effects of one’s actions. This superficially
seems to go against some popular views in medical ethics, where it is often held that it would
be inappropriate for (say) a doctor or health service to prioritise treatment of one patient over
another in a medically identical situation, on the grounds that the former patient occupies a
more useful role in society, so that restoring her to full health sooner would have greater
indirect benefits for other people (Kamm 1993, Brock 2003). It seems clear, however, that
insofar as there is any plausible case for ignoring indirect effects in the medical context, that
case will crucially hinge on features that are quite specific to that decision context, and that
have no analogs in Shivani’s decision context. There is no analog in Shivani’s case, for
instance, of the concern that taking indirect effects into account would undermine the trust
that is important to the doctor-patient relationship (Angell 1993, Pellegrino 1997), or the

¥ In the survey by Drupp et al (2015), this was the median rate of pure time preference amongst those experts
other than those who favoured a value in the “Ramsey-Stern” range 0-0.1% p.a.

% See Greaves (2017) for a survey of discounting in public policy, including a survey of the arguments for and
against a positive rate of pure time preference. A zero rate of pure time preference is endorsed by, inter alia,
Sidgwick, 1890; Ramsey, 1928; Pigou, 1932; Harrod, 1948; Solow, 1974; Cline, 1992; Cowen, 1992; Stern,
2007; Broome, 2008; Dasgupta, 2008; Dietz, Hepburn, & Stern, 2008; Buchholz & Schumacher, 2010; Gollier,
2013. In a recent survey of academic experts on the topic of social discounting, 38% of respondents agreed with
this “Ramsey-Stern view” (Drupp et al 2018, p.119).



concern that doing so in a publicly funded health service might express odious views on the
part of society regarding the relative moral worth of citizens (Mogensen, manuscript).

2.3 The plausibility argument

It is of course usually the case that the far-future effects of one’s actions are harder to predict
than their near-future effects. And this is of course relevant to ex ante evaluations. However,
putting together the assumption that the expected size of the future is vast and the assumption
that all consequences matter equally, it becomes at least plausible that the amount of ex ante
good we can generate by influencing the expected course of the very long-run future exceeds
the amount of ex ante good we can generate via influencing the expected course of short-run
events, even after taking into account the greater uncertainty of further-future effects.

We can flesh this line of thought out more precisely by temporarily making some additional
assumptions that are (however) inessential to the core argument. Let us temporarily assume
(1) expected utility theory, (ii) separability of value with respect to time, and (iii) a finite time
horizon T (whose precise value will not matter). Then (by temporal separability) there is
some natural way of assigning values to temporally localised states of affairs, such that the
goodness of a whole history of the universe (from the big bang to the heat death) is given by
adding up these instantaneous values across all time; and, for the purposes of evaluation
under uncertainty, the relevant quantity is the expectation value of this quantity. When
comparing two actions, let Ay (“short-term delta”) and A, (“long-term delta”) be the
average amount by which the two actions’ expected value differs across the duration of the
short-run future (i.e. the next 100 or 1000 years) and the very long-run future (i.e. the
remainder of the future beyond that), respectively. Then, the expected value difference
between the two actions is given by - A+ (T —1) - A, .

The point now is that, since the duration of the very long-run future (7 — ¢) is vastly greater
than the duration ¢ of the short-run future, it is quite plausible that the sign of the expected
value difference will be driven by the sign of A, . Suppose that we define the ‘short run’ as
the next 100 years, and use our assumption that there is a 1% chance of civilisation lasting for
1 billion years, at constant population levels. Given these choices of parameters, in order for
strong longtermism to be true, the expected value, per millenium, of the best long-run action
would need to be greater than 1/100000th of the expected value of the best short-run action
for the next millennium. That’s a very low bar.

In the next section we will argue that, for many interesting pairs of actions that one could
consider, A, (while small) will be sufficiently large as to meet this bar. This means that, of
the two actions under comparison, the action that is better overall will be the one that has the
more beneficial effects on the very long-run future, as axiological strong longtermism would
lead us to expect.

A complementary reason for suspecting that axiological strong longtermism is true concerns
the behaviour of other actors. In general, there are diminishing marginal returns to the



expenditure of resources towards a given aim, because the lower-hanging fruit are usually
picked first. Shivani’s question is which of her options is optimal in a sense that is completely
impartial between times. But Shivani is not alone in the universe, and the vast majority of
other actors have different priorities: because of greater concern for themselves and those
they know than for future strangers, because of institutional incentives like election cycles
and quarterly earnings reports, and because of an intrinsic human tendency towards
impatience, they exhibit a significant amounts of preference for near-term positive effects
over long-term positive effects (Frederick, Loewenstein and O’Donoghue 2002). Shivani
should therefore expect that most other actors have been selectively funding projects that
deliver high short-run benefits, and leaving unfunded projects that are better by Shivani’s
lights, but whose most significant benefits occur over the course of the very long run. This
means that Shivani should expect to find axiological strong longtermism true at the current
margin — provided (which we have not yet argued) that there were any projects with
significantly beneficial ex ante effects on the very long-run future to begin with.

To summarise our plausibility argument: because of the vast expected number of people in
the future, it is quite plausible that for options that are appropriately chosen from a
sufficiently large choice set, effects on the very long-run future dominate ex ante evaluations,
even after taking into account the fact that further-future effects tend to be more uncertain.
Therefore, the best options ex ante will tend to be the ones that have the most beneficial
effects ex ante on the very long-run future. Further, because of the near-term bias exhibited
by the majority of existing actors, we should expect these options to be systematically
under-exploited at the current margin. This renders axiological strong longtermism plausible.

The bulk of the remainder of the paper is devoted to articulating and assessing various lines
of resistance to the claim that the above considerations lead to the truth of axiological strong
longtermism: empirical, axiological and decision-theoretic.

3. The intractability objection

One key component of our claim is that as a matter of empirical fact, in an interestingly large

A
Ag

However, we certainly don’t think this is obvious. One might well worry that it is essentially

class of cases, the ratio is large enough to render axiological strong longtermism true.

impossible to significantly influence the long-term future: perhaps, for example, the
magnitude of the effects of one’s actions (in value-difference terms) decays with time from
the point of action, and sufficiently fast that in fact the short-term effects tend to dominate the



all-time integral V. Call this the washing-out hypothesis."” We ourselves regard this as the
most serious objection to axiological strong longtermism.

We agree that the washing-out hypothesis is true of some decision contexts: in particular, for
many relatively trivial decision contexts, such as a decision about whether or not to click
one’s fingers. However, we claim that it is also false of many decision situations, and in
particular of Shivani’s. If Shivani is specifically looking for options whose effects do not
wash out, we claim she can find some.

It will not always be so, but in Shivani’s case there is a fairly natural status quo situation: a
state of affairs in which Shivani “does nothing” with her money (that is, she just keeps the
money in her bank account indefinitely). Our argument will make use of comparisons to this
status quo (“business as usual”, or “BAU”) situation, although our conclusion is not
dependent on the choice of status quo.

To argue for axiological strong longtermism, we claim, it suffices to establish that there exists
at least one example of an option available to Shivani with the property that its far-future
expected value (relative to BAU) is significantly greater than the best available short-term
expected value (again, relative to BAU).

This claim suffices to ground an argument for axiological strong longtermism. To see why it
suffices, we reason as follows.

Let SR* be the option whose effects on the short run are best. There are two cases to
consider: SR* is also contained in the small subset of long-run-best options, or it isn’t.

In the first case, axiological strong longtermism follows almost trivially. It is fairly likely in
this case that SR* itself is also overall best. If SR* isn’t overall best, then the overall best
option must be one that is better than SR* in the long-run future. But in that case, it too must
be in the small subset of options that are overall long-run best. So axiological strong
longtermism is true.

Consider now the second case. Note that according to the numbers in our examples to come,
the highest attainable long-term improvement is not just a bit bigger, but bigger by an order
of magnitude or more, than the highest attainable short-run improvement (relative to BAU).
In that case, the option that is overall-best must have at least 9/10 of the long-run value
(relative to BAU) that the long-run-best option has (otherwise there is no way for the
short-run improvement to suffice to render the option in question best overall, despite its
being far-future-suboptimal; we assume here, as seems plausible, that none of the options
under consideration is significantly net detrimental, relative to BAU, in the short term). This

1 It is important here to distinguish between ex ante and ex post versions of the washing-out claim. The ex post
version is certainly false. The reason for this is familiar from the philosophical literature on cluelessness: even
our most trivial actions (such as decisions about whether and when to cross the road) have (for instance)
identity-affecting consequences, and therefore in ex post terms have effects into the very long-term future that
are almost certain to outweigh the action’s short-term effects (Moore 1903 §93, Smart 1973:33, Parfit 1984:351,

Greaves 2016). However, it is the ex ante version that is relevant to the arguments of this paper.



establishes that the overall-best option is contained in “a small subset of options whose ex
ante effects on the very long-term future are best”. (The “small subset” is: the set whose
far-future improvement, relative to BAU, is at least 9/10 that of the best available far-future
improvement.) That is, it establishes axiological strong longtermism.

Our remaining task, then, is to show that there does indeed exist at least one option available
to Shivani with the property that its far-future expected value (over BAU) is significantly
greater than the best available short-term expected value (again relative to BAU). That is the
task of the remainder of this section. We will proceed by considering several possible
examples, in three categories: speeding up progress, mitigating extinction risk, and steering
towards a better rather than a worse “attractor state” in contexts that do not involve a threat of
extinction.

For the remainder of this section, we will femporarily assume both total utilitarianism as a
matter of axiology, and expected utility theory for the treatment of uncertainty.!" We will
further assume risk neutrality with respect to total well-being, so that the ex ante value of an
option is the corresponding expected total welfare (rather than the expectation value of any
nonlinear transformation of total welfare). This, however, is mainly for elegance of
exposition. In section 4, we will argue that plausible ways of deviating from these
assumptions are unlikely to undermine the argument.

3.1 Advancing progress

Conditions for human welfare have been getting progressively better over time: we today
enjoy vastly better living conditions than those of the Stone Age or of medieval times. More
concretely and recently, GDP per capita is growing exponentially (Bolt et al 2018); lifespans
are increasing (Roser 2019a); and an increasing proportion of the world lives in a democracy
(Roser 2019b).

This suggests that if there are actions we could take that would bring this march of progress
forward in time, even by a small amount, this could have long-lasting beneficial effects.
Suppose, for instance, we bring it about that the progress level that would otherwise have
been realised in 2030 is instead realised in 2029 (say, by hastening the advent of some
beneficial new technology), and that progress then continues from that point on just as it
would have if the point in question had been reached one year later. Then, for as long as the
progress curve retains a positive slope, people living at every future time will be a little bit
better off than they would have been without the intervention. In principle, these small
benefits at each of an enormous number of future times could add up to a very large
aggregate benefit.

Just how much of an improvement this amounts to depends, however, on the shape of the
progress curve. In a discrete-time model, the benefit of advancing progress by one time

' This set of assumption is consistent with, but stronger than, the set of assumptions we made in section 2.3.



period (assuming that at the end of history, one thereby gets one additional time period spent
in the “end state™) is equal to the duration of that period multiplied by the difference between
the amounts of value that are contained in the first and last periods. Therefore, if value per
unit time is set to plateau off at a relatively modest level, then the gains from advancing
progress are correspondingly modest. Similarly, if value per unit time eventually rises to a
level enormously higher than that of today, then the gains from advancing progress are
correspondingly enormous.

Which of these scenarios describes our actual situation? If we make the conservative
assumptions that the number of people per century remains fixed, and that their capacities for
wellbeing are similar to ours, then advancing technological is unlikely to have very large
long-run effects. We should expect economic growth, or at the very least the well-being that
it leads to, to plateau at some point in the next few thousand years. In that case, we are in the
first scenario, and the benefits of advancing progress are relatively modest.

If, however, the value of the future, per century, is much higher in the far future than it is
today — whether because the population per century is much larger (due to space settlement
or otherwise) or because some form of enhancement renders future people capable of much
higher levels of well-being, or both — then the case for advancing progress is significantly
stronger. For example, borrowing our earlier numbers on settlement of the Milky Way, if at
the end of civilisation there are 10" people living lives 10 times as good as today, then
enabling one extra year of civilisation in that best state amounts to more than one hundred
thousand times the amount of value in the whole lives of everyone alive today. '

3.2 Influencing the choice among attractor states

Here is an abstract structure which, insofar as it is instantiated in the real world — a question
we will return to shortly — offers a recipe for identifying options whose effects will not wash
out.

Consider the space S of all possible fine-grained states the world could be in at a single
moment of time (that is, the space of all possible instantaneous microstates). One can picture
the history of the universe as a path through this space. Let an attractor state be a subset A of
S with the property that, given the dynamics of the universe, if the instantaneous state of the
world once enters A, then it tends to remain in A for an extremely long time. Now suppose
that there are two or more such attractor states, differing significantly from one another in
terms of average goodness. Suppose further that the world is not yet in any of the states in
question, but is fairly likely to settle into one or the other of the states in question in the

12 This last argument assumes, of course, that the relevant “last period” for the purposes of this argument is the
last period before the decline of civilisation or humanity (etc.), rather than a state of the universe after that
eventual decline. If, on the other hand, the eventual causes of human extinction (etc.) are endogenous, in such a
way that advancing progress by one year equally hastens humanity’s eventual decline by one year, then
advancing progress by one year in 2029 simply amounts to sacrificing the value that would otherwise have been
contained in the year 2029.



foreseeable future. Finally, suppose that there is something we can now do that changes the
probability that the world ends up in a better vs. a worse one of these attractor states. Then —
as a result of the persistence that is built into the definition of “attractor state” — the effects
of these actions would not “wash out” at all quickly.

The empirical question is whether there are, in the real world, any options available to
Shivani that instantiate the structure just described. We claim that there are.

3.3 Mitigating risks of premature human extinction

Human extinction is an attractor state par excellence. To state the obvious: the chances of the
human race re-evolving, if we go extinct, are miniscule. Similarly, non-extinction is (to a
lesser extent) an attractor state: while there are indeed grave risks of an extinction event, there
is at least a strong tendency for human existence to persist.

These attractor states have unequal expected value. In particular, according to a total
utilitarian population axiology, given the expected number of future people and assuming that
on average these people would have lives of positive welfare, premature human extinction
tends to be astronomically bad. Correspondingly, even an extremely small reduction in
extinction risk tends to have very high expected value. The point is well put by Nick
Bostrom:

“Even if we use the most conservative [estimate of how many descendants present
humans could have if we don’t go prematurely extinct], we find that the expected loss
of an existential catastrophe is greater than the value of 10'® human lives. This implies
that the expected value of reducing existential risk by a mere one millionth of one
percentage point is at least a hundred times the value of a million human lives... One
might consequently argue that even the tiniest reduction of existential risk has an
expected value greater than that of the definite provision of any ‘ordinary’ good, such
as the direct benefit of saving 1 billion lives.” (Bostrom 2013:18)

As an empirical matter of fact, as is increasingly recognised, there are things we (or Shivani)
could do that would reduce the chance of premature human extinction by a non-negligible
amount. As a result, the cost-effectiveness of some such interventions compares very
favourably, by total utilitarian lights, to that of the best ways of improving the short run.

For instance, Matheny (2007) calculates that with a budget of $20 billion we could, in
expectation, save 8 billion life-years via further improvements to defence systems against the
possibility of a major asteroid colliding with Earth, giving an expected cost of $2.50 per
life-year saved. In addition, this figure based on the cost-effectiveness of asteroid defences
serves only as a quite extreme lower bound on the cost-effectiveness of appropriately directed
efforts to mitigate extinction risk: it is highly likely that there are yet more cost-effective
opportunities to mitigate other extinction threats, in particular from emerging technologies



such as artificial intelligence and synthetic biology. In addition, Matheny’s estimate uses
extremely conservative assumptions about the future of the human race."

For what it’s worth, we ourselves are sympathetic to this view. The crucial claim that
premature human extinction would be astronomically bad, however, is relatively fragile to
variations among reasonably plausible evaluative views.

Three dimensions of variation are relevant. Firstly, “person-affecting” approaches to
population ethics tend to regard premature extinction as being of modest badness, possibly as
neutral, and even (if the view in question also incorporates “the asymmetry’) possibly as a
good thing (Thomas, manuscript). Secondly, one might have a “totalist” view but
asymmetrically weight negative welfare more strongly than positive welfare unit-for-unit
(Arrhenius and Bykvist 1995, chapter 3); this might render the expected value of continued
human survival less clear, and therefore push against the conclusion that extinction would be
astronomically bad. Thirdly, even on a total utilitarian view, there is some scope for
reasonable disagreement about whether the average well-being level in the future is positive
(Althaus and Gloor, 2018).

Because of this fragility, it is important to explore the prospects for improving the ex ante
value of the long run future conditional on survival, alongside this case for mitigating
extinction risk.

3.4 Influencing the choice among non-extinction attractor states
Extinction is the most vivid and obvious example of a value-relevant attractor state whose
probability we can influence, but it is far from the only one. Here are some other examples.

First, climate change could have indefinite impacts on the future of civilisation. A sufficiently
warmer climate could result in a slower long-run growth rate (Pindyck 2013, Stern 2006),
making future civilisation poorer indefinitely; or it could mean that the planet cannot in the
future sustain as large a human population (Aral 2014); or it could cause unrecoverable
ecosystem losses, such as species extinction and destruction of coral reefs (IPCC 2014,
pp.1052-54)."*15 Shivani could act to mitigate climate change. For example, she could route
her resources to the Coalition for Rainforest Nations or the Clean Air Task Force (Halstead
2018) in order to expedite political efforts to reduce carbon emissions, or she could fund
research into clean energy, or she could use her resources to organise grass-roots support for
climate change mitigation that would make strong action by governments align more closely
with ordinary political incentives.

13 Similarly, Millett and Snyder-Beattie (2017) calculate the cost of interventions that aim to reduce extinction
risk from biotechnology to be in the range of $0.10-$100 per life-year saved.

14 The possibility of abrupt and persistent climate change is discussed by Alley et al. (2003).

'S Whether or not this is an example of an attractor state in the currently relevant sense is partly a question of
whether the damage from climate change is a matter of the changed climate being permanently less conducive to
well-being, or whether the primary value-relevant thing is that significant climate change would necessitate a
costly but relatively time-limited period of adaptation. This seems unclear.



Second, it is plausible that within the next century or two there might be developed strong
international governance organisations, or even a world government. This could occur via a
variety of means: it could be developed gradually out of existing international organisations
like the UN; it could be put in place in the aftermath of a third world war, just as
organisations like the UN were put in place after WWII; or it could come about because one
country becomes dominant, globally, through military conquest, or through greater economic
power (Rodrik 2000; Cabrera 2010; Cabrera 2012; Lu 2016; Yacoub 2018).

But once such institutions were created, they might persist indefinitely. Political institutions
often change as a result of conflict or competition with other states. For strong world
governments, this consideration would not apply (Caplan 2008). In the past, governments
have also often changed as a result of civil war or internal revolution. However, advancing
technology might make that far less likely for a future world government: modern and future
surveillance technologies could prevent insurrection, and Al-controlled police and armies
could be controlled by the leaders of the government, thereby removing the possibility of a
military coup (Caplan 2008; Smith 2014).'¢

Further, there is more than one way an international governance organisation or a world
government might be constituted, and some of the possible ways are significantly more
conducive to well-being than others. (For example, constitutions that are strongly influenced
by the parochial interests of a few nations who were powerful at the time of formation are
likely to significantly underweight the interests of those in the disadvantaged countries, and
so be significantly less conducive to overall global well-being. Criticisms of this form are
often directed against the World Trade Organisation (Pogge 2008).) And there are things that
Shivani could do to non-negligibly influence the probability that we end up with a more
rather than a less well-being conducive set of institutions. For instance, she could fund the
development of better methods of political decision-making such as via the Good Judgment
Project'” or the Center for Election Science,'® or she could play a waiting game: establishing a
fund with the express remit of exerting political pressure in beneficial directions over the
process of world institution formation, whenever the day should come when such a fund
could be put to good use.

Third, it is also plausible that within the next century we might develop advanced artificial
general intelligence, with a higher intelligence level than that of humans (Bostrom 2014 chs.
1-2; Miiller and Bostrom 2016; Grace et al 2018). Unlike humans, such artificial agents
would not be mortal: even though any given piece of hardware would wear out, the
underlying code that determined the agent’s goals would be copyable (and the agent in
question would have every incentive to see to it that it was copied), and could therefore

1 For reasons like these, axiological strong longtermism is is less likely to be true of various past decision
contexts (for example, the decision context of a cause-neutral philanthropist living 100 or 1000 years ago) than
it is to be true of present decision contexts. We set aside the question of whether axiological longtermist is true
of past decision contexts; our claim here is that axiological strong longtermism is (at least) highly plausible for
present decision contexts.

17 https://goodjudgment.com/

'8 https://www.electionscience.org/



persist indefinitely (Hanson 2016, pp.57-8). Furthermore, the current dominion of Homo
Sapiens over the Earth is plausibly due to our being the most intelligent species; if an
artificial agent or agents more intelligent than humans were created, then, in general we
should expect them to exert very significant control over human affairs, and more generally
over the conditions needed for the flourishing of sentient life, for as long as they do persist
(Chalmers 2010; Bostrom 2014, pp.vii). What direction this influence pulls will depend on
the goals that are embodied in the AI system. Those goals will probably be extremely
difficult or impossible for humans to change once the Al system has started acting in the
world, but there are things that Shivani can do now, prior to the creation of any such system,
to improve the probability that such an Al system embodies goals that are more rather than
less conducive to well-being. She could, for example, fund technical and policy work on
ensuring the safe development of artificial intelligence at OpenAl or the Center for Security
and Emerging Technology."

Like any discussion of unprecedented future possibilities, this discussion is of course very
speculative (and our extremely brief overview cannot hope to do justice to the complexity of
the relevant issues). As such, it can tend to evoke a reaction that “this is just science fiction™.
However, given rapid recent progress both in hardware and in the performance of narrow Al
systems, it would be extremely overconfident to believe that there is no chance of such
advances occurring over the course of the next century; experts in the field in fact assign it
quite a substantial probability.?® There is also a wide consensus among diverse leading
thinkers (both within and outside the Al Research community) to the effect that the risks we
have just hinted at are indeed very serious ones, and that much more should be done to
mitigate them.?!

There are therefore a number of events that might occur over the next century that might have
indefinitely long-lasting effects, and that are amenable to significant present influence
through judicious choice of how to deploy resources. We have attempted a representative
selection, while scratching only the surface of the possibilities. But we also have some ability
to shape how these events progress, if they do occur, and different versions of these events
would be at least somewhat predictable in the value of their effect on future civilisation. If we
create sufficiently powerful agents of indefinite lifespan, then the aims of those agents will
determine the course of the future. If we create a world government, then the values

1 OpenAl (https://openai.com/) is directly attempting to build safe and beneficial artificial general intelligence.
The Center for Security and Emerging Technology (https://cset.georgetown.edu/) provides policy advice to the
US government on issues relating to the development of Al

2 In an expert survey of Al researchers, Grace et al (2018) found, for example, that the median (resp. mean)
estimate for the number of years until full automation of labour would be achieved with 50% probability was
100 years (resp. 122 years). (It is unclear precisely how seriously to take these survey responses, however, as
they exhibit apparent inconsistency across answers to closely related questions. Some survey participants were
asked when AI would outperform humans in all tasks with 50% probability; to that question, the mean response
was 45 years.)

2l See for example the open letter on research priorities for robust and beneficial artificial intelligence
(https://futureoflife.org/ai-open-letter) which was signed by several leading thinkers.
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embodied in the constitution of that government will constrain future decision-makers
indefinitely. If we let climate change continue unabated, we potentially lose goods that we
can’t get back. And there are concrete options for things we can do that have an influence on
these possible long-lasting changes.

Now, the argument we are making is ultimately a quantitative one: that the expected impact
one can have on the long-run future is greater than the expected impact one can have on the
short run. It’s not true, in general, that options that involve low probabilities of high stakes
systematically lead to greater expected values than options that involve high probabilities of
modest payoffs: everything depends on the numbers. (For instance, not all insurance contracts
are worth buying.) So merely pointing out that one might be able to influence the long run, or
that one can do so to a nonzero extent (in expectation), isn’t enough for our argument. But,
we will claim, any reasonable set of credences would allow that for at least one of these
pathways, the expected impact is greater for the long-run.

Suppose, for instance, Shivani thinks there’s a 1% probability of a transition to a world
government in the next century, and that $1 billion of well-targeted grants — aimed (say) at
decreasing the chance of great power war, and improving the state of knowledge on optimal
institutional design — would increase the well-being in an average future life, under the
world government, by 0.1%, with a 0.1% chance of that effect lasting until the end of
civilisation, and that the impact of grants in this area is approximately linear with respect to
the amount of spending. Then, using our figure of one quadrillion lives to come, the expected
good done by Shivani contributing $10,000 to this goal would, by the lights of a utilitarian
axiology, be 100 lives. In contrast, funding for Against Malaria Foundation, often regarded
as the most cost-effective intervention in the area of short-term global health improvements,
on average saves one life per $3500.%

Alternatively, consider artificial intelligence. Suppose that $1bn of well-targeted grants could
reduce the probability of existential catastrophe from artificial intelligence by 0.001%. Again,
for simplicity, assume that the impact of grants is approximately linear in amount spent. Then
the expected good done by Shivani contributing $10,000 to Al safety would be equivalent, by
the lights of our utilitarian axiology, and on the assumption of one quadrillion lives to come,
to one hundred thousand lives saved.

Of course, in either case one could debate these numbers. But, to repeat, all we need is that
there be one course of action such that one ought to have a non-minuscule credence in that
action’s having non-negligible long-lasting influence. Given the multitude of plausible ways
by which one could have such influence, diverse points of view are likely to agree on this
claim.

22 This figure is taken from GiveWell’s cost-effectiveness model of March 21 2019, using their median estimate
of cost per death averted (after accounting for leverage and funging). The model is accessible here:
https://www.givewell.org/how-we-work/our-criteria/cost-effectiveness/cost-effectiveness-models
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3.5 A meta-option: Funding research into longtermist intervention prospects

Our list of examples of plausibly cost-effective first-order longtermist interventions is clearly
quite speculative, and the evaluation of such options is currently extremely under-researched.
In sections 3.3 and 3.4, we argued (for the cases of extinction risk mitigation and other
“attractor state” structures respectively) that even despite this, the overall expected
cost-effectiveness of the best longtermist interventions very significantly exceeds that of the
best available ways of improving the short run, so that axiological strong longtermism is true.

Here we offer a complementary argument. To that end, let us suppose instead, for the sake of
argument, that some reasonable credences do not assign higher expected cost-effectiveness to
any particular one of the proposed longtermist interventions than they do to the best
short-termist interventions, because of the thinness of the case in support of each such
intervention. Suppose that the way in which those credences agree with the “existence claim”
mentioned at the end of the preceding section is rather: they agree it is highly likely that given
sufficient additional information, at least one of the proposed longtermist interventions (or
another such intervention in a similar spirit) would come to have significantly higher
expected value, relative to the updated credences, than the best short-termist options.
However, before gathering that extra information, we cannot tell which longtermist
intervention has that property.

It does not follow that the credences in question would recommend funding short-termist
interventions. That is because Shivani also has what we might call a “second-order”
longtermist option: funding research into the cost-effectiveness of various possible attempts
to influence the very long run, such as those discussed above. Provided that subsequent
philanthropists would take due note of the results of such research, this second-order option
could easily have higher expected value (relative to Shivani’s current probabilities) than the
best short-termist option, since it could dramatically increase the expected effectiveness of
future philanthropy (again, relative to Shivani’s current probabilities).

Finally, here is another option that is somewhat similar in spirit: rather than spending now,
Shivani could save her money for a later time. That is, she could set up a foundation or a
donor-advised fund, with a constitutionally written longtermist mission. This fund would pay
out whenever there comes a time when there is some action one could take that will, in
expectation, sufficiently affect the value of the very long-run future.

These two considerations show that the bar for empirical objections to our argument to meet
is very high. Not only would it need to be the case that, out of all the (millions) of actions
available to an actor like Shivani, for none of them should one have non-negligible credence
that one can positively affect the expected value of the long-run future by any non-negligible
amount. It would also need to be the case that one should be virtually certain that there will
be no such actions in the future, and that there is almost no hope of discovering any such
actions through further research. This constellation of conditions seems highly unlikely.



4. Axiological and decision-theoretic objections

Our discussion above was conducted on the assumption of (i) a total utilitarian axiology and
(i) an expected-value approach to ex anfe evaluation under uncertainty. Both of these
assumptions are at least somewhat controversial. The present section examines the extent to
which our arguments would be undermined by various ways of deviating from those
assumptions. Broadly, the upshot will be that the case for strong longtermism is quite robust
to plausible deviations from these starting axiological and decision-theoretic assumptions.

4.1 Population axiology

One of the categories of longtermist intervention we discussed in section 3 was that of
mitigating extinction risk. As we noted there, the argument we gave for the claim that
mitigating extinction risk has higher very long-run expected value (relative to BAU) than the
best available short-run improvement (again over BAU) relied essentially on a controversial
property of total utilitarianism. Many axiologies will not agree that premature extinction is
astronomically bad, as is perhaps required for that argument to go through.

In particular, “person-affecting” approaches to population ethics tend to resist that claim.”
According to the spirit of a person-affecting approach, perhaps, premature extinction is in
itself at worst neutral: if humanity goes prematurely extinct, then there does not in fact exist
any person who is worse off as a result of that extinction, and (according to the
person-affecting ethos) this suffices to establish that the resulting state of affairs is not worse.
Extinction risk mitigation may therefore beat the best short-termist options onl/y conditional
on a totalist population axiology.**

However, the other options for long-run influence we discussed (in section 3.4) are attempts
to improve average future well-being, conditional on humanity not going prematurely extinct.
While the precise numbers that are relevant will depend on the precise choice of axiology
(and we will not explicitly crunch suggested numbers for any other axiologies), any plausible

2 Anecdotally and imprecisely, person-affecting approaches seem to us to be the most popular family of
alternatives to total utilitarianism, although it is difficult to formulate a complete person-affecting theory without
falling into absurdity (Greaves 2017b). For an excellent exploration of how a person-affecting approach should
handle issues of extinction risk see Thomas (manuscript). Similar remarks to those in the main text apply to the
other possibilities we flagged in section 3.2, viz. the asymmetric weighting of negative over positive welfare,
and the view that the zero level of well-being is sufficiently high relative to average future well-being to make
premature extinction (at least) not astronomically bad.

24 1t is not immediately clear precisely what a person-affecting approach will say about the value of extinction
risk mitigation, since the usual formulations of those theories do not specify how the theories deal with risk, and
it is not immediately clear how to extend them to cases that do involve risk. Thomas (manuscript) formulates a
number of possibilities.
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axiology must agree that this is a valuable goal.” Therefore, the bulk of our argument is

robust to plausible variations in population axiology.

4.2 Risk aversion with respect to welfare

One obvious point of contrast between the paradigm examples of interventions that have high
short-term expected value (6, ) and those that (arguably) have high far-future expected
value (3, ) is that the former tend to involve high probabilities of relatively modest welfare
increases, whereas the latter tend to involve small probabilities of enormous welfare
increases. One might well suspect, then, that risk aversion with respect to welfare would
favour short-term over far-future welfare improvements.

There are (in our view strong) objections to the view that value is a risk-averse function of
welfare. But here we set these aside. The more important points for present purposes are:

(1) In this context it is crucial to distinguish between two senses of “risk aversion with
respect to welfare”, only one of which has any chance of favouring short-term over
long-term welfare improvements.

(2) Even on that sense of “risk aversion with respect to welfare”, in order to
undermine strong longtermism one would need fairly extreme risk aversion. Even if a
little risk aversion of this type is reasonable, it is arguably unreasonable to be as risk
averse as would be required.

We elaborate on these two points in turn.

First, we must distinguish between two senses of “risk aversion with respect to welfare”.*

The standard sense is risk aversion with respect to total welfare itself (that is, vNM value is a
concave function of total welfare, w). But risk aversion in that sense tends to increase the
importance of avoiding much lower welfare situations (such as near-future extinction),
relative to the importance of increasing welfare from an already much higher baseline (as in
the case of distributing bed nets in a world in which extinction is very far in the future).

A quite different case is risk aversion with respect to the difference made by one’s
intervention. (VNM value is a concave function of Aw.) This kind of risk aversion does
indeed tend to favour actions with high-likelihood short-run benefits over attempts to
improve far-future welfare. However, we should note that this is an unusual sense of “risk

2 So-called “narrow” person-affecting approaches disagree, since they regard two states of affairs as
incomparable whenever those states of affairs have non-identical populations (Heyd 1988). However, for this
very reason, such approaches are implausible: this is far too much incomparability. For this reason, most
person-affecting theorists themselves prefer a “wide” approach. When comparing different sized populations, a
wide person-affecting approach will typically map the smaller population to a subset of the larger population,
and compare well-being person-by-person according to that mapping (Bader MS, Meacham 2012, Temkin 2012,
Ross 2015). This type of theory will tend to agree that generally raising the well-being of future people is
valuable, even if it is done in a way that does not preserve the identities of future persons.

% Here we discuss (two) types of “risk aversion” that are compatible with expected utility theory. Deviations
from expected utility theory, including risk-weighted expected utility theory, are discussed in section 4.4.



aversion”. Further, even if risk aversion with respect to total welfare is acceptable, it seems
inappropriate for an altruistic agent to be risk averse in this second sense (Snowden 2015).*

Second, as the numbers in our discussion in section 3 suggested, if axiological strong
longtermism is true at all, then it is likely to be true by a large margin. That is, it seems likely
that (if strong longtermism is true at all) the intervention that is best by longtermist lights is
not merely a bit better, but at least an order of magnitude better, than the option that is best by
purely short-termist lights (all compared to BAU). If so, while risk aversion (with respect to
the difference one makes oneself) will bring the option with the highest overall expected
welfare improvement and the option with the highest short-term welfare improvement closer
together in terms of expected value, only quite an extreme degree of risk aversion would
actually reverse the ranking of these alternatives.

4.3 Non-aggregationism

One common objection to utilitarianism — here understood as the thesis that value is a linear
function of total welfare fogether with a maximising consequentialist account of normative
status — 1is that that view inappropriately favours interventions that deliver tiny benefits to
huge numbers of people over interventions that deliver a very large benefit to a small number
of people (perhaps to a single person). Arguably, for instance, it is inappropriate to favour
giving a lollipop to n people over saving one person’s life, regardless of how big n is.

To capture this intuition, many ethical theorists are sympathetic to a non-aggregationist view,
according to which, when large benefits or harms to some are at stake, sufficiently trivial
benefits or harms to others count for nothing at all from a moral point of view. (Scanlon
1998:235, Frick 2015, Voorhoeve 2014.) In the above example, such a view would indeed
tend to hold that one ought to save a life rather than deliver even an arbitrarily large number
of lollipop licks.

“Harm” and “benefit” here can be understood in either an ex post or an ex ante sense, leading
to ex post and ex ante versions of non-aggregationism. This distinction makes no difference
in the above example (the lollipop lick is a “trivial” benefit both in the ex ante and in the ex
post sense). However, in other cases, ex post and ex ante non-aggregationism importantly
come apart. For instance, in a choice between saving Alice’s life for certain and holding a
million-ticket lottery to decide which of one million other lives to save, ex post
non-aggregationism would find nothing to choose between the two alternatives. But ex ante
non-aggregationism would favour saving Alice, since the ex ante expected benefit to each of
the one million other people is a millionfold smaller.

At first sight, it seems that ex ante non-aggregationism might undermine the argument for
axiological strong longtermism. This is again because the ways in which typical longtermist
interventions deliver high expected value is via a very small probability of a significant

2" The issues in this subsection are investigated at greater length in Greaves, MacAskill, and Mogensen
(manuscript).



benefit to each of an enormously large number of (possible) future persons.?® Insofar as some
good short-termist-motivated interventions instead involve ex ante much larger benefits to at
least some of their beneficiaries, ex anfe non-aggregationism will therefore tend to favour
these over the longtermist interventions.”

However, this will amount to an argument against axiological strong longtermism only if
non-aggregationism is itself an axiological view. But in fact, there are serious obstacles to
interpreting non-aggregationism in axiological terms: non-aggregationist views generate
cycles, and there is a widespread consensus (pace Temkin (2012)) that axiology cannot
exhibit cycles (Broome 2004 pp.50-63; Voorhoeve 2013). Those who are sympathetic to
non-aggregationism therefore tend themselves to interpret the view in purely deontological,
rather than in axiological, terms (Voorhoeve 2014). (Many non-consequentialist theories do
in any case posit that the “ought to choose rather than” relation is cyclic; see for example
(Kamm 1996, chapter 12, esp. pp.339-44).) In the above example, on this view, one ought to
simply save Alice rather than choose by lottery which of the other one million people to save,
but that is not because the outcome of doing so (or anything else about the former action) is
non-morally better; in fact the two available outcomes are equally good.

We conclude that the most plausible non-aggregationist views do nothing to undermine
axiological strong longtermism. (We return to their implications for deontic strong
longtermism in section 5.)

4.4. Giving extra weight to benefits to the badly off

A separate line of objection to utilitarianism is that it treats any given increase as being
equally valuable, no matter how well off or poorly off future people are. As we noted earlier
(section 3.1), generally speaking well-being has improved substantially over time. Continuing
these trends into the future, we should perhaps expect people in the future to be far better off
than they are today. Given a sufficiently large weighting of benefits to the worse-off
compared to benefits to the better-off, we should therefore believe that the best actions

2 This is true even if the identities of future persons are unaffected by the intervention in question. A further
complication is that in general, such interventions (like all actions) lead to large-scale changes in the identities of
far-future people. There are various, relevantly differing, ways a non-aggregationist might choose to treat
non-identity cases, but if anything this complication will increase the extent to which non-aggregationism
undermines long-termism.

¥ We note in passing that some short-termist interventions share the feature that they deliver a very small ex
ante benefit to a very large number of people. Bed net distribution might be one such intervention, since for any
given potential bednet recipient, the chance that an increase in bed net distribution ends up saving that person’s
life is extremely small — amounting to only one life saved from many hundreds of bednets distributed.
However, not all short-termist interventions have this feature. For example, a program of direct cash transfers
(to sufficiently pre-identified beneficiaries) will not have the feature in question. Ex ante non-aggregationism
would therefore lead to a substantial shift in prioritisation among short-termist interventions, in addition to
favouring the then-best short-termist interventions over longtermist ones.



available to us are those with the best effects on the worst-off people. These, the objection
continues, are people in extreme poverty alive today.

There are two problems with this objection. First, it is not clear that future people will be
better-off than those in extreme poverty today. There are at least serious possibilities that
future people will be even worse off — for example, because of the adverse influence of
climate change, misaligned artificial general superintelligence, or domination by a repressive
global political regime. In addition, many of the contenders for “longtermist interventions”
that we discussed above are precisely aimed at improving the plight of these very badly off
possible future people, or reducing the chance that they have terrible as opposed to
flourishing lives.*

The second problem with the objection is that given the large margin by which (we have
suggested) longtermist interventions deliver larger improvements to aggregate welfare than
similarly costly shorttermist interventions, only quite an extreme priority weighting seems
likely to lead to the result in question. Even if some degree of prioritarianism is plausible, the
degree required might be too extreme to be plausible by any reasonable lights.

4.5. Decision-theoretic objections

Above, we assumed that the correct way to evaluate options in ex ante axiological terms,
under conditions of uncertainty, is in terms of expected value. This is the orthodox account of
rational decision-making under conditions of uncertainty. However, there are rival accounts.
We must therefore consider whether any plausible alternative account tends to undermine the
argument for axiological strong longtermism.

We briefly flag one rival account that we (with many others) consider implausible. This is the
account according to which at least under conditions of ‘Knightian uncertainty’ — that is,
when there is little objective guidance as to which probability distributions over possible
outcomes are appropriate vs inappropriate — the best option ex ante is the one whose worst
outcome is least bad. We are convinced by the usual objections to this “maximin” account.
However, for present purposes, the more important point is that maximin in any case
supports, rather than undermining, axiological strong longtermism. The reason is that the
worst outcomes, from any option, are ones in which the vast majority of the long-run future is
of highly negative value (or, at best, have zero or very little positive value). Therefore,
according to maximin, the only consideration that is relevant to ex ante axiological option
evaluation is the avoidance of these long-term catastrophic outcomes.

A second rival approach is risk-weighted expected utility theory. The kind of “risk aversion”
that this theory permits interacts with strong longtermism in precisely the same ways that the

3 A somewhat related argument is made by Fleurbaey and Zuber (2015) against the claim that expected growth
of consumption justifies a high discount rate on future goods.



type of risk aversion discussed above (section 4.2) does; we will not repeat that discussion
here.

Finally, it might seem at first sight that ambiguity aversion would undermine the case for
strong longtermism. In contemplating options like those discussed in section 3, the first-order
task is to assess what are the rational credences that some given intervention to (say) reduce
extinction risk, or reduce the chance of major global conflict, or increase the safety of
artificial intelligence, and so on, would lead to a large positive payoff in the long run.*' The
thing that is most striking about this task is that it is Aard. There is very little data to guide
credences; one has an uncomfortable feeling of picking numbers, for the purposes of guiding
important decisions, somewhat arbitrarily. That is, such interventions generate significant
ambiguity. However, on reflection, attempts to optimise the short run also generate
significant ambiguity, since it is very unclear what might be the long run consequences of
(say) bed net distribution (Greaves, 2016). In addition, we again face the issue of whether one
should be ambiguity averse with respect to the state of the world, or instead with respect to
the difference one makes oneself to that state. We explore these issues in a related paper
(Greaves, MacAskill and Mogensen, manuscript).

5. The scope of strong longtermism

So far, we have discussed the decision context of a cause-neutral philanthropist. Two features
of this decision context are potentially particularly relevant. Because of cause-neutrality, the
assessment of strong longtermism so far has centred on cross-cause comparisons (for
instance, whether Shivani could do more good, in expectation, by focussing on Al safety or
instead on malaria prevention). In addition, our comparisons so far have been of different
ways to spend money, rather than of other kinds of actions.

However, neither of these features seems likely to be essential to the arguments. Insofar as
axiological strong longtermism is true of Shivani’s decision context, it seems likely to be true
also of a fairly wide variety of other decision contexts.

To see that cause-neutrality is inessential to strong longtermism, suppose that Sophie is a
philanthropic grantmaker comparing two deworming programs.** The two programs, A and
B, would operate in two different countries (respectively, a and ). Suppose that one can
deworm a greater number of children per dollar spent in country o than in country B (say,
because of greater population density). Thus, the short-term cost-effectiveness of program A
is higher than that of program B: per dollar spent, more additional child-years would be spent
in school, and so on. However, the benefits of deworming are not only of this short-term
character: there are also effects on later life incomes, and thereby (presumably) on

31 More precisely: what is the rational credence distribution over the spectrum of possible sizes of the payoff of
such an intervention.

32 Deworming is often regarded as one of the most cost-effective types of intervention in the field of global
health (see e.g. (GiveWell, 2018)).



later-generation incomes. For many of these knock-on effects, the magnitude of the effects
depends on country-specific features, such as the background rate of economic growth in the
country in question. Suppose then that countries o and B have different rates of economic
growth, so that the benefits of deworming a child in country f compound over time more than
do the benefits of deworming a child in country a. Then it could easily be the case that
attending to the longer-term benefits of deworming reverses the comparative
cost-effectiveness estimate of A vs. B that one would reach based on consideration of
short-term benefits alone. Granted, this particular example involves timescales of decades
rather than millenia. However, this is mainly for simplicity; it seems likely that similar points
also apply on the longer timescale (but with the details of the expected longer-term benefits
becoming substantially more complicated on that longer timescale).

To see that philanthropy is inessential to strong longtermism, suppose that Adam is a young
graduate choosing his career path. He can choose to train either as a development economist,
or as an Al safety researcher. While there are differences between Adam’s decision context
and Shivani’s, there are also important similarities. In particular, the considerations that
might make it better (in expectation) for Shivani to fund Al safety rather than developing
world poverty reduction similarly might make it better (in expectation) for Adam to train as
an Al safety researcher rather than as a development economist.

6. Deontic strong longtermism

Let us return now to the decision context of a philanthropist who is ‘cause-neutral’ at least in
the limited sense that the range of options available to her is not restricted as to cause area
(whether or not her aim includes cause-neutrality).

In section 2.1, we distinguished between axiological strong longtermism and deontic strong
longtermism. Recall:

Axiological strong longtermism (AL): In a wide class of decision situations, the
option that is ex ante best is contained in a fairly small subset of options whose ex
ante effects on the very long-run future are best.

Deontic strong longtermism (DL): In a wide class of decision situations, the option
one ought, ex ante, to choose is contained in a fairly small subset of option whose ex
ante effects on the very long-run future are best.

So far, our discussion has focussed exclusively on the case for axiological strong
longtermism. This suffices for the analysis of Shivani’s decision context, since (by
stipulation) her aim was simply to maximise the good. Given that aim, instrumental
rationality requires Shivani to select the most long-term beneficial option, if axiological
strong longtermism is true.



However, in other decision contexts, it could happen that (by the lights of a
non-consequentialist moral theory) deontic strong longtermism is false, even if axiological
strong longtermism 1is true. Most relevantly, it seems this could happen if there is an
agent-relevant prerogative such that there is no moral obligation to choose a “longtermist
option”, on the grounds that a permissible personal point of view places significantly higher
value on some short-termist option.*® Is this seeming veridical?

An argument for deontic strong longtermism could be either indirect (going via axiological
strong longtermism en route to a deontic longtermist conclusion), or direct. We will outline
an argument of the indirect type. The investigation of whether or not there is any sound direct
argument for deontic strong longtermism is beyond the scope of this paper.

The indirect argument we propose is the stakes-sensitivity argument:

(P1) In decision context C, the options that are best for the very long-run future are
enormously better overall, in purely axiological terms, than even the options that are
very best for the short run. (Large-margin axiological strong longtermism)

(P2) When the axiological stakes are very high, non-consequentialist constraints and
prerogatives tend to be outweighed, so that what one ought to do is simply whichever
option is best.

(C) In C, one ought to prefer the options that are best for the long-run future over
those that are best for the short run.

(P1) goes importantly beyond axiological strong longtermism as we have formulated the
latter. However, depending on exactly which are the most plausible sets of numbers for our
examples, (P1) is arguably supported by the same examples that we have used to support
axiological strong longtermism (section 3). In the context of those examples, recall, we
suggested that particular longtermist interventions plausibly generated X times as much good
(relative to ‘business as usual’) as the best attainable short-term good.

(P2) deserves more discussion. Call non-consequentialist views that endorse P2
stakes-sensitive non-consequentialism. ((P2) is of course trivially true according to
consequentialism.)

That the non-consequentialist view should be stakes-sensitive is very plausible, intuitively.
The lack of stakes-sensitivity is a common objection to Kant's notorious view that that even if
a friend's life depends on it, one should not tell a lie (Kant, 1996). Nagel (1978) observes that
public morality tends to be more consequentialist in character than private morality; one
natural partial explanation for this (though not the one emphasised by Nagel himself) is that
in public contexts (such as governmental policy decisions), the axiological stakes tend to be
higher.

33 Similar considerations apply to the issue of constraints, but prerogatives are the more salient departure from
consequentialism in the present context.



Further, in ‘emergency situation’ situations like wartime, axiological considerations outweigh
non-consequentialist considerations (at least for those fighting a just war). Consider, for
example, the intuitions that one would have with respect to how one should act if one lived in
Britain during World War II. It’s very intuitive that, in that situation, that one is morally
obligated to make significant sacrifices for the greater good that would not normally be
required, such as by living far more frugally, separating oneself from one’s family, and taking
significant risks to one’s own life — and this because the axiological stakes are so high.

We foresee four lines of resistance to (P2).

First, one could reject the idea of ‘the good’ altogether (Thomson 2008). On this view, there
is simply no such thing as axiology. It’s clear that our argument would not be relevant to
those who hold such views. But such views have other problems, such as how to explain the
fact that, in cases where there is a huge amount at stake, such as during wartime, ordinary
prerogatives get overridden. It seems likely to us that any such explanation will result in
similar conclusions to those we have drawn, via similar arguments.

Second, one might accept that the stakes could be outweighed by axiological considerations,
but claim that, for decision-makers alive today, the stakes aren’t high enough. However,
though we can’t rule this position out, we find it implausible. We argued above that the stakes
in question are extremely large: that, even under quite conservative assumptions, by donating
half their income, a middle-class member of an affluent country could do as much good as
saving millions of lives. It would be unintuitive (and suspiciously convenient) if stakes this
large were unable to outweigh the personal prerogative to spend on causes that are specially
favoured by one’s personal point of view.

Third, one might hold that some prerogatives are absolute: they cannot be overridden, no
matter what the consequences. Absolutist views tend not to be very plausible, and have few
adherents. (In the case of constraints as opposed to prerogatives, for instance, few people
share Kant’s view that even when an innocent life depends on it, one should not tell a lie even
to an intending murderer.) However, for our purposes, even if the non-consequentialist is
absolutist with respect to some prerogatives, our argument will most likely still go through
for most decision situations. This is because, for most decision-makers, the case for strong
longtermism does not involve or at least does not rely on the existence of extraordinarily
demanding options. Perhaps, no matter how great the stakes, one is never required to give up
one’s own life, or that of one’s own child, and perhaps one is never required to reduce oneself
from a Western standard of living to an allowance of $2 per day. But, for the vast majority of
decision-makers, in the vast majority of decision-situations, these will not be the choices at
hand. Instead, the choice will be whether to switch career paths, or live somewhat more
frugally, or where to donate a specified amount of non-necessary income, in order to try to
positively influence the long-run future. Even if one is sympathetic to absolutism about some
sacrifices, it’s very implausible to be absolutist about these comparatively minor sorts of
sacrifices (MacAskill, Mogensen, and Ord 2018).



Finally, and most plausibly, one might hold that only some sorts of axiological considerations
are relevant to determining what we ought to do, and that once we make this distinction the
core of our argument falters. We’ll discuss two ways in which one could use this idea to
reject our argument.

First, one might take a non-aggregationist view, and think that comparatively small benefits
are not relevant to determining what one ought to do. This is the line of thought that we
discussed in section 4.3 above, reappearing here in its proper place.

Second, one might think that axiological considerations cannot outweigh
non-consequentialist considerations when (as here; cf. section 4.1) the axiological
considerations involve altering the identities of who comes into existence.

However, both lines of response have significant problems, as they would prove too much.

Let’s first consider the non-aggregationist response. Consider the example of someone alive
in Britain during WWII, and considering whether or not to fight; or consider someone
debating whether to vote in their country’s general election; or someone who is deciding
whether to join an important political protest; or someone who is reducing their carbon
footprint. In each case, the ex ante benefits to any particular other person are tiny. But in at
least some such cases, it’s clear that the person is question is obligated to undertake the
relevant action. **

Second, consider the non-identity response. Climate change will again serve as a useful
example. It’s clear that governments (at least) ought to take significant action to fight climate
change. But any policy designed to mitigate climate change will affect the identities of those
who are to come. Therefore, the non-identity response would require rejecting the idea that
the government is ever under an obligation to take significant action to fight climate change.
That is clearly wrong.

In general, it seems to us that the ‘common-sense’ view on these matters is that we should
care about the long-term future to a significant degree, but not to an overwhelming degree.
Both responses to our argument avoid the latter implication, but only at the cost of telling us
that we are essentially never obligated to ensure that the long-run future goes well. We find
this implication to be a strong reason to reject the responses. We will not here take up the
question of precisely how the views in question might avoid these implausible costs; we
simply note that it is an adequacy constraint that they do so somehow, and that whatever
moves they make in order to do so, the same moves are likely to render P2 true for the
purposes of our argument.

3* In addition, the small benefits response would create a stark division between what we as a society ought to
do, and what we as individuals ought to do. Though any individual action might have a very small impact on the
long-run future, as a society we could collectively have a significant influence. Those who endorse the small
benefits response would therefore have to claim that, though as a society we ought to focus on improving the
long-run future, this is not true for any individual constituent of that society. For some discussion of the general
phenomenon of such “each-we dilemmas”, see (Parfit 1984, pp.91-2). Temkin (2012, pp.85-95) discusses such
dilemmas specifically in the context of non-aggregationist moral views.



The deontic longtermist claim is indeed surprising. However, we submit that this is because
of surprising empirical facts (namely the sheer size of the future and the fact that we can, in
expectation, take actions to significantly improve it), rather than some problem with the
underlying normative motivation.

7. Summary and conclusions

Given the size of the future and the assumption that all consequences matter equally, it
becomes at least plausible that the best options are generally best because of their effects on
the course of the very long-run future, and not because of their more immediate effects. This
paper has formulated and discussed a thesis — axiological strong longtermism — aimed at
capturing that thought.

Axiological strong longtermism would be false in a world that had sufficiently weak causal
connections between the near and the distant future, so that it was simply intractable to
significantly influence the course of the very long-run future. However, we have argued, by
adducing several examples, that the decision context we find ourselves in today (at least)
does not have this feature.

We presented our central case in terms of (i) a total utilitarian axiology and (ii) an expected
utility treatment of decision-making under uncertainty. However, we argued (in section 4)
that plausible deviations from either or both of these theses do not undermine the core
argument.

This paper mainly focussed on the decision context of a cause-neutral philanthropist.
However, we also argued that insofar as strong longtermism (axiological or deontic) is true of
that decision context, it is also plausible for decision contexts that do not involve
cause-neutrality, and for decision contexts that involve how to spend (say) time rather than
money.

In addition to axiological strong longtermism, we are also interested in the counterpart
deontic question: roughly, that of whether and when what one ought to do is determined
primarily by considerations of effects on the very long-term future. We argued that some
such deontic longtermist claim will often be true, on the grounds that (1) axiological strong
longtermism is true by a large margin, and (2) a plausible non-consequentialist theory has to
be sensitive to the axiological stakes, becoming more consequentialist in output as the
axiological stakes get higher.
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