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Abstract messages or the way they are propagated) must be coordinated

ﬁ?d simultaneously implemented in other ISPs to support the

The Internet has quickly evolved into a vast global netWonew design. Hence most modifications to the protocol have
owned and operated by thousands of different administya- gn. P

tive entities. During this time, it became apparent thatillean een made to thdecision procesBGP uses to choose routes.

. . - . The result is a protocol where most of the complexity is in the
shorte;t-path routmg.would be msufﬁment t‘.) handle Fh@auy decision process and the policies used to influence desision
operational, economic, and political factors involvedanting.

ISPs beaan to modify routing confiaurations to su tin while the rest of the protocol remained fairly simple overei
9 y 9 g ppouting Therefore, in order to understand BGP it is necessary torunde

pol_|C|es L.e. goals held by the rout_ers owner that controIIeS[ and this decision process and the policies of ISPs tha gav
which routes were chosen and which routes were propagated . . . . T .
rise to its design. Understanding policies is also key tgiagl

to neighbors. BGP, originally a simple path-vector IC)rOtQC%GP’s problems, understanding measurement data from BGP,
was incrementally modified over time with a number of mecha- . '

nisms to support policies, adding substantially to the desap or determining what features to support when developingia ne

ity. Much of the mystery in BGP comes not only from the pra/_ersmn of BGP.

tocol complexity but also from a lack of understanding of thEhe range of policies used by operators constitutes a hugesp
underlying policies and the problems ISPs face which they &d hence itis impossible to list them all here. Instead ryeot
dress. In this paper we shed light on goals operators have B§f¢common goals of network operators and the knobs of BGP
their resulting routing policies, why BGP evolved the way fhat can be used to express policies. In particular, we attem
did, and how common policies are implemented using BAP.isolate certairdesign patterngommonly used by ISPs, the
We also discuss recent and current work in the field that aifigtivations behind them, and how they are implemented in an
to address problems that arise in applying and supportiag rdSP’s network using BGP’s mechanisms. We taxonomize poli-

ing policies. cies into four general categoridsusiness relationshipolicy
(Section 3) arising from economic or political relationshan
1 Introduction ISP has with its neighbotraffic engineeringolicy (Section 4)

arising from the need to control traffic flow within an ISP and

In the early days of the Internet, the problem of how to roulg,oss peering links to avoid congestion and provide gond se
packets to the|r final destmat.lon was much simpler than itjg.e quality, policies foiscalability (Section 5) to reduce con-
today. At the time, the requirements of the Intermet's royfy) yraffic and avoid overloading routers, asecurityrelated
ing protocol were fairly simple, as the Internet was smajjicies (Section 6) that are often used to protect an ISfata
by today’s standards, operated by a single administrativé &,3jicious or accidental attacks. We also discuss sevesalms
tity (NSENET), and shortest-path routing was typically disesf research currently in progress related to BGP policies{(S

Over time, as the Internet became more heavily commercigly, 7). \we start by giving an overview of BGP routing in the
ized and privatized, Internet Service Providers (ISPspheg oyt section.

have vested interests in controlling the way traffic flowed fo
economic and political reasons. The Border Gateway Protoo BGP routing in a single AS
(BGP) was born out of the need for ISPs to control route selec-

tion (where to forward packets) and propagation (who to eixpghe Internet consists of thousands Afitonomous System.s
routes to). (ASes)—networks that are each owned and operated by a single

o ) ] ) institution. BGP is the routing protocol used to exchangehe
When BGP was first introduced, it was a fairly simple pathyjity information across ASes. Usually each ISP operaies
vector protocol. Over tlm_e, many incremental modificatitms AS, though some ISPs may operate multiple ASes for business
allow ISPs to control routing were proposed and added to BGEy5ons (e.g. to provide more autonomy to administratcas of
The end result was a protocol weighted down with a huge nup's hackbones in the United States and Europe) or hisloric
ber of mechanisms that can overlap and conflict in various ygzsons (e.g. a recent merger of two ISPs). Non-ISP busisess
predictable ways. These modifications can be highly mys""’('énterprises) may also operate their own ASes so as to gain th

ous since many of them, including the decision process usgfliional routing flexibility that arises from particifiag in the
to select routes, are not part of the protocol specificatign [ggp protocol.

Moreover, their complexity gives rise to several key protde
including unforeseen security vulnerabilities, widesgprenis-
configuration, and conflicts between policies at differ&Rd.

Compared to enterprise networks, ISPs usually have more com
plex policies arising from the fact that they often have salve

] , o ) ~downstream customers, connect to certain customers in mul-
Addressing BGP’s problems is difficult, as changing ceréain tiple geographic locations, have complex traffic engimegri

pects of BGP (for example changing the contents of updgigals, and run BGP on internal routers (rather than justesord



routers as enterprises often do). Although some of the wgaser
tions we make apply to enterprise networks, our core focus in
this paper is on ISP networks. In this section, we describP BG

Table 1: Steps in the BGP decision process.

from the standpoint of a single AS, describing first the proto [ Step | Attribute Controlled by local
that transmits routes from one AS to another, then the deTigi or neighbor AS?
process used to choose routes, and finally the mechanisihs uge Highest LocalPref local
at routers to implement policy. 2. Lowest AS path length neighbor

3. Lowest origin type neither
2.1 Exchanging routing state 4, Lowest MED neighbor

5. eBGP-learned over iBGP-learngdneither

6. Lowest IGP cost to border routef local

7. Lowest router ID (to break ties) | neither

control over route selection, several additional attelsutvere
added to advertisements, allowing a router to alter itsgil@ts
based on the values of these attributes. The end result is the
BGPdecision processonsisting of an ordered list of attributes
across which routes are compared, as shown in Table 1. The
router goes down the list, comparing each attribute in tbte li
across the two routes. If the routes have different valuethfo
Figure 1: Example topology with three ISPs A, B, and C. attribute, the router chooses the one that has the moreatisir

Figure 1 shows a simple BGP network. BGP sessions are _aetgr_lbut_e, otherwise it moves on to compare the next atizibu
n the list. The route that is chosen is used by the routerrto fo

tablished betweeiborder routersthat reside at the edges of d kets. The orderi ¢ attribut I h at
an AS and border routers in neighboring ASes. These sessifREY Packets. The ordering of attributes allows the opetato

are used to exchange routes between neighboring ASes.rBo'tlrry I(_ancel VF?”?US stagef of tlf;e (:e_ustlﬁn ?rotcetss. Fo;r?)e%mpll
routers then distribute routes learned on these sessiomanto "¢ -0¢&! F'ré erence (LocalPref) is the first step in the deci

border (internal) routers as well as other border routetién sion pracess. By changing LocalPret, an operator can force a

same AS using internal-BGP (iBGP). In addition, the routef@Ut€ With alonger AS path to be chosen over a shorter one. As
in an AS usually run an Interior Gateway Protocol (IGP) t%nother example, the Multi-Exit Discriminator (MED) is typ

learn the internal network topology and compute paths fmqﬁl!yhused t_)y t\/l\(okASr1es ﬁjognecteg ? y mult;]plﬁ I"X(SS todlnckftc?qt
one router to another. Each router combines the BGP and If3p¢" PE€ring link should be used to reach the advertising

information to construct a forwarding table that maps east dt € attribute. MED was placed lower in the decision process

tination prefix to one or more outgoing links along shorte?? thl'_s alllopwsfar&I_SP to Oz"?r{'dedth‘?se srgﬁgts)tltt)ns,_e.gg)ys
paths through the network to the chosen border router. Ing LocalFrel. Lsing a strict ordering ot attributes in
cision process simplifies policy expression and makes ieeas

BGP is a relatively simple protocol with a few salient fe@ir g predict the outcome of making configuration changes. &vhil
First, BGP is arincrementalprotocol, where after a completesome vendors allow operators to disable certain steps idethe
routipg table _is exchanged between neighbors, only changesision process, they typically do not permit the operatorst
that information are exchanged. These changes may be RgWsteps in a different order. Hence some policies thaatgol
route advertisements, route withdrawals, or changes tterogs ordering (e.g. ignore AS path length, or first choosesistw
attributes. Second, BGP is @ath-vectorprotocol where ad- \gp then highest LocalPref) may require various hacks which

vertisements contain a list of ASes used to reach the destifig complicate router configuration and lead to unforesielen s
tion. Third, routes are advertised at theefixlevel, so an AS gffects.
would send a separate update for each of its reachable pr.efi)f

Fourth, BGP update messages may contain several fields iﬁt_are are different locations where a route attribute casete

. . . . . . ' by policy: (a)Locally, for example LocalPref is an integer value
cluding a list of prefixes being advertised, a list of prefikes ,
ing withdrawn, and a list of routattributesthat describe vari- set at and propagated throughout the local AS and filtered be-

ous characteristics of each advertised route. An ISP im@htsn Iﬁrewslggdlrtltg.kt)otnglg?bqurllg] ISPZ‘ b(N)talghgg for exam[?h(aj b
its policies by modifying route attributes and changingulasy € atiribute 1S typically used by two AS€sS connected by

routers react to advertisements with certain route atefuas multiple links to |nd|c_at_e which peering I_|nk should pe used
discussed below. reach the AS advertising the MED attribute, and is not used

to compare routes through two different next-hop ASes. (c)
2.2 Selecting a route at a router Neither: some attributes, for example whether the route was

learned through an external BGP (eBGP) neighbor or from an

A BGP router in an ISP may have several alternate routeSifernal router speaking BGP (iBGP), are set by the protocol
reach a particular destination. In the absence of poliog, thng cannot be changed.

router would choose the route with the minimum pathlength, llecti its of the decisi i
with some arbitrary way to break ties between routes with t Qe coiective results of the decision Process across roise

: : duce a set aéqually goodborder routers for each pre-
same pathlength. However, in order to give operators gre fppro . ) . ;
P 9 9 P ar IX, where each router in the set is equivalent according¢o th

— eBGP session (O Internal router
- Internal link ® Border router




first four steps of the decision process that compare BGP At-ISP implements its policies by applying configuration eom
tributes. Each internal router then chooses the routeran thhands at routers. These configurations typically consiatseft
set that is closest according to the Interior Gateway Pobtoof lists of preference, filtering, and tagging rules, onée fiis
(IGP) path cost to reach that border router. For examplegn Feachsessiorthe router has with a neighboring BGP-speaking
ure 1, suppose prefix 6.0.1.0/24 is reachable to B via bothr@uter. Although the configuration language differs betwee
and C, but B’s LocalPref is set higher for routes through Ae Tlvendors, a key primitive that is often provided isoaite-map
set of equally good border routers would then contajnand a language construct used to modify route attributes andelefi
R2, and each router in B would select the route that was cla®nditions that determine which routes are exported togpeer
est exit point (lowest IGP cost),, and R; would choose the It consists of two parts: a set of conditions indicating whies
route throughR;, and all other routers would choose the routaap is to be invoked (e.g. the prefix is a specified value, or the
throughRs. AS path matches a specified regular expression), and tlwacti

There are three steps a router uses to process route aeveffis€ taken if the advertisement matches the conditions (e.g
ments. Firstmport policyis applied to determine which routegn@dify & specified attribute, or filter the route).

should be filtered and hence eliminated from consideratiod, . . .
may append or modify attributes. Next, the router applies tT?f Business relatlonsh|ps

decision proces® select the most desirable route. Finally, a$Ps often wish to control next hop selection so as to reflect
export policyis applied which determines which neighbors thggreements or relationships they have with their neighbors
chosen route will be exported to. An ISP may implement ifhree common relationships ISPs have atestomer-provider
policy by controlling any of these three steps, i.e., by fdi where one ISP pays another to forward its traffieer-peer

ing import policy to filter routes it doesn’t want to use, modivhere two ISPs agree that connecting directly to each other
fying route attributes to prefer some routes over othergyor (typically without exchanging payment) would mutually leen
modifying export policy to avoid providing routes for certa fit both, perhaps because roughly equal amounts of traffic flow
neighbors to use. In addition, an ISP can modify attribufesisetween their networks, arshckuprelationships, where two
routes it advertises, which can influence how its neighbers p|SPs set up a link between them that is to be used only in the

form route selection. event that the primary routes become unavailable due wréail
fiquring | L oolici There are two key ways these relationships manifest theessel

2.3 Configuring local policies in policy:

There are three classes of “knobs” that can be used to confilliencing the decision process (by assigning LocalPrefs)

import and export policies: ISPs often prefer customer-learned routes over routeaddar

from peers and providers when both are available. This &noft
1. Preferenceanfluences which BGP route will be chosen fodone because sending traffic through customers generates re
each destination prefix. Changing preference is done dryue for the ISP while sending traffic through providers €ost
adding/deleting/modifying route attributes in BGP advethe ISP money and sending to peers can skew the balance of
tisements. Table 1 shows which attributes can be modifigalver in the peering relationship and thereby give incerttiv
during import to control preference locally, and which cahe party receiving more traffic to tear down the relatiopsii
be modified during export to change how much a neighlsiart charging the other party. Often an ISP will achievs by
prefers the route. assigning a non-overlapping range of LocalPref values ¢h ea
o o . . ) type of peering relationship; for example LocalPref valires
2. Filtering eliminates certam routes from cons@era}tlon ariﬂe range 90-99 might be used for customers, 80-89 for peers,
also controls who they will be exported to. Filtering mayq_79 for providers, and 60-69 for backup links. LocalPei ¢
be applied both before preference (inbound filtering) @fen pe varied within each range to do traffic engineering-wit
after preference (outbound filtering). Filtering is done By, s yiojating the constraints associated with the busimess
instructing routers to ignore advertisements with att8u |a4ionship, as described in Section 4. As another example, a
matching certain specified values or ranges. large ISP spanning both North America and Europe may wish

3. Taggingallows an operator to associate additional stdfgavoid forwarding traffic generated by its customers a&eos
with a route, which can be used to coordinate decisiof§PeNsive transatlantp link. j’h|s can be done by configurin
made by a group of routers in an AS, or to share contdis EUropean routers with a hlghe_r LocalPref for _routesriedr
across AS boundaries. The key mechanism isciw- from European ISPs, and giving its North American routers a
munity attribute[2] [3], a variable-length string used to/OWer LocalPref for these routes.
tag routes. The community attribute is a highly expre€ontrolling route export (by using the community at-
sive mechanism, lending itself to support a wide varietgibute): Routes learned from providers or peers are usually not
of complex policies that are difficult to express througéxported to other providers or peers, because there is ro eco
other means. For example, one community value migiamic incentive for an ISP to forward traffic it receives from
affect how the receiving router sets LocalPref, while anne provider or peer to another. This can be done by tagging
other might cause the route to be filtered at another routatvertisements with a community attribute signifying thisib
However, its expressiveness gives potential for misconfigess relationship of the session, and filtering routes veithain
uration, which is exacerbated by the fact that communitpmmunity attributes when exporting routes to peers. Fer ex
attributes usage is not standardized. ample, suppose B wishes to not export routes learned from A



to C (Figure 1), perhaps because it does not get paid foritranar expression, then tweaking the regular expression tegdla
ting traffic from C to A. It can do this as follows. First, foreny to control how many prefixes match it. However, since this is
session router®; and Ry have with routers in A, B configuresdone manually it is subject to misconfiguration, cannot beedo
an import policy that appends the community attribiftg., to in real time to adjust to changing load, and the outcome from
any route learned over these sessions, to indicate thabtie ra change can be difficult to predict. There are automated tool
was received from a peer—information which is ordinarilgtlothat an ISP can use to predict the effects of these actions [5]

in BGP as th(_a routg propagates across the AS. After ap_penqmg)und traffic control (by AS prepending and MED): An

the community attribute, B exports the route onwards irgo ji5p:s internal congestion may be exacerbated by its neighbo
internal iBGP network. Second, B configures export polieieSyecqyse its neighbors might not be aware of the ISP’s traffic-
R, that match on this communlty_attrlbute to deterr_nlne Wh"‘éﬁgineering goals, internal topology, or load on interireid
routes get exported to C. In particular, every session BEWey e 1o privacy reasons. Hence, some mechanism to allow an
R4 and a router in C is configured with an export policy thagp g control how much traffic it receives from each of itsppee
filters any route with the community attribulé,.. . ing links is essential. Unfortunately, this is a highly deabing

. . . problem, as it requires the local ISP to influence route selec

4 Traffic engineering in remote ISPs, which in turn might wish to limit or complstel
While business relationships affect relative preferenfmes ignore the local ISP’s goals. However, an ISP may convince
routes, there are often several routes available that arallgq its neighbor (perhaps through economic incentives) towallo
preferred. Moreover, ISPs often connect at multiple laratito the ISP to control how much traffic it receives on each link
reduce delay and improve reliability, increasing the nundfe from the neighbor. This can be done by modifying the MED
available routes. A secondary goal for many ISPs is to emginattribute, which can be used between a pair of ISPs connected
their traffic by modifying preference within the same busimevia multiple peering links. For example, if B wanted to reduc
class to meet or maximize certain performance criteria.(e e amount of traffic traversing routé, it could increase the
achieve desired quality and availability). An ISP can de thy Vvalue of the MED attributé?; advertises tod, causing the link
modifying the import policies applied by its routers, eadh & R to become more preferred by A's routers and thereby de-
which can have a different configuration. In this section we docreasingR; s load.

scribe several common traffic engineering goals (arelajgidt Shifting traffic between links to different neighbors is ror
ensuring the selected routes are stable, is discussedin [4] challenging, as unfortunately BGP was not designed with a
Outbound traffic control (by changing LocalPref and IGP mechanism to control route selection in ASes multiple hops
costs):Operators can influence outbound traffic flow either way. However, a workaround commonly used is for an AS to
configuring import policies that affect which routes getle t prepend multiple copies of its AS number to the AS path in or-
set of equally-good border routers, or by modifying IGP linfter to artificially inflate the AS-path length. For examplgps
costs. One common goal éarly-exit routing(also called hot- pose B wishes to shift some traffic from its link to A to its link
potato routing), where the ISP forwards traffic to its clopes- to C. B can do this by prepending additional copies of its AS
sible exit point, so as to reduce the number of links packats thumber onto the AS paths in BGP advertisements it sends to
verse and hence the resulting congestion in its internalorét  A. This increases the AS-path length in these advertisesnent
Although early-exit routing is known to inflate end-to-erattp Which causes routes advertised by C to other ISPs to become
lengths in the Internet, ISPs often exercise early-exitinguto  more desirable in comparison.

reduce their costs and network Congestion, and because &@H‘]ote control (by Changing Community attributes):|n cer-
does not support alternatives like determining global &0r tain cases, an ISP may need to remotely manage a router’s
paths across multiple ISPs. configuration to implement a desired policy. For example in
Another common goal is to reduce congestion on outbouni@ure 1, suppose B wishes to have all inbound traffic routed
links to neighbors. This can be done lmad balancingtraffic through A, and suppose C peers with A (not shown in the fig-
over several links when possible. Outbound traffic engingerure). If C has a LocalPref to prefer the direct route to B, no
can be done by changing LocalPref. For example, supposé@nge in MED or AS prepending will force C to use alter-
wishes to shift some traffic from its links to A to its link to @ anate routes through A to B. B could request C to manually
shown in Figure 1, perhaps because the link to A is overatilizChange its router configurations, but this can be time corsum
or because it is planning to take the link down for mainteanéng for human operators if B changes its policy often (e.g. fo
B can reduce the traffic it sends to A and increase traffic idseriraffic engineering purposes). Instead, C can allow B torobnt

to C by decreasing LocalPref for routes traversing A or iasre C's routing policy with respect to B’s routes by configurirtg i
ing LocalPref for routes traversing C. routers to map certain community attributes to certain Loca

Achieving a specific level of load balance (e.qg. balanciragjlo':’ref values [2]. If desired, C can limit the degree of B's coht

to make spare capacity on both links equal) can be very élcf(—g:ﬁvleeméecr;i'r::grc:]!:C'Erse?;(s'tfoi\f[\g‘rér?omr:ae'ngo?r?] \ijenritt_&t./alue
ficult. The key challenge is to select the proper set of prefix Pie, 9 b y

and change atributes for each appropriately; slectatige 1 8 0% 1€ B ML B LS RS T ove
a set will cause too much traffic to shift, overloading onehef t ' 9

links. It can also be tedious to express a long list of preﬁmesmmeS C wants to prefer more (by setting a higher LocalPref,

a router configuration file. Some ISPs deal with this by char{gﬁe 85). . . . _
ing preference for all prefixes whose AS path matches a refig@mote control has some overlapping functionality witheoth



mechanisms to control inbound and outbound traffic. In gen2.

eral, remote control is typically used to allow a customeetb

its provider to perform some action on its behalf. Remote con

trol provides more flexibility than MED because it allows eon
trol of inputs to earlier steps of the decision process likedl-

Pref, as shown in the example above. Moreover, MED can only

change the relative preference of routes, while remoterabnt

Protecting other ISPsAn ISP can reduce the number of
prefixes it advertises by usimgute aggregatiopwhere in-
stead of advertising two adjacent prefixes (e.g., 4.1.2.0/2
and 4.1.3.0/24) to a neighbor, they can be filtered in the ex-
port policy and a less specific prefix (e.g. 4.1.2.0/23) ad-
vertised [9]. However, doing this effectively may require
knowledge of the neighbor’s connectivity (which is not

can be configured to filter routes, or perform AS prepending.
Further, MED is only used for routes with the same next-hop
AS, while LocalPref is compared across routes learned from
all neighbors. However, as with MED, an ISP’s neighbors must
agree in advance to accept community attributes from therotf
peer. Also, the highly expressive nature of communitylaites
introduces potential for misconfiguration. For exampley &dl-
jacent ISPs may use the same community attribute to mean viery
different things (e.g., one might use it for accounting msgs
to indicate a certain customer generated the route, whide an
other might use it to indicate the route should be filterefdd. |
misconfigured router allows the attribute to be passed letwe
them without being removed, unintended consequences cquld
ensue. ISPs typically address this by careful router cordigu
tion, and by publishing the list of communities and what@usi
they trigger for their customers.

In addition, there are a variety of “smart routing” tools faat Figure 2: Example topology where adding new customer D trig-
small ASes at the edge of the Internet can use to balance 8¢S E to generate (a) no new advertisements (b) internaradv
bound traffic over multiple upstream providers. Howevezstn tisement (c) internal and external advertisements.

tools generally are not appropriate for ISPs, as dynamyicad,nnose E (Figure 2) owns prefix 6.0.0.0/8. E has allocated th
changing traffic can lead to BGP routing changes that are W§pnet 6.1.0.0/16 to routdt;, and has allocated smaller sub-
ible to other ASes, which can trigger flap damping (a mechgsts to its customers connected g, including a new cus-
nism that withdraws unstable routes) if the routes become {gmer D which is allocated subnet 6.1.1.0/24. When adding D
unstable. Moreover, these tools focus on load balancing 0xg a new customer, E may need to make changes to its routers’
multiple outgoing links but do not consider the effect orffica ¢onfiguration, and the configuration it chooses impacts dret
flow inside the AS [5]. new advertisements are generated. There are three cases:

o Scalablllty 1. No new advertisementSuppose D’s sole provider is E,
Some misconfigurations and faults in neighboring ISPs cah le  and D connects to just one rout& in E. In this case,
them to generate excessive rates of updates. Sending spdate Rs is already advertising 6.1.0.0/16 within AS E, obviat-
too frequently can trigger route instability, leading toopser- ing the need folk; to advertise more specific subnets like
vice quality, or can overload a router's processing cajtgbil 6.1.1.0/24. Hence, E just adds a statically configured route
or memory capacity, which can cause outages and router fail- at 5 to forward all traffic in 6.1.1.0/24 to D, and so no
ure. A properly configured set of BGP policies can improve the advertisements will be sent from E to its neighbors, nor
resilience of a network to these problems. Common goals in- Will any new advertisements be sent internally within E.
clude:

discovered or signaled by the BGP protocol and hence
must be manually detected and accounted for by human
operators) as illustrated in the following example.

6.0.0.0/8,
6.1.1.0/24

\ * / 5.0.0.08,

6.1.1.0/24

2. Internal advertisementSuppose instead D connects to

Limiting routing table size (by filtering and using the com-
munity attribute) : ISPs often want to limit routing table size

two routersRs and Rg in E. In this case, botlR; and
Rg need to advertise the prefix 6.1.1.0/24 within E, so all

because overflow can cause the router to crash [7]. This can be royters within E know they can reach D via eithis or

a particularly important issue for smaller ISPs which mayeha
less expensive routers with less memory capacity.

1. Protection from other ISP4SPs can protect themselves

from excessive advertisements from neighbors by: (a) Fil-
tering long prefixes (e.g., longer than /24) to encourage
use of aggregation [8]. (b) As a safety check, routers of-
ten maintain a fixed per-session prefix limit that limits the 3.
number of prefixes a neighbor can advertise. (c) Default
routing: an ISP with a small number of routes may not
need the entire routing table, and may instead configure
a default route through which most destinations can be
reached.

Rg. However, E can aggregate the advertisement into its
address space and hence E will not send BGP advertise-
ments for 6.1.0.0/24 to its neighbors. This is done by con-
figuring Rs and Rg to tag a community attribute onto ad-
vertisements of prefix 6.1.1.0/24, and configuring all bor-
der routers to filter routes with that community attribute.

External and internal advertisemer8uppose D connects

to both E and F. In this case E should not aggregate the
prefix into its own address space; if it did, then F would
then be advertising a longer prefix route to reach D, and
since routers forward packets based on the longest pre-
fix match, all routers in the Internet will prefer F’s route



over E’s route. If D wishes traffic to flow over both linkspf routing configurations callesbuting registries other public

it must request that E not perform aggregation on its pmeports [13], or private disclosures from neighbors.

fix. E can avoid aggregating the prefix by configuring itSygtect integrity of routing policies (by rewriting at-

routers peering with D to append a certain community gfjyytes): An ISP may want to prevent a neighboring AS from

tribute, and configure its border routers to export routggying undue influence over its routing decisions, in viotat

containing that community attribute. of their peering agreement. Otherwise, the ISP could bediupe

into carrying traffic a longer distance across its backbome o

Limit the number of routing changes (by suppressing routes the neighbor’s behalf. For example, suppose the ISP peéts wi
that flap): Routing instability is undesirable, as it can increaggneighbor in both New York and San Francisco. By advertis-
CPU load on routers, which can increase reaction time to ifig a prefix with a MED of0 in New York and a MED ofl
portant events. Also, frequent shifting of traffic to di#et in San Francisco, the peer could trick the ISP into having all
paths can introduce jitter and packet loss in applicatidtes | of its routers direct traffic for this destination througle tRew
Voice-over-IP and interfere with TCP’s round-trip-timé@a York peering point, even if the San Francisco peering paint i
lations. The key mechanism used to improve routing stabilgloser. The peer could achieve the same goal by configuring
is flap dampingFlap damping is a mechanism that limits proits San Francisco router to advertise the route with the-next
agation of unstable routes. It works by maintaining a pgnafiop attribute wrongly set to the IP address of the New York
value associated with the route that is incremented whenexgiter. To defend against violations of peering agreeméms
an update is received. When the penalty value surpasses a g can configure the import policy to delete attributes @rov
figurable threshold, the route ssippressedor some time, i.e., write them with the expected values. For example, the import
itis made unavailable to the decision process and hencedtill policy could set all MED values t6, unless the ISP has agreed
be selected. An ISP can lower the penalty threshold to ineorgi advance to honor the neighbor's MEDs. Similarly, the im-
route stability at the cost of worsening availability. ISR8y port policy could set the next-hop attribute to the IP adsires
wish to less aggressively dampen or disable damping foaiceriof the remote end of the BGP session, and remove any unex-
prefixes, for example routes to the root Domain Name Systg@tted community values. Unfortunately, these techniques

servers, or routes from customers with high availabilityuiee- not sufficient to prevent all violations of peering agreetsen
ments. Also, ISPs sometimes more aggressively dampenrlorgeeC

prefixes than shqrter prefixes, with the motivation tha_t dam/gn ISP may wish to prevent external entities from accessing
llr']r? a shorgeré)reﬂxbcan he;_ve a large effect on reﬁ cthabltlﬂ?]/. [1certain internal resources by configuringasgort policieghat
IS can be done by configuring a route-map that matc ©Stiter BGP advertisements for destinations that should rot b
the prefix length ora specific prefix and sets the flap damp'@)%ernally reachable. For example, the ISP may protectits o
parameters accordingly. backbone infrastructure by filtering the IP addresses used t
6 Security number the rout_er interfaces_. The ISP may also wish to pro-
tect certain key internal services, by filtering the addeess
An AS is highly vulnerable to false information in BGP upthe hosts running network-management software. Finallp a
dates. By sending false information, an ISP can subverighneicourtesy to its neighbors, an ISP may also do export filtesing
bor’s routing goals, cause routers to overload and fail,er dnvalid routes (e.g., routes with invalid addresses or eots),

grade service quality. False information can have a sigmificas a preventative measure.

influgnce onrouting in an AS, even if the source of.the_informgbcking denial-of-service attacks (by filtering and damp-

tion is several AS hops away [11]. Such information is SOM@g). penial-of-service attacks can degrade service by over-
times gener_at_ed by router bugs and mlsconflguratlon. 'tmo%ading the routers with extra BGP update messages or con-
also be maliciously generated by an ISP’s neighbor, who Maying excessive amounts of link bandwidth. For exampée, th

be competing for customers and hence has a vested interegg s yoyters could run out of memory if a neighbor sendsaout
making the ISP's customers dissatisfied with service. Hance, e rtisements for a large number of destination prefixes. T

ISP may wish to exercisgefensive programmin@ protect it- et jtself, the ISP can configure each BGP session with a

self against attacks. maximum acceptable number of prefixes, tearing down the ses-
Discarding invalid routes (by import filtering): ISPs may sion when the limit is exceeded; in addition, the import pol-
wish to protect their customers from learning invalid rautécy could filter prefixes with large mask lengths (e.g., longe
by performing sanity checks to ensure update contents tiran /24). As another example, a neighbor sending an exces-
valid before propagating them internally. For example tesu sive number of BGP update messages can easily deplete the
to special-use or private addresses, or address blockkdtiat CPU resources on the ISP’s routers. Upon detecting the exces
not yet been allocated are obviously invalid [12]. Moregvesive BGP updates, the operators could modify the import pol-
advertisements from customers for prefixes they do not oigg to discard advertisements for the offending prefixesisr d
should not be propagated. ISPs can also perform certaitysaable the BGP session. Upon identifying the neighbor or prefix
checks on the AS path; for example a Tier-1 ISP should not ae-; _ _
cept any routes from its customers that contain anotherITier O €Xample, many peering contracts require a peer to acaain

. . - . prefix at all peering points, with AS paths of the same lentjth [L5].
ISP in the AS path. Also, advertisements containing prige&e o . X .

. . . . An ISP can detect this kind of inconsistency by comparind36® ad-

numbers in the AS path may be considered invalid. ISPs may,

. _ ) . tisements across all peering points [16] or collectiataifled mea-
configure its filters based on the contents of public repasEo ¢ ements of the traffic traversing the peering links.

uring the network infrastructure (by export filtering):




responsible for the excessive BGP updates, the ISP can nitl® [23] is a proposed replacement for eBGP. The design phi-
aggressively dampen (Section 5) or even completely filter upsophy of HLP is to expose common policies that can typjcall
dates it receives from these sources. In addition to BGP1s obe inferred in BGP today and optimize the routing protocol
vulnerabilities to attack, an ISP (or its customers) mayuie s based on the resulting structure, with the aim to imprové sca
ject to a denial-of-service attack where excessive daffictraability and convergence of interdomain routes. Routing-Con
is sent to victim hosts. An ISP can block the offending trafrol Platform (RCP) [24] is a logically centralized systehat

fic by installing ablackhole routehat drops traffic destined tocomputes and distributes routes to routers inside an IS®. Th
the victim addresses. Blackhole routes may be statically caentralization allows policies to be applied at the AS leaed
figured, or operators may run a special BGP session that-aditee RCP applies the policies and its own decision processto s
tises the prefixes of the victims [17]. Routers receivindiges lect the best BGP route for each destination prefix on beffalf o
on this session then assign the next-hop to be an addres®ash router. This simplifies the configuration and applicadif
sociated with the “null” route (a route which drops all treffi policies and avoids misconfiguration.

or the address of a monitoring system that can perform furthe .

analysis of the traffic. Using a similar technique, the ISR c8 Conclusion

adV(_ertise the address blocks of known spammers to bIaCk%lﬁ‘nough BGP policies can be highly complex, there are a num-
tLaff'C sent to thfese addrt—i)sl_sig,. Tt;(_ads_e blgckhlole routee_mre_ae{er of common design patterns that are typically used by.ISPs
t. € spa;ncnllers rom _esta ;]Sf ;]ng ' wzctlona co_m_mum«:;t;m this article we discussed several common patterns and how
,(AI((:aK a ket CO.?;?;U?;'DYV Ic i €pends on receving a M'ey can be realized using BGP policy mechanisms. We believe

packet) wi € S mail Servers. that by recognizing these patterns exist we can more effigien

: develop tools that directly support them, such as analgsis t

7 LOOkmg forward that check correctness, languages that preclude erras;ior
BGP’s rich feature set of tunable knobs and complex cro#getures that are designed for common cases.
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