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Chapter 1: Overview of the Benefit-Cost Approach and Model  
 

 

This Benefit-Cost Technical Documentation describes the latest version of the Washington State Institute for Public Policy 

(WSIPP) benefit-cost model. The model is designed to produce, for the Washington State Legislature, internally consistent 

estimates of the benefits and costs of various public policies. WSIPP built its first benefit-cost model in 1997 to  determine 

whether juvenile justice programs that have been shown to reduce crime can also pass an economic test. In subsequent years, 

as WSIPP received new research assignments from the Washington State Legislature, the benefit-cost model was revised and 

expanded to cover additional public policy topics. As of this writing , the legislature or the WSIPP Board of Directors has asked 

WSIPP to use the benefit-cost model to  identify  effective programs and practices in the following public policy areas : 

V Criminal and juvenile justice 

V Kð12 and early education 

V Child welfare  

V Substance abuse  

V Mental health 

V Public health 

V Public assistance 

V Employment and workforce development  

V Health care 

V General prevention 

V Higher education 

 

The model described in this Technical Documentation  reflects our current approach to computing benefits and costs for this 

wide array of topics. We update and revise our estimates and methods from time to time . In particular, as we use this model in 

the policy and budgetary process in Washington State, we frequently  adapt our approach to better fit the needs of 

policymakers. This document reflects the current state of the model (as of the publication date  on the title page ).  

 

This report does not contain our current benefit -cost estimates for these topics; rather, it describes the procedures we use to 

compute the results. A complete òclickableó list of our current benefit -cost estimates can be found on the WSIPP website. 

 

The overall objective of WSIPPõs model is to produce a òWhat Works?ó list of evidence-based public policy options available 

to the Washington State Legislature, ranked by return on investment. The ranked list can help policymakers choose a 

portfolio of pu blic policies that are evidence-based and have a high likelihood of produ cing more benefits than costs. For 

example, policymakers in the state of Washington can use WSIPPõs results to identify a portfolio of evidence-based policies 

(such as prevention, juvenile justice, adult corrections, and sentencing policies) that together can improve the chance that 

crime is reduced in Washington and taxpayer money is used efficiently.  

 

For each evidence-based option we analyze, our goal is to deliver to the legislature two straightforward benefit-cost 

measures: an expected return on investment and, given the risk and uncertainty that we anticipate in our  estimates, the 

chance that the investment will at least break even (that is, it will have benefits at least as great as costs). To do this, we carry 

out three basic analytical steps.  

 

http://www.wsipp.wa.gov/BenefitCost?topicId=2


 

1) What works? What doesnõt? We begin by conducting systematic reviews of the research literature to identify 

policies and programs that demonstrate an ability to improve specific outcomes. The goal is to assemble all of the 

best research from around the U.S. (and beyond) that can help inform policymaking in Washington. In Chapters 2 

and 3, we describe the methods we use to identify, screen, and code research studies, as well as the meta-analytic 

approach we use to estimate the expected effectiveness of policy options and to compute òmonetizableó units of 

change.  

2) What is the return on investment ? The second step involves applying economic calculations to put a monetary 

value on any changed outcome (from the first step). Once monetized, the estimated benefits are then compared to 

the costs of program s or policies to produce an economic bottom line for  the investment. Chapters 4 and 5 describe 

the processes we use to monetize the outcomes. Chapter 6 describes our procedures for estimating program costs. 

3) How risky are the estimates?  Part of the process of estimating a return on investment involves assessing the 

riskiness of the estimates. Any rigorous modeling process involves many individual estimates and assumptions. 

Almost every modeling step involves at least some level of risk and uncertainty. Chapter 7 describes the òMonte 

Carloó approach we use to model this risk. The objective of the risk analysis is to assess the chance that a return on 

investment estimate (from the second step) will at least break even. For example, if we conclude that on average, an 

investment in program XYZ has a ratio of $3 of benefits for each $1 of cost, the risk question is: given the riskiness in 

this estimate, what is the chance that the program will  at least break even by generating one dollar of benefits for 

each dollar of cost?  

The benefit-cost model also allows the user to combine individual policy options into a portfolio. Much like the concept of an 

investment portfolio  in the private sector, this tool allows the user to pick and choose different policy options and project the 

combined impact of those options on statewide costs, benefits, and outcomes. The WSIPP portfolio tool is described in 

Chapter 8.  

 

 

1.1 Structure  of the Model  

 

WSIPPõs benefit -cost model is an integrated set of computational routines designed to produce  three related benefit -cost 

summary statistics for each policy option we analyze: a net present value, a benefit-to-cost ratio, and a measure of risk 

associated with these bottom-line estimates. Each of the summary measures derives from the same set of estimated cash or 

resource flows over time.  

 

In the simplest form, the model implements a standard economic calculation of the expected worth of an investment by 

computing the net present value of a stream of estimated benefits and costs that occur over tim e, as described with 

Equation 1.1.1. 
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In this basic model, the net present value, NPV, of a program is the quantity  of the outcomes achieved by the program or 

policy, Q, in year y, multiplied by  the price per unit of the outcome , P, in year y, minus the cost of producing the outcome, 

C, in year y. The lifecycle of each of these values is measured from the average age of the person who is treated, Tage, and 

runs over the number of years into the future over which they are evaluated, N. The future values are expressed in present 

value terms after applying a discount rate, Dis.  

What works?  

ÅConduct systematic 

reviews 

ÅEstimate 

effectiveness of 

policy options using 

meta-analysis 

 

What is the return 

on investment?  

ÅMonetize program 

effects 

ÅCompare benefit-to-

cost ratios across 

programs  

How risky are the 

estimates? 

ÅEstimate the chance 

of programs 

breaking even  



The first term in the numerator of Equation 1.1.1, Qy, is the estimated number of outcome òunitsó in year y produced by the 

program or policy.  The procedures we use to develop estimates of Qy are described in Chapters 2 and 3. In Chapter 4 we 

describe the various methods we use to estimate the price term, Py, in Equation 1.1.1. In Chapter 6 we describe our 

procedures for computing program costs, Cy. In Chapter 7, we describe the Monte Carlo simulation procedures we employ 

to estimate the risk and uncertainty in the single -point net present value estimates. 

 

Rearranging terms in Equation 1.1.1, a benefit-to-cost ratio, B/C, can be computed with: 
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1.2 General Characteristics of  WSIPPõs Approach to Benefit -Cost Modeling  

 

Several features are central to WSIPPõs benefit -cost modeling approach . 

 

Internally  Consistent  Estimates . Because WSIPPõs model is used to evaluate the benefits and costs of a wide range of 

public policies that affect many different outcomes, a key modeling  goal is internal consistency. Any complex investment 

analysis, whether geared toward private sector or public sector investments, involves many estimates and uncertainties. 

Across all the outcomes and programs considered, we attempt to be as internally consistent as possible. That is, within each 

topic area, our bottom -line estimates are developed so that a net present value for one program can be compared directly 

to that of another program.  This is in contrast to the way most individual benefit-cost analyses are done, where one 

researcher conducts an economic analysis for one program and then another researcher performs an entirely different 

benefit-cost analysis for another program. By adopting one internally consistent modeling approach, our goal is to enable 

apples-to-apples, rather than apples-to-oranges, benefit-cost comparisons.  

 

Meta-Analysis. The first step in our benefit-cost modeling strategy produces estimates of policies and programs that have 

been shown to improve particular outcomes. That is, before we undertake any economic analysis of benefits and costs, we 

first want to determine òwhat worksó to improve outcomes. To do this, we carefully analyze all high-quality studies to identify 

well-researched programs or policies that achieve desired outcomes (as well as those that do not). We look for research 

studies with strong, credible evaluation designs, and we exclude studies with weak research methods. Our empirical approach 

follows a meta-analytic framework to assess systematically all relevant evaluations we can locate on a given topic. By 

including all of the stud ies in a meta-analysis, we are, in effect, making a statement about the average effectiveness of a 

particular topic  given the weight of the most credible research studies. For example, in deciding whether the juvenile justice 

program òFunctional Family Therapyó works to reduce crime, we do not rely on just one evaluation of the program. Rather, we 

compute a meta-analytic average effect from all of the credible studies we can find on Functional Family Therapy. We do this 

through an òeffect sizeó, a statistical tool that allows for the combination of outcomes that have been measured in different 

ways.  

 

òLinkedó Outcomes. In addition to examining the impacts of a program on directly measured outcome s, we estimate the 

benefits of linked or indirectly measured outcomes. For example, a program evaluation may measure the direct short-term 

effect of a child welfare program on child abuse outcomes but not the longer-term outcomes such as high school 

graduation. Other substantial bodies of research, however, have measured cause-and-effect relationships between being 

abused as a child and its effect on the odds of high school graduation. Using the same meta-analytic approach we describe 

in Chapter 2, we take advantage of this research and empirically estimate the causal òlinksó between two outcomes. We 

then use these findings to project the degree to which a program is likely to have longer -term effects beyond those 

measured directly in program evaluations. The monetization of linked outcomes becomes especially important in 

conducting benefit -cost analysis when, typically, not all of the impacts of a program are directly measured in the program 

evaluation studies themselves. We describe how we determine these linkages in Chapter 2, and we list our current 

estimates for the linkages Appendices I and II of this document.  

 

Avoiding Double -Counting Benefits . We have found that many evaluations of programs and policies measure multiple 

outcomes. It is desirable, of course, to calculate benefits across multiple outcomes to draw a comprehensive conclusion 

about the total benefits of a program or policy. To do this, however, runs the risk of double -counting out come measures 

that are gauges of the same underlying effect. For example, high school graduation and standardized test scores are two 



outcomes that may both be measured by a typical program evaluation. However, these two outcomes are likely to be, at 

least in part, measures of the same development in a personõs human capital, with both leading to increased earnings in the 

labor market. To avoid double-counting the benefits of these types of outcomes, we have developed òtrumpingó 

procedures, described in Chapter 5. 

 

Measuring Risk. Any tabulation of benefits and costs necessarily involves risk and some degree of speculation about future 

performance. This is expected in any investment analysis. Therefore, it is important to understand how conclusions might 

change when assumptions are altered and variances considered. To assess risk, we perform a Monte Carlo simulation 

technique where we vary the key factors in our calculations. The purpose of the risk analysis is to determine the chance that 

a particular approach will at least break-even. This type of risk analysis is used by many businesses in investment decision 

making and we employ the same tools to test the riskiness of public sector options . We describe the Monte Carlo approach 

in Chapter 7. 

 

Four Perspectives on Benefits and Costs . We categorize estimates of benefits and costs into  four distinct perspectives: 1) 

the benefits and costs that accrue solely to program participants, 2) those received by taxpayers, 3) those received by 

others, and 4) those that are more indirect.  

 

We created the third and fourth categories (òOthersó and òIndirect,ó respectively) to report  results that do not fit neatly in 

the first and second categories (òParticipantó or òTaxpayeró). In the òOthersó category we include the benefits of reductions 

in crime victimization , the economic spillover benefits of improvement in human capital outcomes , and payments by 

private (including employer -based) insurers. In the òIndirectó category we include estimates of the net changes in the value 

of a statistical life and net changes in the deadweight costs of taxation. 

 

The sum of these four perspectives provides a òtotal Washingtonó view on whether a program produces benefits that 

exceed costs. For certain fiscal analyses and state budget preparation, the results of the model can be restricted to focus 

solely on the taxpayerõs perspective. 

 

For example, for a juvenile justice program that reduces crime and improves the probability of high school graduation, we 

record the improved labor market benefits from the increased probability of high school graduation as a participant benefit 

and the reduced criminal justice system costs from the crime reduction as a taxpayer benefit. In the òOthersó category, we 

include the benefits to crime victims of the reduced crime, along with the economic spillover effects of the high school 

graduation  that accrue to others in society. In the òIndirectó category, we account for the net deadweight costs of taxation 

(from the costs of the program , as well as the deadweight savings from reduced taxes for future crime avoided).  

 

The Modelõs Expandability. The evidence on effective public policy is continually expanding. More is known today than 

ten years ago on the relative effectiveness of programs and still more will be known in the future. We built this benefit -cost 

model so that it can be expanded to incorporate this evolving state of evidence. Similar to an investment analystõs model 

used to update quarterly earnings-per-share estimates of private investments, this model is designed to be updated 

regularly as new and better information becomes available. This flexible design feature allows us to update estimates of the 

economic bottom lines for public programs. In addition, the model is designed in a modular fashion so that new topic areas 

(other than those listed in the introduction ) can be added to the analysis and modeled in a manner consistent with the 

topics already analyzed.  

 

  



1.3 Peer Review of the WSIPP Benefit -Cost Model  

 

WSIPP has had external reviewers examine our work and provide feedback on our methods. In addition, we have had 

invitations in recent years to publish our work in several peer-reviewed journals.
1
  

 

With assistance from the Pew Charitable Trusts (Pew) and the MacArthur Foundation, WSIPPõs benefit-cost model is being 

implemented in 20 other states and 11 county governments as part of the Pew-MacArthur Results First Initiative.
2
 As part of 

our work with these organizations, the benefit -cost model has been reviewed four times in the past eight years by an 

independent team assembled by Pew. Most recently, the benefit -cost model was reviewed in 2017 by: 

V D. Max Crowley: Assistant Professor of Human Development and Family Studies, Pennsylvania State University, 

V Lynn Karoly: Senior Economist,  Rand Corporation and Professor, Pardee RAND Graduate School 

V David Weimer: Edwin E. Witte Professor of Political Economy, Robert M. La Follette School of Public Affairs, 

University of Wisconsin-Madison 

V Frederick J. Zimmerman: Professor, Fielding School of Public Health, UCLA 

 

The benefit-cost model was also reviewed in 2014 by Max Crowley, Lynn Karoly, David Weimer, and Paula Worthington 

(Senior Lecturer, Harris School of Public Policy, University of Chicago), in 2012 by Kirk Jonas (Director, Office of Research 

Compliance and Integrity, University of Richmond, Virginia), Steven Raphael (Professor of Public Policy, Goldman School of 

Public Policy, University of California-Berkeley), Lynn Karoly, and David Weimer, and in 2010 by David Weimer, Lynn Karoly, 

and Mike Wilson (Economist, Oregon Criminal Justice Commission).  

 

Annually between 2011 and 2015, Pew hosted meetings with the states involved in the Pew-MacArthur Results First 

Initiative. Approximately 50-100 participants attended each of the annual meetings. During this time, WSIPP received 

questions, comments, and criticisms on the technical and non-technical aspects of our methods, software, and policy 

scenarios. These observations have been helpful to us as we update the model. 

 

Lastly, Pew has technical assistance consultants responsible for learning the benefit -cost model in order to assist the states 

in implementing the model. The technical assistance consultants have been using the benefit-cost model since 2010, and 

continually provide feedback on our approach. 

 

Building a far-reaching benefit-cost model requires many modeling decisions. Our choices are not necessarily the ones that 

all of the reviewers would have made. Thus, while we have benefited from all of the comments , we remain solely 

responsible for our modeling choices.  

  

                                                            
1
 See: Drake, E. (2012). Reducing crime and criminal justice costs: Washington Stateõs evolving research approach. Justice Research and 

Policy, 14(1), 97-116; Drake, E., Aos, S., & Miller. M. (2009). Evidence-based public policy options to reduce crime and criminal justice  costs: 

Implications in Washington State. Victims & Offenders: An International Journal of Evidence-based Research, Policy, and Practice, 4(2), 170-

196; and Lee, S., Drake, E., Pennucci, A., Bjornstad, G., & Edovald. T. (2012). Economic evaluation of early childhood education in a policy 

context. Journal of Children's Services, 7(1), 53-63.  
2
 See http://www.pewtrusts.org/en/projects/pew -macarthur-results-first-initiative.  

http://www.pewtrusts.org/en/projects/pew-macarthur-results-first-initiative


Chapter 2: Procedures to Estimate Effect Sizes and Standard Errors 

 
 

As outlined in Chapter 1, the WSIPP model is an integrated set of computational routines designed to produce internally 

consistent benefit-cost estimates for a variety of public policies and programs. The model implements a standard economic 

calculation of the expected worth of an investm ent by computing the net present value of a stream of estimated benefits 

and costs that occur over time, as described with Equation 2.0.1. 
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In this basic model, the net present value, NPV, of a program is the quantity of the outcomes achieved by the program or 

policy, Q, in year y, multiplied by  the price per unit of  the outcome, P, in year y, minus the cost of producing the outcome, 

C, in year y. The lifecycle of each of these values is measured from the average age of the person who is treated, Tage, and 

runs over the number of years into the future over which they are evaluated, N. The future values are expressed in present 

value terms after applying a discount rate, Dis.  

 

The first term in the numerator of Equation 2.0.1, Qy, is the estimated quantity  of outcome òunitsó in year y produced by the 

program or policy.  The Qy, term in Equation 2.0.1 is, in turn, a function of two factors  in the WSIPP model: an òeffect sizeó 

(ES) and a òBaseó variable as given by Equation 2.0.2. 

 
ςȢπȢς   ὗ ὪὉὛȟὄὥίὩ 

 

The òeffect sizeó is a statistical method to compare the relative magnitude of effects. The Base variable is the amount of the 

outcome in the targeted population without the intervention. Examples include the proportion  of a criminal justice 

population that is expected to commit another crime  or the proportion  of teens expected to give birth in the absence of 

intervention . 
 

The WSIPP model is designed to accommodate outcomes that are measured either with continuous scales (e.g., 

standardized student test scores) or as dichotomies (e.g., high school graduation). Using the effect size measure allows for 

this combination of different measures. 

 

For continuously measured outcomes, as given by Equation 2.0.3 and described later in this chapter and in Chapter 3, Qy is 

calculated with a Cohenõs d (standardized mean difference) effect size
3
 and a Base variable, which is measured as a standard 

deviation of the outcome measurement.  

 
ςȢπȢσ  ὗ ὄὥίὩ ὉὛ 

 

For dichotomously measured outcomes, Qy is calculated with a D-cox effect size and a Base variable, which is measured as a 

percentage. Our precise procedures to calculate Qy for dichotomies are discussed in Chapter 3, but the essential procedure 

follows Equation 2.0.4.
4
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 Lipsey, M.W., & Wilson, D. (2001). Practical meta-analysis. Thousand Oaks, CA: Sage Publications. 

4
 The D-cox transformation that we employ, as well as other possible transformations of dichotomous data to approximate a standardize d 

mean difference effect size, produces results that are known to introduce distortions when base percentages are either very large or very 

small. The D-cox has been shown to introduce fewer distortions than other procedures, but the D -cox remains problematic when base 

rates are very low or high. See: Sánchez-Meca, J., Marín-Martínez, F., & Chacón-Moscoso S. (2003). Effect-size indices for dichotomized 

outcomes in meta-analysis. Psychological Methods, 8(4), 448-467. In Chapter 3, we describe our current procedures designed to reduce 

these distortions.  



Exceptions . Two of the exceptions to this equation for estimating  Qy for continuously measured outcomes are 1) when an 

effect size is measured via percent change or òsemi-elasticityó in an outcome (currently, WSIPP uses this method for direct 

labor market earnings measured by workforce development programs as well as health care costs and frequency of visits 

measured by evaluations of certain health care programs), and 2) when an effect size is measured via an elasticity, currently 

used for certain measures of crime and certain measures of health care costs. For these conditions, we use Equation 2.0.5 

below. 

 
(2.0.5) ὗ  ὉὛ 

 

Another exception to th is equation occurs when an outcome is measured as an incidence rate ratio (currently used to value 

changes to the fall rate among older adults). This ratio is applied using Equation 2.0.6 below. 
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This chapter describes the process we use to estimate the effect size term, ES, in Equations 2.0.3 to 2.0.6. Chapter 3 

discusses how Qy is then estimated from the effect sizes and dichotomous or continuous base variables. In Chapter 4 we 

describe the various methods we use to estimate the price term, Py, in equation 2.0.1. In Chapter 6 we describe our 

procedures for computing program costs, Cy, in Equation 2.0.1. 

 

 

2.1 Effect Sizes from Two Bodies of Research: Pr ogram Evaluations and Studies Measuring Linkage s 

Between Outcomes  
 

To estimate the effect of a program or policy on outcome s of interest, WSIPPõs approach draws on two bodies of research. 

First, we compute effect sizes from program evaluation research; this type of research measures whether a program or 

policy has a causal effect on outcomes of interest.  

 

Second, to supplement and extend the program evaluation research, we use other bodies of evidence that examine causal 

òlinkagesó between two different outcomes. The overall goal is to combine the best current information from these two 

bodies of research to derive long-run benefit-cost estimates for program and policy choices.  

 

The logic of using òlinkageó studies to support program evaluation findings follows the path illustrated in this expression:  

 
    ὭὪ ὖὶέὫὶὥά O  ὕόὸὧέάὩȟ ὥὲὨ ὭὪ ὕόὸὧέάὩ O  ὕόὸὧέάὩȟ     ὸὬὩὲ ὖὶέὫὶὥάᴼ ὕόὸὧέάὩ 

 

That is, if a meta-analysis of program evaluationsñthe first body of researchñestablishes a causal effect of a program 

(Program) on one outcome  (Outcome1), and another body of linkage research measures a causal temporal relationship 

between that outcome  (Outcome1) and another outcome  (Outcome2) of interest, then it logically follows that the program is 

likely to have an effect on the second outcome, in addition to  having an effect on the directly measured first outcome.  

 

These relationships are important for benefit -cost analysis because, unfortunately, many program evaluations do not 

measure all of the longer-term outcomes of interest. Therefore, we compute effect sizes and standard errors for both direct 

and linked outcomes and we use them in our benefit-cost analysis. The procedures we use for doing so are described 

below.  

 

For example, we have meta-analyzed all credible program evaluations of a juvenile justice program called Functional Family 

Therapy (FFT) and found that the program reduces juvenile crimeñthe first step in the expression above. Crime is an 

important outcome and it is measured in the program evaluations of FFT. We label this a òdirectlyó measured outcome 

since it was estimated in the program evaluations themselves. 



However, the outcome evaluations of FFT did not measure whether the program affects high school graduation ratesñ

another outcome of keen interest to the Washington State Legislature. There are, however, other substantial bodies of 

longitudinal research that indicate how changes in one outcome causally lead to changes in a second outcome. For 

example, we have separately meta-analyzed credible longitudinal research studies that identify a causal relationship 

between juvenile crime and high school graduationñthe second step in the expression above. We label this relationship a 

òlinkedó outcome since it was not estimated in the FFT evaluations themselves, but can be reasonably inferred by applying 

the results of other credible longitudinal research. We list our current estimates for the linkages in Appendix I. 

 

 

2.2 Meta -Analytic Procedures : Study Selection and Coding Criteria  

To estimate the effects of programs and policies on outcomes, we employ statistical procedures researchers have developed to 

facilitate systematic reviews of evaluation evidence. This set of procedures is called òmeta-analysis.ó
5
 A meta-analysisñ

sometimes referred to as a òstudy of studiesóñproduces a weight-of-the-evidence summary of a collection of individual 

program evaluations (or studies of the longitudinal relationships between outcomes ) on a given topic. The general idea is to 1) 

define a topic of interest (e.g., do drug courts lower crime ?; does child abuse and neglect reduce the probability of high school 

graduation?), 2) gather all of the credible evaluations that have been done on the topic , and 3) use meta-analysis to draw an 

overall conclusion about the average effectiveness of a program to achieve a specific outcome or the relationship between one 

outcome and another .  

 

A meta-analysis is only as good as the selection and coding criteria used to conduct the study.
6
 The following are the key 

criteria we implement when conducting a meta-analysis. 

 

Study Selection. We use four primary means to locate studies for meta-analysis of programs: 1) we consult the bibliographies of 

systematic and narrative reviews of the research literature in the various topic areas; 2) we examine citations in the individual 

studies we locate; 3) we conduct independent literature searches of research databases using search engines such as Google, 

Proquest, Ebsco, ERIC, PubMed, and SAGE; and 4) we contact authors of primary research to learn about ongoing or unpublished 

evaluation work. As we will describe, the most important criteria for inclusion in our study is that an evaluation must eithe r have a 

control or comparison group or use adv anced statistical methods to control for unobserved variables or reverse causality. If a 

study appears to meet these criteria, we then secure a copy of the study for our review.  

 

Peer-Reviewed and Other Studies. We examine all evaluation studies we can locate with these search procedures. Many of 

these studies are published in peer-reviewed academic journals while others are from reports obtained from government 

agencies or independent evaluation contractors. It is important to include non -peer reviewed studies because it has been 

suggested that peer-reviewed publications may be biased to show positive program effects. Non-peer reviewed studies also 

represent a significant portion of the available evidence in many policy areas. Therefore, our meta-analysis includes all 

available studies we can locate that meet our criteria, regardless of published source. 

 

Intent -to -Treat Samples. We do not include a study in our meta -analytic review if the treatment group is made up solely of 

program completers. We adopted this rule because there are too many significant unobserved self-selection factors that 

distinguish a program completer from a program dropout, and these unobserved factors are likely to significantly bias 

estimated treatment effects. Some evaluation studies of program completers, however, also contain information on program 

dropouts in addition to a comparison group. In these situations, we include the study if sufficient information is provided t o 

allow us to reconstruct an intent -to-treat group that incl udes both completers and non-completers, or if the demonstrated 

rate of program non -completion is very small. In these cases, the study still needs to meet our other inclusion requirements .  

 

Random Assignment and Quasi -Experiments. Random assignment studies are preferred for inclusion in our review, but we 

also include studies with non-randomly assigned comparison groups. We only include quasi-experimental studies if sufficient 

information is provided to demonstrate comparability between the treatment and comparison groups on important pre -

existing or pre-treatment characteristics such as age, gender, test scores, or level of functioning.  

 

                                                            
5
 In general, we follow the meta-analytic methods described in Lipsey & Wilson  (2001).  

6
 All studies used in the meta-analyses for individual programs and policies are identified in the detailed results documented in WSIPP 

programs, which can be found on the WSIPP website. Many other studies were reviewed but did not meet the criteria set for this analysis. 

http://www.wsipp.wa.gov/About/Board


Enough Information to Calculate an Effect Size. Since we follow the statistical procedures in Lipsey and Wilson,
7
  a study 

must provide the necessary information to calculate an effect size, as described in Section 2.3. If the necessary information is 

not provided, and we are unable to obtain it directly from the studyõs author(s), the study is not included in our review.  

 

Multivariate Results Preferred . Some studies present two types of analyses: raw outcomes that are not adjusted for 

covariates such as age, gender, or pre-intervention characteristics, and those that are adjusted with multivariate statistical 

methods. In these situations, we code the multivariate estimates focusing on the authorõs preferred specification. 

 

Averaging Effect Sizes for Similar Outcomes  so Each Study Contributes One Outcome . Some studies report similar 

outcomes: e.g., reading and math test scores from different standardized assessments. In such cases, we average the similar 

measures and use the combined effect size in the meta-analysis for that program. As a result, each study sample coded in 

this analysis is associated with a single effect size for a given outcome. This avoids one study having more weight in a 

meta-analysis simply because it measured more outcomes. 

 

Outcomes Measured at Different Follow -Up Periods. If outcomes for study samples are measured at multiple points in 

time, and if a sufficient number of studies contain multiple, similar follow -up periods, we calculate effect sizes for both 

initial and longer -term follow -up periods. Using different points of time of measurement allows us to examine, via meta-

regression, whether program effects change (i.e., decay or increase) over time.  

 

Some Special Coding Rules for Effect Sizes. Most studies in our review have sufficient information to code exact mean-

difference effect sizes. Some studies, however, report some, but not all the information required. We adhere to the 

following rules for these situations: 

¶ Two-tail p -values. Some studies only report p-values for significance testing of program outcomes. When we 

have to rely on these results, if the study reports a one-tail p-value, we convert it to a two -tail test. 

¶ Declaration of significance by category. Some studies report results of statistical significance tests in terms of 

categories of p-values, rather than exact values. Examples include: p < 0.01, p < 0.05, or non-significant at the p Ô 0.05 

level. We calculate effect sizes for these categories by using the highest p-value in the category. Thus, if a study reports 

significance at p < 0.05, we calculate the effect size at p = 0.05. This is the most cautious strategy. If the study simply 

states a result is non-significant but does not indicate a p -value, then we load in a zero effect size, unless some other 

piece of information reported in the study (perhaps a graph) provides some indication of the direction of the effect, in 

which case we compute the effect size assuming a p-value of 0.50. 

 

 

2.3 Meta -Analytic Procedures : Calculating òUnadjusted ó Effect Sizes 
 

Effect sizes summarize the degree to which a program or policy affects an outcome or the degree that one outcome is causally 

related to another outcome . Authors report outcomes in different ways depending on the research design and the nature of 

the outcomes. For example, an author may report the number of participants who report remain ing sober after participating in 

a substance treatment program. Alternatively, the authors may have information on the results of drug screens . Our goal is to 

simplify the diversity of outcome statistics reported across multiple studies into a single measure:  the effect size. We also 

calculate the variance around the effect size for each outcome, for two reasons. We use the variance of outcomes from 

individual studies to calculate weighted average effect sizes as discussed in Section 2.3e. Additionally, we use the variation 

around the weighted average effect size in our Monte Carlo simulation as described in Chapter 7.  

 

Analysts use several methods to calculate effect sizes, as described in Lipsey &  Wilson.8 The most common effect size statistics 

(and the measures we use in our meta-analyses) are the standardized mean difference effect size for continuous outcomes 

(Section 2.3a) and the Cox transformation of a dichotomous variable to  the standardized mean difference effect size (Section 

2.3b). In special circumstances, we will also perform a meta-analysis on elasticities, semi-elasticities, and incidence rate ratios 

(Section 2.3c). 
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 Lipsey & Wilson (2001). 

8
 Ibid. 



2.3a Continuously Measured Outcomes  

The mean difference effect size is designed to accommodate continuous outcome data, such as student test scores, where the 

differences are between the means of the outcome.9 The standardized mean difference effect size is computed with the following 

equation: 
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In this formula, ES is the estimated effect size for a particular program; Mt is the mean value of an outcome for the treatment or 

experimental group; Mc is the mean value of an outcome for the control group ; SDt is the standard deviation of the treatment 

group; and SDc is the standard deviation of the control group ; Nt is the number of subjects in the treatment group; and  Nc is 

the number of subjects in the control group . In instances where there is insufficient information to determine the division of 

subjects between treatment and control, we assume an equal division of the total N.  

 

In some random assignment studies or studies where treatment and comparison groups are well-matched, authors provide only 

statistical results from a t-test. In those cases, we calculate the mean difference effect size using the following equation :
10
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We compute the variance of the mean difference effect size statistic in Equation 2.3.1 with the following equation :11 
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2.3b Dichotomously Measured Outcomes  

Many studies record outcomes not as continuous measures such as test scores, but as dichotomies; for example, high school 

graduation. For these yes/no outcomes, Sanchez-Meca, et al. show that the Cox transformation produces the most unbiased 

approximation of the standardized mean effect size. 12 Therefore, to approximate the standardized mean difference effect size 

for continuously measured outcomes, we calculate the effect size for dichotomously measured outcomes with the following 

equation: 
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where Pt  is the percentage of the treatment group with the outcome and  Pc  is the percentage of the comparison group with 

the outcome. The numerator, the logged odds ratio, is then divided by 1.65. 

 

The ESCox has the following  variance:  
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where O1t , O2t , O1C , and O2C are the number of successes 1) and failures 2) in the treatment, t, and control , c, groups.  
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 Lipsey & Wilson (2001), table B10, equation 1, p. 198. 

10
 Ibid, table B10, equation 2, p. 198. 

11
 Ibid, table 3.2, p. 72. 

12
 Sánchez-Meca et al. (2003). 



Occasionally when outcomes are dichotomous, authors report the results of statistical analysis such as chi-square (ɢ2)
 

statistics. In these cases, we first estimate the absolute value of ESarcsine per Lipsey and Wilson,
13

 and then multiply the result 

by 1.35 to determine ESCox  as given by the following equation:  
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Similarly, we determine that in these cases using Equation 2.3.2 to calculate the variance underestimates ESVarCox and 

hence overestimates the inverse variance weight. We conducted an analysis which shows that ESVarCox is linearly related to  

ESVar. Our analysis indicates that multiplying ESVar by 1.77 provides a very good approximation of ESVarCox.  

 

Odds Ratios and Confidence Intervals . Sometimes authors report dichotomous outcomes as odds ratios and confidence 

intervals. In those instances, we calculate the effect size using Equation 2.3.4, i.e. by taking the log of the odds ratio , divided 

by 1.65. 

 

The variance is calculated using the following equation:  
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Pre/Post Gain Score Measures. Where authors report pre- and post-treatment measures without o ther statistical 

adjustments, we calculate two between-groups effect sizes: 1) at pre-treatment and, 2) at post-treatment. Next, we 

calculate the overall effect size by subtracting the post-treatment effect size from the pre -treatment effect size.  

 

2.3c Other Effect Size Methods  

In addition to calculations for regular measurements of continuously measured variables using the standardized mean 

difference, we have special calculation rules for elasticities and semi-elasticities and for incidence rate ratios. These special 

calculations cannot be combined with our typical standardized mean difference approach. 

 

Effect Sizes Measured as Elasticities or Semi -elasticities. Some areas of research we review tend to take an econometric 

approach; that is, studies use regression techniques to consider unobserved variables bias or simultaneity. The metric used 

in many of these economic studies to summarize results when analyzing a continuous outcome is an elasticityñhow a 

percentage change in one continuously measured òtreatmentó affects the percentage change in a continuously measured 

outcome. Another common metric is a semi-elasticity, also known as a percent changeñhow a dichotomously measured 

òtreatmentó affects a percent change in a continuously measured outcome. For example, the bodies of research that 

measure the impact of increased incarceration rates on crime and the effects of the number of police officers on crime both 

use elasticities to describe the relationships. For studies that do not estimate elasticities directly, we compute the elasticity 

from the authorõs preferred regression coefficient taken at the studyõs mean values. Similarly, research estimating the effect 

of participating in a high deductible health care plan on health care costs often use semi-elasticities estimated as a log-

linear model. We would then estimate a semi-elasticity, or percent change, in health care costs due to participation in a 

high-deductible plan by exponentiating the Ȃ from the regression and subtracting one to calculate the percent change. 

Thus, the effect size for these analyses is an elasticity or semi-elasticity, rather than the other effect size metrics (Cohenõs d 

or D-cox effect sizes) used when we conduct meta-analyses of programs.  

 

For effect sizes measured as elasticities, the SEe is equivalent to the standard error of the elasticity. When a study reports the 

standard error on the elasticity, we use that value as SE. The standard error of the elasticity is most commonly reported when 

the study estimates the elasticity from a log-log model.  

 

If a study does not report the elasticity standard error but calculates an elasticity or semi-elasticity from a linear model, we 

calculate the SE from the linear model usin g the following equations.  

 

For an elasticity from a linear model the variance of the elasticity is calculated with the following equation:  
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 Lipsey & Wilson (2001), table B10, equation 23, p. 200. 
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where  is the coefficient on X. Then, SE  is the square root of the variance.  

 

For a semi-elasticity from a linear model, we can calculate the variance with the following equation: 
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where Yt and Yc are the Y values for the treatment and comparison groups (e.g., health care expenditures). 

 

Finally, when a standard error is not reported and cannot be calculated from the information provide d in the study or in the 

case of a semi-elasticity from a log-linear model, , we assume that the elasticity or semi-elasticity has the same statistical 

significance as the regression coefficient from which we derive the elasticity or semi-elasticity. Under this assumption, we 

estimate the standard error of the elasticity using the reported  t-statistic for the regression coefficient from which the elasticity 

is estimated. For example, if a study uses the coefficient Ȃ to calculate an elasticity, and the t-statistic on Ȃ is reported as tȂ, we 

calculate the standard error on the elasticity for that study as shown in the following equation:  
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Effect Sizes Measured as Incidence Rate Ratios.  Occasionally we review research that reports count data as rates. Rates 

reflect a count of events for each individual over the observation period, often expressed in person-years. Analyzing count 

data as rates assumes a constant underlying risk of the event.  

 

The preferred effect size for outcomes reported as rates is an incidence rate ratio (IRR), rather than the other effect size 

metrics (Cohenõs d or D-cox effect sizes). The IRR is the ratio of the number of events per person-year among individuals in 

the intervention group to the number of events per person -year among individuals in the comparison group. IRRs have 

particular properties to consider when conducting a meta -analysis. For example, a ònulló incidence rate ratio is one (not 

zero).  

 

We use the methodology described by the Cochrane Collaboration aggregate incidence rate ratios.
14

 We calculate the 

natural logarithm of the IRR as the effect size for a given study, and combine the natural logarithms of the IRR in our meta-

analysis. We transform the results back to the linear scale and report results as incidence rate ratios on the linear scale for 

interpretability.  

 

For incidence rate ratio effect sizes, we use an approximate standard error of the natural logarithm of the IRR to calculate 

the inverse variance weight. The equation for the approximate standard error is available from Cochrane,
15

 and relies on the 

number of events in the treatment and comparison groups:  
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2.3d Modifying Effect  Sizes to Account for Small -Sample Sizes and Multi -Level Data Structures  

Modifying Effect Sizes for Small Sample Sizes. Since some studies have very small sample sizes, we follow the 

recommendation of many meta -analysts and account for this. Small sample sizes have been shown to upwardly bias effect 

sizes, especially when samples are less than 20. Following Hedges, Lipsey and Wilson report the òHedges correction factor,ó 
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 Deeks, J.J., Higgins, J.P.T., & Altman, D.G. (2011). Chapter 9: Analysing data and undertaking meta-analyses. In J.P.T. Higgins & S. Green 

(Eds.), Cochrane Handbook for Systematic Reviews of Interventions Version 5.1.0 (updated March 2011). The Cochrane Collaboration, 2011.  
15

 Deeks et al. (2011).  

http://www.handbook.cochrane.org/


which we use to adjust all mean-difference effect sizes, (where N is the total sample size of the combined treatment and 

comparison groups), as given in the following equation :
 16
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Modify ing Effect Sizes and Variances for Multi -Level Data Structures . Many studies measure the results of programs that 

are delivered in hierarchical structures. For example, in the education field, students are clustered in classrooms, classrooms 

are clustered within schools, schools are clustered within districts, and districts are clustered within states. Analyses that do 

not account for clustering of this sort  underestimate the variance in outcomes and, thus, may overestimate effect sizes. In 

studies that do not account for clustering, effect sizes and their variance require additional adjustments.17   

We account for clustering differently for continuous and dichotomous outcomes. We do not currently make clustering 

adjustments on topics that include outcomes reported as elasticities, semi-elasticities, or incidence rate ratios. 

 

Adjustments for clustering for continuous outcomes. We adjust based on whether the information is reported at the 

individual or the cluster level.18 

 

First, for continuous outcomes in studies reported at the individual-level that ignore the variance due to clustering, we 

make adjustments to the uncorrected effect size and its variance, using the following equation:  
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where r is the intraclass correlation coefficient, the ratio of the variance between clusters to the total variance; N is the total 

number of individuals in the treatment group , Nt, and the comparison group , Nc; and n is the average number of persons in a 

cluster, K.  

 

For example, in the educational field, clusters can be classes, schools, or districts. To meta-analyze education studies, we use 

data from the 2006 Washington Assessment of Student Learning (WASL) to calculate values of r for the school-level (r = 

0.114) and the district level (r = 0.052). Class-level data are not available for the WASL, so we use a value of r = 0.200 for 

class-level studies.  

 

Second, for continuous outcomes in studies that report means and standard deviations at a clustered level, we make 

adjustments to the mean effect size and its variance using the following equation : 
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In some studies, for example in a mental health setting where the treatment group receives an intervention (therapy) and the 

comparison group does not, the treatment group may be clustered within therapists while the comp arison group is not 

clustered. To our knowledge, there are no published methods for corrected effect sizes and variance for such studies. Dr. 

Larry Hedges provided the following approach for these corrections for outcomes that use continuous measures. 
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 Lipsey & Wilson (2001), equation 3.22, p. 49 and Hedges, L.V. (1981). Distribution theory for Glassõs estimator of effect size and related 

estimators. Journal of Educational Statistics, 6(2), 107-128. 
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 Studies that employ hierarchical linear modeling, fixed effects with robust standard errors, or random effects models account for variance 

and need no further adjustment.  
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 These formulas are taken from Hedges, L. (2007). Effect sizes in cluster-randomized designs. Journal of Educational and Behavioral 

Statistics, 32(4), 341-370. 



We first calculate an intermediate estimate of ES using the following equation:
19
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where mt is the number of clusters in the treatment group, and  nt is the number of subjects in the treatment group, and  N is 

the total sample size. 

 

Then an approximately unbiased estimate of EST is obtained by multiplying ESint  by J(h),  where h is the effective 

 degrees of freedom as given by the following equation:
20
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and J(h) is given by the following equation :
21
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Thus, the final unbiased estimate of EST  is:
22
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The variance of the effect size of a continuous outcome when only one group is clustered is given by the following 

equation:
23
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Adjustments for clustering for dichotomous outcome variances. We do not make a clustering adjustment to effect sizes in 

dichotomous outcomes. This is because the Cox transformation assumes the entire normal distribution at the student level. 24 

However, when outcomes are dichotomous, we use the òdesign effectó to calculate the òeffective sample size.ó
25

 The effective 

sample size is used to calculate a corrected variance. The design effect is given by the following equation : 
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And the effective sample size is the actual sample size divided by the design effect. For example, the effective sample size for 

the treatment group is  given by the following equation : 
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Ὀ
  

We recalculate the variance on these dichotomously measured effect sizes with the methods described in Section 2.3b, 

substituting ὲ  for ὲ and ὲ  for ὲ.  
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2.3e Computing Weighted Average Effect Size  

Computing Weighted Average Effect Size  and Standard Error . Once effect sizes are calculated for each program effect, and 

any necessary adjustments for clustering are made, the individual measures are used to produce a weighted average effect size 

for each outcome within the program . Each effect size is weighted by the inverse of the variance of the effect size, ESVar, as 

described in the preceding sections.  
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The weighted mean effect size for a group with i studies is computed with the following equation :
26
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The standard error of this estimate is calculated with the following  equation:
27
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After computing the fixed effects weighted average effect size and standard error, we compute the random effects if 

necessary.  

 

Computing Homogeneity Tests , Random Effects Weighted Average Effect  Sizes, and Standard Error . Next, we use a 

random effects model to calculate the weighted average effect size. Random effects models allow us to account for between-

study variance in addition to within -study variance.
28

 

 

First, we test for homogeneity. The test for homogeneity, which provides a measure of the dispersion of the effect sizes 

around their mean, is given by the following equation :
29
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The Q-test is distributed as a chi-square with k-1 degrees of freedom (where k is the number of effect sizes). 

 

Next, we check whether there is adequate variation to use the Random Effects model. We proceed if the following is true : 

 

ςȢσȢςψ π ὗ Ὧ ρ 

If the value of Q is less than the degrees of freedom (k ï 1), there is no excess variation between studies and the initial variance 

estimate is used. If not, we calculate the random effects variance component, v using the following equation:
30
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where wsqi is the square of the weight of  ESi (Equation 2.3.15). 

 

This random variance factor is added to the variance of each effect size and all inverse variance weights are recomputed as 

follows:  
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The Effect Size is recalculated using the ὙὉύ: 
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The variance is recalculated as: 
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2.4 WSIPP Adjustments to Effect Sizes  from Program Evaluations  

 

In WSIPP reports and on our website, we show the results of our meta-analyses calculated with the standard meta-analytic 

formulas described in Chapter 2.3. We call these effects òunadjusted effect sizes.ó In our reports and on our website, we also 

list an òadjusted effect sizeó for each outcome. These adjusted effect sizes are modifications of the unadjusted resul ts. They 

may be smaller, larger, or equal to the unadjusted effect sizes we report. Importantly,  we use the adjusted effect sizes, not 

the unadjusted effect sizes, in our benefit-cost model. In this section, we describe our rationale and procedures for making 

adjustments to the effect size results from program evaluations. 

 

The overall goal of WSIPPõs benefit-cost model is to supply the Washington State Legislature with information about what 

works to improve outcomes in Washington. If a program has been ri gorously tried and tested somewhere else, we want to 

be able to infer whether it is likely to work in Washington. We believe there is reason to be concerned that the results of 

individual program evaluations (the ones we enter into our meta -analyses) may be different  if the program were to be 

implemented in Washington. This is because many evaluations of program effectiveness occur under conditions that may 

not reflect what we would expect in real -world implementation in Washington.  

 

Therefore, to better estimate the results we would expect to achieve in Washington, we developed five types of 

adjustments. We may make adjustments to account for any of the following characteristics :  

1) The methodological quality of each study we include in a  meta-analyses; 

2) Whether the researcher(s) who conducted a study is (are) invested in the programõs design and results; 

3) The relevance or quality of the outcome measured used in a study; 

4) Whether the research was conducted in a laboratory or other unusual ònon-real worldó setting; and 

5) Situations in which an evaluation of a program was conducted against a wait-list or no treatment comparison 

group, as opposed to a treatment -as-usual comparison group. 

 
We do not currently make adjustments to effect sizes that are computed as elasticities, semi-elasticities, or incidence rate 

ratios as covered in Section 2.3c.  

 

2.4a Methodological Quality  

Not all research is of equal quality, and this variation has the potential to systematically bias the results of a study. Some 

studies are able to use ògold standardó research designs, producing  results that are accurate representations of whether or 

not the program had a causal effect on an outcome. Other studies may not be able to use the best research designs; these 

studies may reduce the confidence that can be placed in making cause-and-effect inferences. In particular, studies with less 

rigorous research designs cannot completely control for self-selection bias or other unobserved threats to the validity of the 

reported evaluation results. This does not mean that results from these studies are of no value; rather, it means that less 

confidence can be placed in any cause-and-effect conclusions drawn from the results.  

 

We assign program evaluation studies to different òresearch designó categories based on their methodology. This 

categorization allows us, via meta-regression, to account for the degree to which differences in the quality of research 

designs may, on average, affect a programõs true effect on outcomes. We then use this meta-regression information to 

adjust effect size results, if necessary. We list our current adjustments for research design in Section 2.4f in this document . 

 

The following research design categories are used: 

¶ Category 5  includes well-implemented random assignment studies in which subjects are assigned to a treatment 

group and a control group who do not receive the treatment/program. Studies categorized as a 5 must indicate 

how well the random assignment occurred by reporting values for pre -existing characteristics for the treatment 

and control groups. 

¶ Category 4 includes experimental random assignment studies with implementation problems or studies that use 

a lottery or random assignment approach from a wait -list when programs are oversubscribed. Random 

assignment studies in this category, for example, could have crossovers between the treatment and control 

groups or differential attrition rates between the groups .  



¶ Category 3  includes natural experiments or studies that use advanced methods in an attempt to control for 

unobserved variables or reverse causality. Studies categorized as a 3 include instrumental-variable approaches, 

regression discontinuity designs, panel data analyses with fixed effects, difference-in-differences, or a Heckman 

approach to modeling self -selection.
31

 

¶ Category 2  includes quasi-experimental research designs where the treatment and comparison groups are 

reasonably well matched on pre-existing differences in key variables. For this category, studies must demonstrate 

that few, if any, significant differences are observed in relevant pre-existing variables. Alternatively, an evaluation 

must employ sound multivariate statistical techniques (e.g., logistic regression, hierarchical linear modeling for 

nested variables, or propensity score matching) to control for pre -existing differences. 

¶ Category 1  includes quasi-experimental studies that are less well-implemented or do not use many statistical 

controls to control for differences between the treatment and control groups.  

 

Program evaluation studies that do not fit into these categories are assigned to òCategory 0ó which means that they are not 

included in our meta -analysis because we cannot confidently estimate a causal treatment effect of the program. 

Categorizing programs with this scheme is, at least to a degree, subjective. We rely on the accumulated experience of 

WSIPP analysts to make consistent coding decisions about these research design distinctions.  

 

2.4b Researcher Involvement in the Programõs Design and Implementation 

As noted, the purpose of the WSIPPõs work is to identify programs that can make cost-beneficial improvements to 

Washingtonõs public service delivery system. There is some evidence that programs closely controlled by researchers or 

program developers have consistently better results than those that operate in òreal-worldó administrative structures.
32

  

Therefore, because we are concerned that effects observed in developer-controlled evaluations may often overstate the 

effects we might expect in a real-world application in Washington, we code each study by noting whether the developer was 

involved in the program or evaluation. We then may make an adjustment to the corresponding effect size(s) to reflect this 

distinction. We list our current adjustments for developer involvement in Section 2.4f.  
 

2.4c Evaluations with Weak Outcome Measures  

Some evaluations use outcome measures that may not be precise gauges of the outcome of interest to Washington. In these 

cases, we record a flag that we can use in a meta-regression to determine if an adjustment is necessary. We list our current 

adjustments for weak outcome measures in Section 2.4f.  

 

2.4d Evaluations Conducted in òNon-Real-Worldó Settings 

As noted, the purpose of WSIPPõs assignments from the Washington State Legislature is to identify prog rams that can make 

cost-beneficial improvements to Washingtonõs public service delivery systems. We code each study by noting whether the 

program was delivered in a òreal-worldó setting similar to what would occur in Washington, or whether it was done in an 

unusual setting, such as a university-based experiment. We then may make an adjustment to effect sizes to reflect this 

distinction. We list our current adjustments for non -real-world settings in Section 2.4f.  

 

2.4e Evaluations with Wait -List Research Designs 

In some topic areas, for example, mental health interventions, our goal is to estimate the average effect of a program 

compared to non -specific treatment as usual. While some program evaluations utilize treatment as usual for the comparison 

group, ot her studies compare a treatment group to a wait -list or no-treatment  comparison group. We find that average 

effect sizes are smaller when the comparison group is treatment as usual or an attention placebo, compared to no-treatment 

or wait-list control grou ps. Therefore, when our goal is to estimate the effect of a specific treatment vs. treatment as usual, we 

may make an adjustment to the effect size to reflect the distinction between active comparisons and no treatment, based on 

meta-regression of studies in similar topic areas. We list our current adjustments for weak outcome measures in Section 2.4f. 
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2.4f  Values of the Five WSIPP Adjustment Factors  

As noted, we base the magnitude of our adjustments for each of these five factors on evidence, wherever possible. That is, 

when there are sufficient number of studies for us to analyze, we conduct meta-regressions (multivariate linear regression 

analysis, weighted by inverse variances) in a research area to estimate how much of an adjustment (if any) to make for each 

of these five factors. Lacking enough studies to conduct a topic-specific meta-regression, we may also make adjustments 

based on our accumulated knowledge about how these factors can be expected to influence whether specific program 

evaluation results are likely to apply to Washington. In such cases, these a priori adjustments represent our informed 

judgments until they can be replaced with the results of topic -specific meta-regressions. 

 

To estimate these adjustment factors, we undertake a series of meta-regression analyses, one for each broad research area. 

In some cases, where the research literature is particularly large, we may perform meta-regressions on smaller groups of 

topics. In each meta-regression, we include all effect sizes included in our meta-analyses for that topic area, weight by the 

random effects inverse variance for each, and cluster standard errors by each study in the analysis. In topic areas where 

there is a clear primary outcome (for example, depression outcomes in interventions for child depression) we include only 

the effect sizes from primary outcomes in our meta-regression. In these cases, we do not cluster standard errors by each 

study in the analysis, because each study only contributes one effect size to the analysis. 

 

Our independent variables typically include the previously discussed five factors. Adjustment factors (in the form of 

multiplier s) may be assigned to the results of individual effect sizes based on our findings of persistent statistical 

significance (p<0.10) for coefficients across a number of specifications.  

 

After considered technical review, WSIPP is moving forward with a new method for calculating and applying multiplicative 

adjustment factors. This section describes both  our historical approach and our new approach. The new framework is being 

implemented across research areas as we update the literature and meta-analyses. To date, we have used the new 

approach for juvenile justice topics. All of the other research areas still rely on our historical approach. We will update these 

meta-regression analyses and multiplicative adjustment factors as time and resources allow.  

 

  



Historical ApproachñSeparate Multiplicative Adjustment Factors: We have historically calculated adjustment factors within a 

research area using Equation 2.4.1, where  is the regression coefficient for factor f (researcher = developer, weak outcome 

measure, etc.), Ὠ  is an indicator variable indicating the presence of each adjustment factor  for each study, and  is the 

intercept. These coefficients typically came from a preferred specification estimating a linear regression on the effect size 

including random effects. The adjusted effect size is calculated using Equation 2.4.2, which incorporates each separate 

adjustment factor  multiplicatively .  

 

(2.4.1) ὃὨὮόίὸάὩὲὸ Ὢὥὧὸέὶ  

 

(2.4.2) ὉὛὥὨὮὉὛ Б ὃὨὮόίὸάὩὲὸ Ὢὥὧὸέὶ 

 

Using this approach, adjustments are made by multiplying the unadjusted effect size for each study by each of the relevant 

adjustment factors. Exhibit 2.4.1 lists the current multiplicative adjustment factors for research areas that rely on this 

approach. The resulting meta-analytic findings for the adjusted effect sizes are then used in the benefit-cost analysis, as 

explained in Section 2.6.  

 

Exhibit 2. 4.1 

Current WSIPP Adjustmentsñ 

Separate Multiplicative Adjustment Factors Applied to Unadjusted Effect Sizes 

 Multiplicative Adjustment F actor  

Topic area  
Research 

design  

Researcher = 

developer  

Weak 

outcom e 

measure 

òNot real 

worldó 

Wait -list 

design  

Adult crim inal justice  

Level 1 = 0.395 

Level 4 = 0.365 

All others = 1 

1 1 0.50 n/a 

Substance abuse prevention 1 0.33 1 1 1 

Substance abuse treatment 1 1 1 1 1 

Early childhood education 1 1 1 1 n/a 

Child welfare  1 0.36 1 1 1 

Adult depression and anxiety 1 0.79 1 1 0.46 

Adult posttraumatic stress 1 0.63 1 1 0.68 

Serious mental illness 1 1 1 1 1 

Child depression 1 1 1 1 0.31 

Child anxiety 1 1 1 1 0.59 

Child posttraumatic stress 1 1 1 1 0.50 

Child disruptive behavior  1 0.52 0.54 1 0.44 

Child ADHD 1 0.51 1 1 0.40 

General prevention/public health  
Level 1 =0.31 

All others = 1 
0.38 1 1 1 

Asthma self-management education 1 0.36 0.5 1 1 

Workforce development  1 1 1 1 1 

Workforce development: training with 

work experience 

Level 1 = 0.62 

Level 2 = 0.93 

All others = 1 

1 1 1 1 

Health care  1 1 1 1 1 

K-12 education 1 0.43 0.23 0.22 n/a 

Higher education 
Level 1 = 0.53 

Level 2 = 0.53 
1 1 1 1 

Note:  

In cases in which the adjustment factor does not  have a statistically significant (p< 0.10) coefficient  on the adjustment factor  included in 

the meta-regression, we do not estimate an adjustment. The multiplier is 1, representing no adjustment. 

 

  



New ApproachñSingle Combined Adjustment Factor: After considered technical review, WSIPP is moving forward with a new 

method for calculating and applying multiplicative adjustment factors . We use the same model parameters for the meta-

regression described above. With the new approach, we calculate a single combined multiplier (combined adjustment 

factor) for each study as shown in Equation 2.4.3 and apply it using Equation 2.4.4.  

 

(2.4.3) ὅέάὦὭὲὩὨ ὥὨὮόίὸάὩὲὸ Ὢὥὧὸέὶ 
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(2.4.4) ὉὛὥὨὮὉὛ ὅέάὦὭὲὩὨ ὥὨὮόίὸάὩὲὸ Ὢὥὧὸέὶ 

 

This method still accounts for the fact that a single study may have multiple characteristics that require an adjustment. 

Instead of multiplying the effect size by each separate relevant multiplicative adjustment factor, this approach creates a 

single multiplier (combined adjustment factor) that accounts for each of relevant adjustment factors. Exhibit 2.4.2 lists the 

current coefficients for research areas that rely on this approach. The resulting meta-analytic results for the adjusted effect 

sizes are then used in the benefit-cost analysis, as explained in Section 2.6.  

 

Exhibit 2. 4.2 

Current WSIPP Adjustmentsñ 

Coefficients Used To Calculate Combined Multiplicative Factors Applied to Unadjusted Effect Sizes 

 Coefficients Used to Estimate Combined Multiplicative Adjustment Factors  

Topic area  Constant  
Research 

design  

Researcher = 

developer  

Weak 

outcome 

measure 

òNot real 

worldó 

Wait -list 

design  

Juvenile justice  1 0 0 0 0 0 

Note:  

In cases in which the adjustment factor does not  have a statistically significant (p< 0.10) coefficient  on the adjustment factor  included in 

the meta-regression, we do not estimate an adjustment. The coefficient is 0, representing no adjustment. In cases in which none of the 

adjustment factors were statistically significant, we use a constant of 1 and a coefficient of 0, which results in no adjustment.  

 

2.4g Calculating I nverse Variance Weights and Standard Errors when WSIP P Adjustments are made to Effect Sizes 

When we make multiplicative adjustments to effect sizes, we also make adjustments to the standard errors and inverse 

variance weights. For continuous outcomes, we use Equation 2.3.2 to calculate the adjusted variance (Varad) substituting the 

adjusted effect size (ESadj) for ES. 

 

For dichotomous outcomes reported as odds ratios or percentages, we first calculate the odds ratio (ORadj) associated with 

the ESadj using the following equation:  

 

(2.4.5) ὕὙ Ὡ Ȣ   

 

Next, we calculate the corresponding treatment percentage, assuming the comparison rate does not change. 

Finally, we calculate the variance per Equation 2.3.5 using the adjusted percentages to estimate values for O1t, O2t, O1c, and 

O2c. 

 

For dichotomous outcomes reported as chi-square, p-value, or odds ratios and confidence intervals, we first calculate Varadj 

using Equation 2.3.2 and ESadj. Then, based on our analysis, we multiply the Varadj by 1.65 to provide a good approximation 

of VaradjCox. 

 

 

  



2.5 WSIPP Adjustments to Effect Sizes from Longi tudinal Linkage Studies  

 

As with the results from program evaluations (discussed in Section 2.4), we would ideally make adjustments to the effect 

sizes from studies measuring the relationship of one outcome to another  based on findings from meta -regression. Our 

current links do not use multipliers, due either to too few studies on which to perform meta -regression or a failure to reject 

a null hypothesis. The following section describes the procedures we would use if they were available. For any linkage 

study, we may make up to three types of adjustments that we deem necessary to increase our confidence in the evidence 

for a causal relationship between two outcomes. We may make adjustments for a) the methodological quality of each study 

we include in the meta-analyses; b) the degree to which findings for a particular sample of people can be generalized to 

other populations in Washington ; and c) the relevance of the independent and dependent measures that individual studies 

examined. 

 

2.5a Methodological Qualit y 

We require a minimum level of methodological quality to be considered in the analysis. To establish that one outcome 

leads to another, we prefer longitudinal studies that establish clear temporal orderingñwhere a first outcome (e.g., juvenile 

crime) precedes another outcome (e.g., high school graduation). Ideally, a study would statistically control for both 

observable factors and unobservable variables by using fixed effects modeling, natural experiments, twin studies, 

instrumental variables, or other techniques. Some outcome-on-outcome studies do not have the advantage of longitudinal 

datasets and they may use cross-sectional data; the results from these studies may be useful, but they may not have as 

much information to make cause-and-effect inferences. 

 

To track the differences in the quality of research designs for linkage studies, we use a 6-point scale (with values ranging 

from 0 to 5) as a way to adjust the reported results in a study. On this scale, a rating of 5 reflects a study in which the most 

confidence can be placed: a longitudinal study with clear temporal ordering and good controls for both observable and 

unobservable confounds. A rating of 0, on the other hand, reflects a study in which temporal ordering is not established , 

and we cannot infer a causal link between independent and dependent variables. 

 

On the WSIPP 0-to-5 scale, each linkage study is rated as follows: 

5ñlongitudinal study with temporal ordering and good statistical controls for observable and unobservable confounds  

4ñlongitu dinal study with temporal ordering and good statistical controls for observable confounds  

3ñlongitudinal study with temporal ordering but not as many observable controls  

2ñcross-sectional study with temporal ordering and retrospective measurement of prior outcomes 

1ña WSIPP placeholder rating that is not currently used 

0ña study for which we cannot infer a causal link between independent and dependent variables 

 

In our meta-analyses, we do not use the results from studies rated as a 0 or 1 on this scale. 

 

  



Using this scale, if we had a large enough number of studies in a research area, we would conduct a meta-regression to 

determine if, on average, different research design characteristics affect average effect sizes of the relationship between 

one outcome and another. Again, our current linked effect sizes do not include multipliers, usually due to too few articles to 

perform meta -regression.  

 

2.5b Generalizability of the Sample  

We may also adjust the effect sizes for linked outcomes for the degree to which the individuals included in the study 

sample are representative of the Washington population as a whole. If via meta-regression, we determine that a sample is 

not representative of the Washington State population, we  may use a multiplicative factor to ad just the effect size 

downward.  

 

2.5c Relevance of the Independent and Dependent Variables  

Some studies use outcome measures that may not be precise gauges of the way the benefit-cost model monetizes results. 

In these cases, we record a flag that can later be used to adjust the effect, via a meta-regression analysis. For example, the 

benefit-cost model monetizes disordered alcohol use based on a DSM-level alcohol disorder. If a longitudinal study 

measures a linkage between òheavy drinkingó (but not DSM alcohol use) and employment, then we flag this weaker 

measure. If we had a large enough number of studies, we could then conduct a meta-regression analysis to estimate 

whether the presumed inferior outcome measures affect, in a systematic manner, the strength of the relationships. 

 

 

2.6 Meta -Analytic Procedures: Calculating òAdjusted ó Effect Sizes for the Benefit -Cost Model  
 

Once all WSIPP adjustments to effect sizes have been made (as described in Sections 2.4 and 2.5) to the unadjusted effect 

sizes for each study we review, we then re-run the random effects inverse-variance weighted meta-analysis using Equations 

2.3.30 through 2.3.32, substituting the WSIPP-adjusted effect sizes and adjusted inverse variance weights in lieu of those 

originally coded from the s tudies. The results of this second-stage meta-analysis produce the effect size and standard error 

that we then use in WSIPPõs benefit-cost model. At this point in time, we do not calculate adjusted effect sizes for links; as 

we collect more research evidence, we will attempt to do this in the future . 

 

 

  



2.7 The Persistence of Effect Sizes over Time  
 

The benefit-cost model implemented by WSIPP, as illustrated in Equation 2.0.1, anticipates that most programs and policies 

analyzed will have annual streams of benefits and costs that occur over many years, not just at one point in time. That is, 

calculating the net present value of an investment requires information on the long -term changes to annual cash and 

resource flows. It is important for benefit -cost analysis, therefore, to be able to model effects as they occur over time, 

judging both when effects occur over the life course, and whether effects change over time.  

 

As we describe in detail in Chapter 3, WSIPPõs benefit-cost model explicitly requires two user-supplied time-dimensioned 

effect sizes. Most often, the research evidence from the meta-analyses will be conducted for outcomes that are observed 

within the first year or two following program participation. For example, the typical follow -up period fo r program 

evaluations of substance abuse treatment programs is about one year. Rather than simply assume that this near-term effect 

size (and standard error) persists in perpetuity or, on the other hand, drops to zero in year two, the WSIPP model allows the 

inclusion of a second effect size (and standard error).  

 

We use various procedures to estimate the second effect size (and standard error) depending on the available information. 

When a topic has enough studies with extended follow-up measurements, our preferred approach is to calculate program-

specific meta-analyses at various follow-up periods to estimate the second effect size and its standard error. We compute 

these second effect sizes using steps identical to those described in Sections 2.3 to 2.6. 

 

Unfortunately, many programs do not have enough research to conduct a program -specific meta-analysis to obtain a 

second effect size. In these cases, we use information from a broader group of research studies that we can apply to any 

program within that a rea. We combine effect sizes from all programs in a given research area and regress the effect size on 

the follow -up period to estimate the relationship between the follow-up period and effect size. Depending on the research 

area and available information, we may either use only the longest follow -up from each study or use all follow-up periods 

from a given study.
33

 We test various functional forms and types of models (fixed and random effects, clustered on topic 

and/or study) within a research area to determine the best model based on overall fit and model interpretation. In a typical 

meta-regression analysis, we first determine whether the follow-up period is a statistically significant predictor of effect size 

(we use a p-value < 0.10 standard); if not, we generally do not adjust our first effect size.  

 

If the effect size does seem to grow or decay over time, we estimate the second effect size in one of two ways:  

V We use our preferred regression model or meta-analysis to predict an effect size and standard error at a specific 

follow-up period; or
34

  

V We calculate a multiplicative adjustment (and standard error) from the regression or meta-analysis for a given 

follow-up period that we apply to a programõs first effect size to estimate the second effect size. The second 

approach may be used if we find that the effect size decays, but we do not suspect that it decays to zero. For 

example, we may find that on average, effect sizes decay by 50% over 36 months, but may not decay following 

those 36 months. For a program for which we have little or no longer -term information, we would multiply the 

first effect size by 0.5 to get an estimate of the second effect size three years later. We also calculate a standard 

error on the decay multiplier of 0.5 and use the formula  for the variance of the product of two random variables 

to calculate a standard error for the second effect size.
35

 

Finally, in some cases, we are unable to estimate program effects beyond the first effect size using either meta-analysis or 

regression analysis. This may occur with òsecondaryó outcomes. Secondary outcomes are those that are not the prime focus 

of a program, such as crime outcomes from studies whose primary focus is changes in substance abuse outcomes. In these 

cases, we may have few or no rigorous evaluations that measure the outcome over time and thus we cannot predict 

whether program effects on these secondary outcome decay over time. For these secondary outcomes, until more 

information is accumulated, we may assume that effects decay to zero for all time periods following those measured in the 

studies.  
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 When including multiple follow -up periods from a given study, we cluster our standard errors by study. 
34

 We typically carry out the prediction in STATA with the lincom command. 
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 We typically predict the decay multiplier and the standard error with STATAõs nlcom command. 



Exhibit 2. 7.1 

Current WSIPP Decay Factors by Outcome 

Outcome  ES at time 2 SE at time 2 Time 2  

Child abuse & neglect ES1 SE1 Age 17 

Out-of-home placement ES1 SE1 Age 17 

Substance abuse prevention outcomes ES1 SE1 Age at Time 1 + 10 

Substance abuse treatment outcomes 

For most programs 

Contingency management (higher -cost)  

Contingency management (lower-cost) 

Medication-assisted therapies 

0 

0 

0 

0 

0.187 

0.125 

0.075 

0 

Age at Time 1 + 3 

Age at Time 1 + 1 

Age at Time 1 + 1 

Age at Time 1 + 1 

Substance abuse outcomes 

Brief intervention strategies 
ES1 * 0.137 Õ(SE1

2
 * 2.25) Age at Time 1 + 2 

Crime ES1 SE1 Age at Time 1 + 10 

Adult depression, adult anxiety ES1 * 0.52 (SE1
2
 * 1.5)

0.5
 Age at Time 1 + 2 

Adult PTSD ES1 SE1 Age at Time 1 + 1 

Adult psychosis ES1 * 0.743 
(ES1

2 
* 0.569

2 
+ 0.743

2 
* SE1

2 

+ SE1
2 
* 0.569

2
)
0.5

 
Age at Time 1 + 1 

Child PTSD ES1 SE1 Age at Time 1 + 1 

Child ADHD 0 0.141
 

Age at Time 1 + 1 

Child depression 0 0.310 Age at Time 1 + 2 

Child anxiety ES1* 0.396 
(ES1

2 
* 0.276

2 
+ 0.396

2 
* SE1

2 

+ SE1
2 
* 0.276

2
)
0.5

 
Age at Time 1 + 1 

Child internalizing ES1 SE1 Age at Time 1 + 2 

Child externalizing, child disruptive behavior ES1 * 0.550 
(ES1

2 
* 0.550

2 
+ 0.238

2 
* SE1

2 

+ SE1
2 
* 0.550

2
)
0.5

 
Age at Time 1 + 3 

Psychiatric hospitalization  

Assertive community treatment 

ER prevention for frequent users 

0 0.118 Age at Time 1 + 1 

Diabetes ES1 * 0.478 0.077 Age at Time 1 + 7 

Weight change 

Intensive/long -term diabetes interventions 

Short-term diabetes interventions 

Obesity prevention for children  

Obesity prevention, adults, high-intensity 

Obesity prevention, adults, low-intensity 

0 

ES1 * 0.31 

0 

0 

0 

0.054 

0.101 

0.070 

0.012 

0.012 

Age at Time 1 + 7 

Age at Time 1 + 7 

Age at Time 1 + 2 

Age at Time 1 + 5 

Age at Time 1 + 2 

Obesity 

Obesity prevention for children  

Obesity prevention, adults, high-intensity 

Obesity prevention, adults, low-intensity 

0 

0 

0 

0.101 

0.086 

0.086 

Age at Time 1 + 2 

Age at Time 1 + 5 

Age at Time 1 + 2 

Emergency room visits for asthmatic children or 

general population  
0 0.086 Age at Time 1 + 2 

Hospitalizations (readmissions) 

Patient-centered medical homes 

Outcomes for seriously mentally ill individuals, those 

easily lost to follow up  

Birth outcomes  

Falls  

0 0 Age at Time 1 + 1 

Labor market earnings (measured directly) 

Case management programs 

Job search and placement 

Training, no work experience 

Training with work experience 

Work experience 

0 

0 

0 

0 

0 

0.014 

0.017 

0.032 

0.018 

0.001 

Age at Time 1 + 1 

Age at Time 1 + 2 

Age at Time 1 + 1 

Age at Time 1 + 1 

Age at Time 1 + 2 

Notes: 

Figures have been rounded to three decimal places. 

ES1 = effect size at time 1. This is the effect size reported in the study  at a follow -up time (usually 1-2 years after the intervention). 

Time 2 = a time in the future after time 1. These vary by outcome. 

SE = standard error.   



Chapter 3: Procedures to Compute òMonetizableó Outcome Units from Effect Sizes 
 

 

Chapter 2 described the procedures WSIPP uses to compute effect sizes and standard errors from meta-analyses. This 

chapter describes our procedures to convert effect sizes into units of outcomes that can be monetized. Chapter 4 then 

describes how monetary values are attached to these òmonetizableó outcome units.  

 

The procedures in this chapter are necessary because WSIPPõs model uses òoutcome effect sizesó rather than simply 

òoutcome effects.ó This seemingly arcane distinction is important for our approach to benefit-cost modeling. Some 

important concepts are defined below.  

V òOutcome Effect.ó A finding from an  individual program evaluation produces an estimate of whether the 

program had an effect on an outcome. For example, a Kð12 tutoring program may improve high school 

graduation rates by four percentage pointsñfrom, say, 75% without the program to 79% with t he program. This 

is an outcome effect. An effectñin this example, a four percentage point gain in the probability of high school 

graduationñcan be monetized directly with the procedures we describe in Chapter 4. If we were only interested 

in conducting a benefit-cost analysis based on the finding of a single program evaluation, we would not need 

the procedures we describe in Chapters 2 and 3. Rather, we would simply observe the percentage point change 

and proceed directly to Chapter 4 to monetize the progra m effect. 

V òOutcome  Effect Size.ó WSIPP, however, desires to draw an overall conclusion about a topic by considering all 

credible research studies on the topic, not just the results of a single study. Because of this, for each program 

evaluation we review, we first convert an outcome effect into an effect size metric with the procedures described 

in Chapter 2 to allow us to combine the outcome effect with other outcome effects that might be measured 

differently . With this common metric, we are then able to meta-analyze a collection of studies on a single topic. 

While this process gains us all of the advantages that come from conducting a meta-analysis, the downside is 

that to perform a benefit -cost analysis we must re-convert the meta-analyzed effect size back into a program 

effectñmeasured in the natural units of the particular outcome. In other words , a meta-analyzed effect size 

cannot be directly monetized by itself; it must first be re -converted into a program effect.  

V òUnit Change.ó For purposes of clarity in this presentation, we call a programõs effect on an outcome a òunit 

changeó to clearly separate the concept from that of an effect size. This chapter describes how we compute unit 

changes from the effect sizes we describe in Chapter 2. 

 
 

To continue the Kð12 tutoring example above, we would compute a D-cox effect size, using Equation 2.3.4, of +0.137 for 

the four percentage point program effect  (increase in high school graduation) in the hypothetical program evaluation. At 

this point, we have the follow ing evidence from a single study: 

V Percentage change for graduation rate from a single study: +4% 

V Effect size for graduation rate from a single study: +0.137 

 

We would then make similar effect size calculations for all of the tutoring studies in our meta -analysis and might conclude, 

for example, that tutoring programs, on average, can be expected to have a D-cox effect size of +0.15 on high school 

graduation. At this point, we have the following evidence from a meta -analysis: 

V Effect size for graduation rate from all studies in the meta-analysis: +0.15 

 

From this effect size finding, to compute a metric that can be used in benefit -cost analysis, we would apply the procedures 

described in this chapter to compute a unit change for the tutoring topic.  

 

Not all pr ogram effect sizes are used in the final benefit-cost calculation. For example, some effect sizes trigger the same 

monetization routines as other effect sizes in a meta-analysis. When this happens, the monetizable units are compared 

against each other, and one effect size may òtrumpó another in the same analysis (see Chapter 5 for a detailed discussion of 

these procedures).  

 

Additionally, we are currently unable to translate some effect sizes into monetizable units, but we report the effect size as 

the out come is still of interest to legislators and other audiences.  



 

Finally, in some instances, we elect not to monetize certain outcomes in a specific meta-analysis. There are a few common 

scenarios in which we might elect not to monetize particular outcomes.  These include: 

V The outcome is measured in a single study with a small number of individuals or a limited or non -representative 

sample; 

V WSIPP does not have an appropriate population in the model to monetize a particular outcome (for example, if 

the outcome is only measured in a high-risk population, but WSIPPõs model only has the capability to model a 

ògeneraló population for that outcome); or 

V The meta-analysis has several outcomes measured in multiple studies and some outcomes that are measured in 

only one study, which has a limited or non-representative sample.  

 

In these cases, WSIPP may only report the program effect  sizes from the meta-analysis. These instances are noted in the 

meta-analysis tables on our website. 

 

 

3.1 Effect Size Parameters from Progr am Evaluations  

 

As noted in Chapter 2, the WSIPP benefit-cost model monetizes changes to outcomes measured as quantities. For example, 

outcome quantities might be crimes avoided, increases in high school graduation rates, increases in student standardized 

test scores, or reductions in the probability of child abuse and neglect, among others. Depending on whether these 

outcome quantities are measured as dichotomies or on continuous scales, the general information needed to compute 

quantities includes an effect size (ES) and certain base information  (Base) about the population being served by a program. 

This is given in the following equation:  

 
σȢρȢρ  ὗ ὪὉὛȟὄὥίὩ 

 

In the WSIPP benefit-cost model, Equation 3.1.1 is operationalized with several user-supplied parameters. For each topic for 

which a benefit-cost analysis is to be calculated, these eight parameters include the following : 

 

Tage average age of a person treated with a program 

Mage1 average age of a person when the first effect size for a particular outcome of the program is measured 

ES1 estimated effect size for a particular outcome of a program at  Mage1 

ESSE1 estimated standard error of the effect size for a particular outcome of a program at  Mage1, used in 

Monte Carlo draws 

Mage2 average age of a person when a second effect size for a particular outcome of the program is measured 

ES2 estimated effect size for a particular outcome of a program at Mage2 

ESSE2 estimated standard error of the effect size for a particular outcome of a program at  Mage2, used in 

Monte Carlo draws 

Base estimated outcome for the non -treatment group ( i.e., the outcome in absence of the program). For 

dichotomou s outcomes, this is a percentage; for continuous outcomes, it is the standard deviation of the 

outcome being measured. The Base may change with the age of the participant; it is not necessarily a 

single number. In many cases, the Base increases year-on-year, representing, for example, the cumulative 

likelihood of criminal activity over time, or the cumulative likelihood of child abuse or neglect over time.  

A single measured outcome may have more than one Base. For example, a program may be targeted 

towards those receiving treatment for alcohol use disorder. We expect these people to have a higher 

incidence (base rate) of alcohol use disorder than a program directed to the population at large.  In these 

cases, the user is able to select a target population from a list of choices, thus populating the Base with 

the appropriate estimate. 

 

The user first enters Tage, the age when the first program effect for a given outcome was measured, and Mage1, the first 

measurement age. If the user has conducted a meta-analysis, Mage1 should represent the average follow-up period in the 

underlying program evaluations in the meta -analysis. For example, in juvenile justice literature, criminal recidivism typically 



is measured one or two years following treatment. The user will also enter the other two parameters centered on this first 

measurement age: the effect size, ES1, and its standard error, ESSE1, as calculated with the procedures in Chapter 2. 

 

Next, the user enters the age of the person treated when a second program effect was measured or projected, Mage2. 

Mage2 will always be greater than Mage1; it is designed as a way to project the longer-term effectiveness of a program. 

Program effects could decay, grow, or stay the same as time passes following treatment. The second follow-up period 

allows us to model the trajectory of these longer-term effects. The user will also enter the other two parameters centered 

on this second measurement age: the effect size, ES2, and its standard error, ESSE2. 

 

Many program evaluations do not measure effect sizes at multiple follow-up periods. Therefore, it is unlikely that the 

second-period effect sizes will come from the procedures described in Chapter 2. If, however, the user has conducted a 

meta-regression, it may be possible to make inferences about the longer-run effect sizes. As noted in Section 2.7, WSIPP 

increasingly conducts meta-regressions to inform our projection of longer -term program effect sizes. 

 

For example, in a previous examination of the literature for  the juvenile justice program called Functional Family Therapy 

(FFT), the assumed treatment age for the average juvenile in this program was 15. Next, the user input  six of the eight 

parameters for the crime outcome measured for FFT. The first effect size was -0.247 and had a standard error of 0.120. For 

this program, our review of the FFT evaluations indicated that the average follow-up period was about two years; thus, we 

entered age 17 as Mage1. The second effect size, -0.247, was entered for age 27 with a standard error of 0.120. In the case 

of juvenile justice programs, the longer-term outcome was the same as that entered at the first follow-up period because 

our meta-regressions have indicated that effects of programs on crime do not appear to fade out as time passes. In 

outcomes in other public policy areas (Kð12 student test scores for example), we have found through meta-regressions that 

test score effects decay over time. The WSIPP model accommodates the modeling of these time-dimensioned outcomes 

with this two -point proc ess.  

 

For each outcome represented in a meta-analysis, the user selects an appropriate population for that program. The actual 

base rates for each program outcome are input separately within the model.  For example, for education outcomes, the user 

selects whether a program affects all students or low-income populations. This selection will then direct the model to use 

the base inputs (high school graduation rates, test score information, and other parameters) entered elsewhere in the 

model. 

 

 

3.2 Monetizab le Unit Changes from Effect Sizes  from Program Evaluations  

 

Once these eight parameters are exogenously computed (i.e., input by the user) and entered into the mode l, we follow 

several steps to compute monetizable òunit  changes.ó We begin by comput ing unit  changes for each outcome directly 

measured by the program evaluations. The unit changes are the quantity of change in outcomes we can expect from a 

program or policy, compared to th e outcomes of people who do not receive the program  (base rate).  

 

3.2a Continuously Measured Outcomes   

When outcomes are continuous, as given by Equations 3.2.1 and 3.2.2, the change in units at the first and second 

measurement ages, Mage1 and Mage2, is calculated with a Cohenõs d effect size and a Base variable, which is measured as a 

standard deviation of the outcome measurement.  

 

σȢςȢρ  ὗ ὄὥίὩ ὉὛ 

 

σȢςȢς  ὗ ὄὥίὩ ὉὛ 

 

1) We distribute the unit change calculated at Mage1 (Equation 3.2.1) to the ages between Tage and Mage1.  

2) We distribute the unit change calculated at Mage2 (Equation 3.2.2) to ages Mage2 and after.  

3) For ages ranging from Mage1 to Mage2, we linearly interpolate the unit change between Mage1 and Mage2. 

In Monte Carlo simulations, Equations 3.2.1 and 3.2.2 are implemented using random draws from a normal probability 

density distribution centered on the unit change ( Qmage1 and Qmage2). The standard error of the normal distribution is 

calculated as the unit change multiplied by the coefficient of variation at that  point (Equations 3.2.3 and 3.2.4). A common 

randomly drawn seed is used to compute both Qmage1 and Qmage2 for each Monte Carlo run. 



 

σȢςȢσ  ὗ ὗ ὉὛρὉὛρϳ  

 
σȢςȢτ  ὗ ὗ ὉὛςὉὛςϳ  

 

Applications of Continuously Measured Outcomes for Non-Cohenõs d Effect Size Measurements. Elasticities and semi-

elasticities, as described in Section 2.3c, are calculated similarly to the Cohenõs d effect size. 

 

Incidence rate ratios, as described in Section 2.3c, have a slightly different calculation method. 

 

σȢςȢυ  ὗ ὄὥίὩὍὙὙὄὥίὩ 

 

σȢςȢφ  ὗ ὄὥίὩὍὙὙὄὥίὩ 

 

1) We distribute the unit change calculated at Mage1 (Equation 3.2.5) to the ages between Tage and Mage1.  

2) We distribute the unit change calculated at Mage2 (Equation 3.2.6) to the age at Mage2.  

3) For ages ranging from Mage1 to Mage2, we linearly interpolate the unit change between Mage1 and Mage2. 

4) For ages greater than Mage2, we set the unit change to 0. 

 

In Monte Carlo simulations, Equations 3.2.5 and 3.2.6 are implemented using random draws from a normal probability 

density distribution centered on the unit change ( Qmage1 and Qmage2). The standard error of the normal di stribution is 

calculated as the unit change multiplied by  the coefficient of variation at that point ( Equations 3.2.7 and 3.2.8). The 

coefficient of variation calculated at Mage1 (ὉὛρ ρ ὉὛρϳ  is applied to all ages from Tage to the age prior to Mage2. A 

common randomly drawn seed is used to compute both  Qmage1 and Qmage2 for each Monte Carlo run.  

 

σȢςȢχ  ὗ ὗ ὉὛρ ρ ὉὛρϳ  

 
σȢςȢψ  ὗ ὗ ὉὛς ρ ὉὛςϳ  

 

3.2b Dichotomously Measured Outcomes  

As given by Equations 3.2.9 and 3.2.10 below, the change in units (percentage point changes in the outcome) Qmage, at the 

first and second measurement ages, Mage1 and Mage2, is calculated with a D-cox effect size and a Base variable, which is 

measured as a percentage. Exhibit 3.2.1 provides a numeric example to illustrate these procedures for dichotomous 

outcomes, which are slightly more complex than the procedure for continuous outcomes.  

 

σȢςȢω  ὗ
Ὡ Ȣ ὄὥίὩ

ρ ὄὥίὩὄὥίὩὩ Ȣ
ὄὥίὩ 

σȢςȢρπ  ὗ
Ὡ Ȣ ὄὥίὩ

ρ ὄὥίὩὄὥίὩὩ Ȣ
ὄὥίὩ 

 
σȢςȢρρ  ὗ ὗ ὉὛρὉὛρϳ  

 
σȢςȢρς  ὗ ὗ ὉὛςὉὛςϳ  

 

V Equations 3.2.9 and 3.2.10 compute the percentage change in a dichotomous outcome ( QMage1 and QMage2) 

measured at the two ages, Mage1 and Mage2, using the D-cox effect size formula (see Chapter 2). The unit 

change is calculated with the effect sizes at the two ages and is calibrated relative to the base rate for the 

outcome measured at Mage1 and Mage2, respectively. In the example calculation in Exhibit 3.2.1, we show this in 

columns (2), (3), (5), and (6). 

V The standard errors (QseMage1 and QseMage2) of the unit changes at Mage1 and Mage2 are calculated using Equations 

3.2.9 and 3.2.10. The standard errors are the absolute value of the product of the unit change (Qmage), multiplied 

by the coefficient of variation ( ESse / ES) in the effect sizes at each age. In the example calculation in Exhibit 3.2.1, 

we show this in columns (3), (10), and (11). 



V For ages ranging from Tage to Mage1, we distribute the percentage change calculated at Mage1 to the ages 

between Tage and Mage1 and then multiply the percentage change by the base rate at each age. In the example 

calculation below, we show this in columns (8) and (9).  

V For ages beyond Mage2, we distribute the percentage change calculated at Mage2 to ages Mage2 and after and 

then multiply the percentage change by the base rate at each age. In the example calculation below, we show 

this in columns (8) and (9).  

V For ages ranging from Mage1 to Mage2, we linearly interpolate the percentage change between Mage1 and 

Mage2 and then multiply the percentage change by the base rate at each age. In the example calculation below, 

we show this in columns (8) and (9).  

V For the standard errors in the unit changes for ages ranging from Tage to Mage2, we distribute the coefficient of 

variation calculated at Mage1 and then multiply the coefficient by the unit change at each age. In the example 

calculation below, we show this in columns (10) and (11).  

V For the standard errors in the unit changes for ages from Mage2 and beyond, we distribute the coefficient of 

variation calculated at Mage2 and then multiply the coefficient by the unit change at each age. In the example 

calculation below, we show this in columns (10) and (11). 

V When the model is run in Monte Carlo mode, the unit change is calculated for each year with a normal 

probability density distribution with a mean (column (9) in the example) and the standard error (column (11) in 

the example). A common random seed is used for all years for each draw of a Monte Carlo simulation. We 

previously implemented bounding rules on these dichotomous outcomes to prevent their draws from being 

below 0 or above 1. We have adjusted our methodology to account for the larger unit changes that would be 

possible if our base rate estimates are incorrect. 

 



  

Exhibit 3.2.1  

Example of Procedure for Computation of Dichotomous Outcome Unit Changes 

  
Load the exogenous inform ation  

Compute changes at Mage1 and 

Mage2  

Compute unit changes and standard errors for all 

years 

 

 

 

 

 

 

 

 

Age 

 

Load the 

two 

effect 

sizes at 

Mage1 

and 

Mage2  

Compute 

the 

coefficient 

of variation 

at Mage1 

and Mage2  

Load 

base 

rates 

for the 

outco

me 

Compute 

the 

t reatment 

group 

rate  

Compute 

the unit 

change 

Compute 

the 

percentage 

change 

Distribute 

the 

percentage 

change to 

other years  

Compute 

unit 

change 

Distribute 

the 

coefficient 

of 

variation  

Compute 

the 

standard 

error on 

the unit 

change 

Column  

(2) (3) (4) (5) (6) (7) (8) (9) (10)  (11)  

15     0.400       -0.185 -0.074 -0.500 0.037 

16 -0.200 -0.500 0.420 0.342 -0.078 -0.185 -0.185 -0.078 -0.500 0.039 

17     0.440       -0.159 -0.070 -0.500 0.035 

18     0.460       -0.134 -0.061 -0.500 0.031 

19     0.480       -0.108 -0.052 -0.500 0.026 

20 -0.100 -1.500 0.500 0.459 -0.041 -0.082 -0.082 -0.041 -0.500 0.021 

21     0.520       -0.082 -0.043 -1.500 0.064 

22     0.540       -0.082 -0.044 -1.500 0.067 

23     0.560       -0.082 -0.046 -1.500 0.069 

24     0.580       -0.082 -0.048 -1.500 0.072 

25     0.600       -0.082 -0.049 -1.500 0.074 

Inputs                      

15 Tage (age of person at time of treatment)             

16 Mage1 (age of person when outcome first measured)           

-0.200 ES1 (effect size at Mage1)               

0.100 SE1 (Standard error at Mage1)               

20 Mage2 (age of person when outcome is measured a second time)         

-0.100 ES2 (effect size at Mage2)               

0.150 SE2 (Standard error at Mage2)               

 



3.3 Linked Effect Size Parameters  

 

As noted in Section 2.1, one of the characteristics of WSIPPõs approach to benefit-cost modeling is the inclusion of research 

that establishes how one outcome is linked to another  outcome. In the expression below, these linkages are the 

relationships between Outcome1 and Outcome2.  

 
    ὭὪ ὖὶέὫὶὥά O  ὕόὸὧέάὩȟ ὥὲὨ ὭὪ ὕόὸὧέάὩ O  ὕόὸὧέάὩȟ     ὸὬὩὲ ὖὶέὫὶὥάᴼ ὕόὸὧέάὩ 

 

The benefit-cost model then uses these linkages to supplement the direct findings from program evaluations ( shown in the 

expression as the direct effect of a Program on Outcome1). The magnitude of these linkages is estimated with the meta -

analytic procedures described in Chapter 2, although we do not measure or predict a n effect size at a second time period 

(or decay factor). The linkages are computed with the estimated mean effect size and standard error of relationships 

between outcomes measured in evaluation studies, and other monetizable outcomes. Outcomes are calculated at an òage 

of link measurementó and take effect at an òage at which relationship begins.ó  

 

For example, crime as a juvenile reduces the probability of high school graduation (and the resulting labor market earnings 

boost that high school graduation allows) . Crime has an effect size of -0.393 on earnings via high school graduation, with a 

standard error of 0.091. The òage at which relationship beginsó is indicated as 18; this means that the monetary benefits of 

linked high school graduation through crime begin at age 18. The òage of link measurementó is also set as 18. This means 

that if a program has a direct impact on crime after age 18, then it is too late to activate these linked benefits of high school 

graduation.  

 

In another example, preterm birth increases the likelihood of infant mortal ity, and thereby reduces the expected labor 

market earnings and other lifetime benefits for preterm infants compared to full -term infants. From a primary analysis of 

Washington State data (described in detail in WSIPPõs Health Care Technical Appendix),
36

 the effect size of preterm birth on 

infant mortality is 1.103 with a standard error of 0.072. Infant mortality by definition occurs  within the first year of life, so we 

set the òage at which relationship beginsó to 1 and present-value all future expected benefits back to age 1. 

 

For links that do not occur at a specific, consistent point in time (such as the effect of alcohol use in middle school on future 

alcohol use disorder), we apply the linked effect to all years following program intervention after the òage at which a 

relationship begins.ó When the link is calculated, we calculate the percentage change, which is distributed to all other ages, 

at the òage of link measurement.ó We list our current estimates for the linkages in Appendix I of this report.  

 

 

3.4 Unit Changes from Linked Effect Sizes  
 

For linkages between outcomes, the user enters a single effect size, standard error, the age at which to calculate the linked 

unit change, and the age at which to begin the measurement of the resulting unit change . To compute the linked unit 

change from these link effect sizes, we follow procedures analogous to those described in Section 3.2.  

 

For continuous outcomes, as shown in Equation 3.4.1, the linked unit change at each age is simply the linked effect size at 

LinkAge, multiplied by the standard deviation unit in which the outcome is measured  using the following equation:  

  

σȢτȢρ  ὒὭὲὯὗ ὄὥίὩ ὉὛ  

 

For dichotomous outcomes, as shown in Equation 3.4.2, the linked unit change for linked effect sizes is computed as 

described in the previous section. We first compute the percentage change in the outcome measured for the linked effect 

size at the age of the link supplied by the user, using the D-cox effect size formula (see Chapter 2).  

 
 

σȢτȢς  ὒὭὲὯὗ
Ὡ  Ȣ ὄὥίὩ

ρ ὄὥίὩὄὥίὩὩ  Ȣ
ὄὥίὩ 
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3.5 Monetizable Unit  Changes for Benefit -Cost Calculation  When a Linked Outcome is Present   
 

When a linked outcome has been established and entered, the model will use the result to complete the steps in the 

following expression (described in Sections 2.1 and 3.3):  

 

    ὭὪ ὖὶέὫὶὥά O  ὕόὸὧέάὩȟ ὥὲὨ ὭὪ ὕόὸὧέάὩ O  ὕόὸὧέάὩȟ     ὸὬὩὲ ὖὶέὫὶὥάᴼ ὕόὸὧέάὩ 
 

 

As the model runs, it searches for any possible links to the direct program outcomes measured and then implements the 

procedures in Sections 3.3 and 3.4. The linked unit of change (Program on Outcome2) is simply the multiplicative product of 

the unit change from the program evaluation ( Program on Outcome1) and the unit change from a relevant link (Outcome1 

on Outcome2). We do not currently estimate links from outcomes measured with elasticities or semi-elasticities. 

 

To illustrate the computations with hypothetical numbers, suppose that the juvenile justice program Functional Family 

Therapy (FFT) reduces a juvenileõs probability of recidivism by ten percentage points. This is the program unit change as 

described in Section 3.2 (Program on Outcome1).  

 

Further, suppose that a juvenile that engages in crime has a reduced probability of high school graduation of 20 

percentage points. This is the linked unit change as described in Section 3.4 (Outcome1 on Outcome2).  

 

Then, multiplying these two changes, FFT can be expected to lead to an increase in the high school graduation probab ility  

(Program on Outcome2) of .02 (0.10 X 0.20 = 0.02). That is, if the evaluations of FFT had measured high school graduation as 

an outcome, we would have expected the result to have been a two percentage point increase in high school graduation 

probabil ity.  

 

When the benefit -cost model is run, Monte Carlo simulation is used to estimate this linked relationship and its standard 

error (see Section 3.2b). In the benefit-cost model, the benefits of FFT will then be computed for a 10 percentage point 

change in crime outcomes and a 2 percentage point change in high school graduation.  

 

Again, these particular numbers are hypothetical and for illustrative purposes only; these numbers do not represent our 

actual current estimates for FFT. 

  



Chapter 4: Procedures to Estimate the Monetary Benefits of Outcome Units 
 

 

As summarized in Chapter 1, the WSIPP model is an integrated set of estimates and computational routines designed to 

produce internally consistent benefit -to-cost estimates for a variety of public policies and programs. The model implements a 

standard economic calculation of the expected worth of an investment by computing the net present value of a stream  of 

estimated benefits and costs that occur over time, as described with the following equation:  

 

τȢπȢρ   ὔὖὠ
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In this basic model, the net present value (NPV) of a program is the quantity of the outcomes produced by the program or 

policy (Q) in year y, multiplied by  the price per unit of  the outcome  (P) in year y, minus the cost of producing the outcome  (C) in 

year y. The lifecycle of the annual cash flows is present-valued to the average age a person is treated (tage) and covers the 

number of years into the future over which they are evaluated (N), where the treatment age plus the future years is equal to 

100. The future values are expressed in present value terms after applying a discount rate (Dis). An internal rate of return on 

investment can also be calculated from these annual cash flows. As noted, many of the values summarized in Equation 4.0.1 are 

estimated or posited with uncertainty; we model this uncertainty using a Monte Carlo simulation to estimate the riskiness of 

benefit-cost results.  

 

The first term in the numerator of Equation 4.0.1, Qy, is the estimated number of outcome òunitsó in year y produced by the  

program or policy.  As shown in Equation 3.1.1, Qy is dependent on the effect size and the base rate. Chapter 2 discussed the 

transformation of research literature into an effect size. Chapter 3 discussed the calculations used to go from an effect size to a 

unit change. This chapter will cover three different elements: the underlying framework applied to all outcome valuations, the 

Base Rate used in the calculation of quantity, and the value or price of that change in the quantity of an outcome,  Py.  

 

This chapter begins by discussing the background inputs to the benefit-cost model that affect the overall computation of NPV, 

then moves into the base rates and pricing of specific outcomes.  

 

 

4.1 General Parameters  

To make consistent comparisons, background assumptions are used to compute benefits and costs. These are discussed in 

this section. 

 

4.1a Base Year for Monetary Denomination  

The model contains many price and monetary values; each is denominated in a particular yearõs monetary values. To 

express all monetary values in a common year, WSIPP converts dollars to the year specified by the user (currently 2018). 

When the model runs, all monetary values entered into the model  are converted to the base year values with the price 

index (see Section 4.aaf).  

 

4.1b Discount Rates  

The model uses a range of real discount rates to compute net present values. The discount rates are applied to all annual 

benefit and cost cash flows and presented-valued to the time the investment would be made. Equation 4.1.1 indicates that 

the net present value of a program, evaluated at the age of a person for whom an investment is made, NPVage, is the 

discounted sum of benefits at each year, By, minus program costs at each year, Cy, discounted with a discount rate, Dis.  
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The model uses low, modal, and high discount rates in computations. When the model is run in non-simulation mode, the 

modal discount rate is used. In Monte Carlo simulation, each run randomly draws a discount rate from a triangular 

probability density distribution, with the low, modal, and high discount rates defining the triangle. Exhibit 4.1.1 shows the 

three discount rates are entered. WSIPP uses a low real discount rate of 2%, a modal rate of 3.5%, and a high rate of 5%. 



These input choices reflect the recommended rates in Moore et al. (2004).
37

 Similarly, the Congressional Budget Office has 

used a 3% real discount rate in its analyses of Social Security.
38

 Heckman et al. (2010) analyzed the benefits and costs of the 

Perry Preschool program and employed a range of discount rates; they used a 3% rate to summarize their main benefit-

cost results.
39

 More recent work by Moore et al. (2013) restates the argument for using a 3.5% and 5% discount rate, while 

the Council of Economic Advisers (2017) has recommended a 2% discount rate.
40

 

 

Exhibit 4.1.1 

Discount Rates Used in Benefit-Cost Model 

Range Discount rate 

Low value 0.020 

Modal value 0.035 

High value 0.050 

 

4.1c Demographic Information  

Several of the computations in the model require basic demographic information about the population in the jurisdiction to 

which the model is applied. Exhibit 4.1.2 displays a table with these inputs. For Washington State, we enter the current 

distribution of the total state population by single year of age from the Washington State Office of Financial Management 

(OFM), the official forecasting agency for the state. In addition, the model needs a recent life table with information on the 

number of people in a birth cohort surviving each year along with life expectancy. We use life table information produced 

by the U.S. Department of Health and Human Services Centers for Disease Control and Prevention.
41

 Since OFM does not 

break out population by year of age after the age of 85, WSIPP applies the CDC death expectancy rate to the previous 

yearõs population to estimate the population for those ages. 

 

4.1d Valuation of Reductions in Mortal ity Risk : Value of a Statistical Life  

Several of the outcomes analyzed in WSIPPõs benefit-cost model affect the risk of mortality. For example, as described in 

Section 4.5, if a prevention program reduces the risk that a participant will have a DSM alcohol disorder, then there is 

evidence that there will also be a reduced risk of an earlier-than-expected death.  

 

The benefit-cost model employs two procedures to monetize the change in mortality risk.
42

   

 

The first procedure is sometimes called the òhuman capitaló approach. This approach estimates the present value of lifetime 

labor market earnings that are lost because of an early death. In addition to lost labor market earnings, analysts sometimes 

include values of lost household production, valued at labor market rates, in the event of a death.  

 

While the human capital approach places a monetary value of lost labor production, it does not provide an overall estimate 

of how much people would be willing to pay (or accept) for changes in mortality risk . To address this broader perspective, 

economists have been developing empirical estimates of the monetary value that people place on their lives. The general 

approach entails computing the value of a statistical life (VSL).
43

 The VSL estimates are almost always much larger than the 
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lost earnings from the human capital approach because VSL measures the total monetary value that people place on 

reduced risks of death, or the amounts that they are willing to accept for inc reased levels of mortality risk and lost labor 

market earnings are only a portion of those valuations.  

 

There are two general approaches used to calculate VSL: 1) the òrevealed preferencesó estimated from compensating wage 

differentials and 2) the òstated preferencesó elicited from people in surveys on how much they would be willing to pay to 

reduce the risk of death. Both approaches are active areas of current research and, among the more recent studies, the two 

approaches have been producing estimates that include quite similar ranges. Cropper, et al. (2011) reviewed both 

approaches and found that the revealed preference studies produce estimates of $2.0 million to $11.1 million (2009 USD) 

and that the stated preference studies produce VSLõs in the range of $2.0 million to $8.0 million (2009 USD).  

 

In addition to the current research on the calculation of an overall VSL, researchers are focusing on the heterogeneity of 

VSL by age and by risk level. Aldy &  Viscusi (2008), after constructing revealed preference wage equations, have provided 

recent estimates of VSL for ages 18 to 62.
44

 

 

WSIPPõs current approach to VSL includes specifying a range of VSLs to be used with Monte Carlo simulation  and applying 

the results from Aldy &  Viscusi (2008) to distribute VSL to individual years of a personõs life. After computing these values, 

we then compute an adjusted VSL after subtracting the separately estimated avoided costs of health care45
 and Social 

Security
46

 if someone dies (See Exhibit 4.1.2). We also subtract the òhuman capitaló derived benefits of changes to lifetime 

earnings (LTE), described elsewhere in this document. Thus, the general approach is given in the following equation:  

 

τȢρȢς    ὠὛὒὃὨὮὠὛὒὌὅ ὛὛὒὝὉ 
 

WSIPPõs VSL model is driven with the parameters shown in Exhibit 4.1.3, along with the life table and public cost year 

information displayed in Exhibit 4.1.2. The model includes a high, modal, and low value for VSL. These estimates are then 

modeled with a random draw from a triangular probability density distribution . For high and low VSL values, we use the 

preferred estimates reported in Kniesner et al. (2010).
47

 For the modal value, we compute the average between the high 

and low. These values are expressed in 2001 dollars, and the model updates these values with the Implicit Price Deflator for 

Personal Consumption Expenditures to the user-selected base year for the benefit-cost model. 
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Exhibit 4. 1.2 

Value of a Public Cost Year 

 
 

The value of a statistical life year, VSLY, is then computed for the range of years considered in the Kniesner study (ages 18 

to 62) with Equation 4.1.3 where the discount rate selected by the user is disrate and the average number of years of 

remaining life (for those currently 18 to 62) is taken from the general life table  as described in XXX. 
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Exhibit 4.1.3 

Value of a Statistical Life Parameters 

Parameter  Value 

Modal value of statistical life, millions $7.0 

High value of statistical life, millions $10.0 

Low value of statistical life, millions $4.0 

Year of dollars 2001 

Regression Parameter: Intercept 132.23 

Regression Parameter: Age -9.63 

Age^
2
 0.65 

Age^
3
 -0.007 

Post-age 62 exponential change rate 0.00 

Pre-age 18 multiplier  1.0 

 

For example, with a $7 million VSL (in 2001 dollars), a 3% discount rate, and 41 years of remaining life, the VSLY is $299,000 

on average over the ages of 18 to 62. The next set of parameters in Exhibit 4.1.3 are used to distribute this average VSLY 

value over the different years of a personõs life. We use the estimates from Aldy and Viscusi (2008) to compute a third-order 

polynomial (the parameters are shown above). The Aldy and Viscusi analysis, using revealed preference data from labor 

market wages, estimates the annual VSLY for ages 18 to 62. Thus, by applying the third -order polynomial to the base value 

($299,000) the following distributed estimates of VSLY are obtained for ages 18 to 62.  
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Exhibit 4.1.4 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

The Aldy & Viscusi estimates only allow a distribution for ages 18 to 62. For ages older than 62, the empirical evidence is 

weak or non-existent. For these estimates, we follow the general approach taken by Viscusi &  Hersch (2008)
 48

 and apply 

values for older ages based on the values for the last years (around age 60 to 62) for which estimates are available. The 

parameter in Exhibit 4.1.3 allows for an exponential rate of annual change that is multiplied by the age 62 value for VSLY. If 

zero is entered for the rate of change, then the VSLY value for age 62 is applied for all ages to 100. Thus, for ages 63 to 100, 

VSLY is computed with: 

 

τȢρȢτ   ὠὛὒὣὠὛὒὣ ρ Ὡίὧ  

 

Valuation of Reductions in Infant Mortality Risk.  Some studies directly measure the likelihood of mortality in the year 

following birth.  Additionally, WSIPP has estimated causal links between other birth outcomes (such as low birthweight or 

preterm births) and increased mortality risk in the year following birt h.
49

 For direct and indirect valuation of infant mortality, 

we use the same procedures described above to value the statistical life years foregone when mortality risk increases. For 

ages less than 18 (the earliest age for which a VSLY can be estimated with the Kniesner and Viscusi data), our review of the 

evidence did not reveal a consensus around valuing a statistical life-year for youth. Although one study, Hammitt & 

Haninger (2010), found through stated preference methodology that young childrenõs lives are valued higher than adult 

lives, we take a cautious approach and set the value of a statistical life year for ages less than 18 equal to that of the 18
th

 

year of life.
50

  

 

4.1e Deadweight Cost of Taxation  

The model can compute estimates of the deadweight costs of taxation. The resulting values reflect the dollars of economic 

welfare loss per tax dollar raised to pay for program costs, or avoided if a program reduces taxpayer-financed costs.
51

 

Because there is uncertainty around the appropriate values of deadweight costs, we model low, modal, and high 

multiplicative values. When the model is run in non-simulation mode, the modal deadweight value is used. In Monte Carlo 

simulation, each run randomly draws a deadweight value from a triangular probability density distribution, with the low, 

modal, and high deadweight values defining the tr iangle. The deadweight cost value is then multiplied by any tax-related 

cost or tax-related benefit of the program . The resulting net deadweight cost values are tallied and reported in the òIndirect 

benefitsó section of the output. For example, if a program costs taxpayers $1,000 per participant, and it is estimated that the 

program saves $600 in taxpayer savings from an improved outcome, e.g., less taxpayer spending on the criminal justice 

system, then with a modal deadweight cost value of 50%, there would be a net deadweight cost of the program of $200 

($600 x 50% - $1,000 x 50%). In the actual run of the model, these calculations are carried out for each year of cash flows.  

τȢρȢυ   Ὀὡὒ
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WSIPP uses a low real deadweight cost value of 0%, a modal rate of 50%, and a high rate of 100%. These input choices are 

the same values used by Heckman et al. (2010) in their analysis of the benefits and costs of the Perry Preschool program.
52

 

Also following Heckman et al. (2010), we do not apply any deadweight cost calculations to estimated taxes obtained from 

earnings-related outcomes.
53

 

 

4.1f  Inflation/Price Indexes  

As noted, many of the monetary values in the model are denominated in different yearsõ monetary units. The model 

converts each of these to the base year chosen by the user. The general inflation index used by WSIPP is the Implicit Price 

Deflator for Personal Consumption Expenditures produced by the Bureau of Economic Analysis.
54

 Since health care costs 

are central in WSIPPõs benefit -cost model, and since health care prices have followed different paths than general prices, we 

also include a medical cost index.
55

 We use the BEA Implicit Price Deflator for Personal Consumption Expenditures for 

Health Services. 

 

4.1g Tax Rates 

The benefit-cost model uses average tax rates for several calculations. We used the aggregate total from the Tax 

Foundation from 2016 to represent a combination of all kinds of taxes paid  (income, sales, property, and other), as a 

percentage of income.
56

 This value and the breakdown are displayed in Exhibit 4.1.5. 

 

Exhibit 4.1.5 

Tax Rates 

 Percent of total, by source  

Total tax rate  Federal State Local 

0.2986 0.6413 0.2027 0.1560 

 

In addition, we allow the user to input the  ultimate sources of the tax rate, i.e., what proportion of taxes paid go to state, 

local, and federal sources. We follow the procedures of the Tax Policy Center to break down Government receipts and 

expenditures as reported in the Bureau of Economic Analysis National Income and Product Accounts Tables for those 

parameters.
57

 

 

4.1h Capital Costs  

A few routines in the model use capital financing costs. The real cost of capital of 0.05 was obtained from discussions with 

the fiscal staff of the Washington State Legislature.  
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4.2 Valuation of Labor Market Outcomes  
 

Several of the outcomes measured in the benefit-cost model are monetized with how a program -induced change in an 

outcome affects lifetime labor market earnings. Measuring the earnings implications o f human capital variables is a common 

approach in economics.58 Section 4.2a discusses the common data sources we use for all of the estimates involving labor market 

earnings, including those using a human capital approach as well as those derived from directly measured employment and 

earnings outcomes. Other parts of Chapter 4 present additional outcome -specific parameters, along with the computational 

routines, to produce estimates of labor market earnings. 

  

In the current version of the benefit -cost model, the following outcomes are monetized, in part, with how changes in an 

outcome affect labor market earnings (see chapter sections in parentheses for more information on each outcome): 

V High school graduation (Section 4.8) 

V Standardized student test scores (Section 4.8) 

V Higher education achievement (Section 4.8) 

V Morbidity and mortality costs of alcohol and illicit drug disorders, and regular smoking ( Section 4.5) 

V Morbidity and mortality costs of mental health disorders ( Section 4.6) 

V Morbidity and mortality co sts of diabetes and obesity (Section 4.7b) 

V Morbidity and mortality costs of child abuse and neglect (Section 4.10) 

V Earnings (Section 4.2) 

V Employment (Section 4.2) 

 

When we monetize specific programs, we make an effort to match the expected earnings of that population. One way the 

model organizes earnings is by educational subgroup. These educational subgroup calculations are described in Section 4.2b.  

 

In addition, the benefit -cost model estimates earnings streams and employment rates by populations relevant to the workforce 

at large. These calculations are described in Section 4.2c. Calculations of variations in labor market earnings and employment by 

various health conditions, mental health disorders, and substance use disorders are described in Section 4.2d. Outcomes may 

directly change earnings or change earnings through the probability of employment. These calculations are described in Section 

4.2e. Finally, we discuss our method for calculating Public assistance and food assistance costs in Section 4.2f. 

 

4.2a Calculating Earnings  

Earnings Data and Related Parameters. In the benefit -cost model, all earnings-related estimates derive from a common 

dataset. The estimates are taken from the outgoing rotation of the  U.S. Census Bureauõs March Supplement to the Current 

Population Survey (CPS), which annually provides cross-sectional data for earnings by age and by educational status.
59

 To 

keep the model as simple as possible, we gather òperson variablesó from the CPS summary files, including 1) PEARNVAL, 

person total earningsñthis variable measures income from earnings, not total money income and 2) A_AGE, age by single 

year. These data are representative of the U.S. population, not just those living in Washington State.  

 

To prevent our long-term earnings projections from being based on a single year of data, we compute the average 

employment rates and present-valued earnings across an entire òtrough-to-troughó business cycle. This allows us to avoid 

potential bias from single -year earnings and employment data that may be particularly strong or weak. 

 

We use data that attempts to match the November 2001 to June 2009 business cycle as reported by the National Bureau of 

Economic Research (NBER).
60

 Thus, we use the 2002 through 2010 March CPS files given that these files cover earnings for 
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the prior year. The sample was restricted to persons aged 18 to 65 inclusive. It was weighted by the CPS March supplement 

final weight scaled such that the sum of the weights is equal to the number of unweighted observations in the data. From 

this sample, we ran a regression to compute average earnings per person by single year of age. We refer to this as EarnAll.  

 

This regression was run in SAS (9.4) using PROC REG as given by the following equation:  

 
τȢςȢρ    Ὁὥὶὲὃὰὰɼπ  ɼρz !'%  ɼςz !'%  ɼσz 92  ɼτz 92  ȢȢȢ ɼρπz92  

 

It is important to note that the average earnings reported are for all people at each age, not just for those with earnings. 

Thus, the CPS data series we include in the model measures both earnings of the earners and the rate of labor force 

participation. This distinction becomes important when we discuss how these earnings estimates are used to monetize 

specific outcomes. The raw CPS earnings data and the fitted curve from the predicted values of the regression are plotted 

below. Numbers are inflated to 2014 dollars using the Implicit Price Deflator (IPD) described in more detail in Section 4.aaf. 

Further adjustments, described below, adjust the data to match the future labor mar ket in Washington. 

 

Exhibit 4.2.1 

 

 

State-Specific Adjustment for Wages. We use an adjustment ratio to approximate earnings in Washington State relative 

to the national average. The CPS sampling was not designed to be representative at the state level, so we use information 

from the 1-year American Community Survey Public Use Microdata Sample (PUMS) for the years 2001 to 2009 to match the 

business cycle used in our general earnings calculations from the CPS.
61

 We estimate a similar equation as that on earnings 

level but include a Washington State dummy variable. We divide the predicted earnings including the Washington State 

dummy variable by the observed earning in the whole country .
62

 That percentage differential in earnings is used to adjust 

the national earnings calculated by the CPS to Washington.  
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 Datafiles are downloaded from the US Department of Commerce, Bureau of the Census. 
62

 The variables in the regression included age, age^2, a WA state dummy and year dummies. In the PUMS, earnings is the sum of two 

variables:  wage and salary earnings (WAGP) and self-employment earnings (SEMP).  

$0

$10,000

$20,000

$30,000

$40,000

$50,000

$60,000

18 23 28 33 38 43 48 53 58 63

A
v
e

ra
g
e

 e
a

rn
in

g
s 

Age of person 

Current Population Survey Earnings, 2014 Dollars 

 (Actual and fitted quadratic distributions)  

https://www.census.gov/programs-surveys/acs/data/pums.html


1.37

1.38

1.39

1.4

1.41

1.42

1.43

1.44

1.45

1.46

1.47

2004:1 2005:1 2006:1 2007:1 2008:1 2009:1 2010:1 2011:1 2012:1

R
a

ti
o
 

Year and quarter 

Employment Cost Index, 2004 to 2012 

Ratio of total compensation to total wages and salaries,  

Actual and fitted linear -log values 

Growth Rates in Earnings. Since these CPS data are cross sections for the most recent CPS year, and since our benefit-cost 

analysis reflects lifecycle earnings, we also compute an estimate of the long-run real rate of change in earnings. We collect 

the same cross-sectional CPS information for the last six business cyclesñ1971 (with data for 1970) to 2010 (with data for 

2009).
63

 We adjust the series for inflation using the U.S. Implicit Price Deflator for Personal Consumption Expenditures from 

the U.S. Department of Commerce (see Section 4.aaf). We then fit a log-linear model: ln(earnings) = a +b(year). We correct 

for autocorrelation with the SAS Proc AutoReg autoregressive model with two lags. We use the coefficients from the model 

as our real growth rate in earnings.  

 

Employee Benefits. The CPS data are for earnings and do not include employee benefits associated with earnings. To 

measure these additions to earnings, we include an estimate of the ratio of total employee compensation to wages and 

salaries. We compute these estimates from the Bureau of Labor Statistics (BLS) Employer Costs for Employee Compensation 

(ECEC), which is calculated from the National Compensation Survey (NCS).64 The ECEC includes paid leave, supplemental 

pay, insurance, retirement and savings, and legally required benefits.
65

 

 

Exhibit 4.2.2 

Earnings Adjustment Parameters, General Population 

  Parameter  Value 

Annual real growth  rates in earnings 0.0137 

Benefits-to-earnings ratios 1.4410 

Annual growth rate in the benefits -to-earnings ratio 0.00041 

Ratio of state to national median earnings 1.036 

 

Exhibit 4.2.3 displays the quarterly national ECEC ratio of total compensation to total wages for all civilian workers. We fit a 

linear-log mod el (ratio = a +b(ln(quarter))) to the historical series and then forecast the annual values for 2012 and 2042 

from which we compute a forecast of the annual rate growth in the benefit ratio over the 30 -year interval. The 2014 year 

benefit ratio and the calculated growth rate are then entered into the model.   

 

Exhibit 4.2.3 

                                                            
63

 We use a sample including persons ages 18-65 for our calculations of the adjustment of Washington State -specific wages and the 

growth in earnings. 
64

U.S. Bureau of Labor Statistics. (2016). Employer costs for employee compensationñDecember 2015 (USDL-16-0463), Washington DC. Data 

retrieved March 30, 2016. 
65

 Ibid. 

http://www.bls.gov/news.release/pdf/ecec.pdf


General Mortality Adjustment to Earnings. Within our monetization routines, the change in earnings is estimated by 

comparing the predicted lifetime earnings of a person who experienced a program with the predicted lifetime earnings of a 

person who did not . We use CPS data to represent the predicted earnings of the non-participating person. However, the 

CPS surveys living people, so the numbers do not include the chance that a person has died. Using the general life table 

described in Section 4.aac, we adjust the predicted labor market earnings for the probability of survival in each year after 

participation in a specific program or intervention.  

 

The earnings series is then used in the benefit-cost model to estimate labor market -related benefits of a number of 

outcomes, as described in other sections of this chapter. For example, in each year (y), the basic CPS earnings series is 

adjusted with the factors described above as given by the following equation:  

 

τȢςȢς    ὓέὨὉὥὶὲὃὰὰὉὥὶὲὃὰὰρ Ὁίὧὃὰὰ Ὂὃὰὰρ ὉίὧὊὃὰὰ ὍὖὈ ὍὖὈϳ

ὛὸὥὸὩὃὨὮὃὰὰ )  ὖὶέὦὒὭὪὩ 

 

In this example, for each year (y) from t he age of a program participant  (tage) to age 65, the annual CPS earnings for all 

people (EarnAll) are multiplied by one plus the relevant real earnings escalation rate for all people (EscAll) raised to the 

number of years after program participation,  mult iplied by the fringe benefit rate for all people  (FAll), multiplied by one plus 

the relevant fringe benefit escalation rate for all people  (EscFAll) raised to the number of years after program participation, 

multiplied by a factor to apply the Implicit Pri ce Deflator for the base year dollars (IPDbase) chosen for the overall benefit-cost 

analysis relative to the year in which the CPS data are denominated (IPDcps), multiplied by the ratio of state -to-national 

earnings for all people (StateAdjAll), multiplied  by the general probability that the person is alive (ProbLifey) to realize those 

benefits. 

 

This same process is used to model earnings for the subpopulations described below.  

 

4.2b Earnings by Educational Attainment  

In addition to the general population , the WSIPP model monetizes the differences in earnings for people of different 

educational levels to calculate the value of educational attainment (see Section 4.8c and Section 4.8b). We use the CPS 

variable A_HGA, educational attainment by the highest level completed, to subset the sample by education. We perform 

the calculations described in Section 4.2a using subsets of the data sample for four educational status groupings (and two 

subset groupings): 

V Those who did not report completing high school but c ompleted 7
th

 grade or higher  

V Those who reported completing high school with a diploma)  

V Those with some college but no 4-year degree  

V Those with some college but no degree of any type  

V Those with a 2-year degree  

V Those with a 4-year degree or more  

 

For each of these six groups, we replicate the regressions and modeling to determine separate earnings by age distributions 

and different earnings growth parameters, displayed in Exhibits 4.2.4 and Exhibit 4.2.5.
66

 We assume that students do not 

earn money for the time spent in higher education, and so for college populations, we set earnings to zero for the expected 

time spent in college (described in Section 4.8b).  

 

The current BLS data for the ECEC does not allow the index to be broken out by education achieve ment level. Therefore we 

enter the same values for benefits for each educational group. It is, of course, likely that there are differences in the base rate 

and the expected growth rate in benefits by educational level. The model is structured so that these parameters can be 

included in the future when relevant inputs can be located.  

  

                                                            
66

 The CPS does not ask about associateõs degrees before 1992. To better match our business cycle approach to growth rates in earnings, 

we use the long term growth rate in earnings for the some college population for the two some college subset populations.  



Exhibit 4.2.4 

 
 

 

Exhibit 4.2.5 

Earnings Adjustment Parameters by Educational Attainment 

 

7
th

 grade 

to non - 

high 

school  

High 

school 

graduate 

only  

Some 

college , no 

degree of 

any type  

College 

but less 

than 4-

year 

degree  

2-year 

degree  

4-year 

degree  or 

more  

Annual real growth rates in earnings -0.0062 0.0053 0.0095 0.0095 0.0095 0.0115 

Benefits-to-earnings ratio 1.441 1.441 1.441 1.441 1.441 1.441 

Annual growth rate in the ben efits-to-earnings ratio 0.00041 0.00041 0.00041 0.00041 0.00041 0.00041 

Ratio of state to national earnings 1.079 1.074 1.007 1.003 0.986 0.935 

 

These adjustment parameters are applied as described in Equation 4.2.2. Exhibit 4.2.6 below displays the 2015 projected 

earnings for a program that begins in year 18. 
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Exhibit 4.2.6 

 
 

4.2c Earnings by Other Population Characteristics  

The WSIPP model also values earnings for certain policy-relevant sub-populations . For example, WSIPP estimates values for 

some programs that directly target the labor market. We, therefore, segment the earnings data into sub-populations that 

closely align with individuals who participate in different types of workforce training programs. To create these populations 

we use the following variables from the March CPS supplement data dictionary: A_WKSLK, A_LFSR, A_FAMREL, A_MARITL, and 

A_HGA. We calculate earnings by age using the methods described in Section 4.2a for four workforce subgroups  in addition 

to that for all people : 

V Short-term unemployed (nine or fewer weeks), 

V Long-term unemployed (more than nine weeks), non-college graduates, 

V Not employed single parents, and 

V Not employed single parents (high school education or less). 

 

The calculation of earnings escalation and the state-specific adjustment are calculated as the average of the applicable 

calculated earnings by education subgroups. For each of these four groups, we replicate the regressions and modeling to 

determine separate earnings by age distributions and to calculate the percentage of the subgroup that is employed (has 

earnings greater than zero). We calculate growth parameters and state adjustment factors based on combinations of relevant 

education subgroups. Our factors are displayed in Exhibits 4.2.7 and Exhibit 4.2.8.  

 

WSIPP also projects expected earnings for two additional groups: individuals with a serious mental illness and individuals 

previously involved in the criminal justice system. For each of these populations, we project earnings by multiplying our 

modified earnings for all people by an adjustment factor as listed in Exhibit 4.2.9.  
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Exhibit 4.2.7 

 
 
 

Exhibit 4.2.8 

Earnings Adjustment Parameters by Workforce Population 

 
All people  

Short -term 

unemployed
^
 

Long-term 

unemployed 

(no college) * 

Unemployed 

single 

parents
^
 

Unemployed 

single parents 

(high school or 

less)
#
 

Annual real growth  rates in earnings 0.0137 0.0137 0.0028 0.0137 -0.0005 

Benefits-to-earnings ratio 1.441 1.441 1.441 1.441 1.441 

Annual growth rate in the benefits -to-

earnings ratio 
0.00041 0.00041 0.00041 0.00041 0.00041 

Ratio of state to national earnings 1.036 1.036 1.052 1.036 1.076 

Probability of employment  0.770 0.823 0.679 0.391 0.366 

Notes: 
^
 Subset of all people. 

* Average of factors for less than high school, high school graduate, and some college education subgroups. 
#
 Average of factors for less than high school and high school graduate education subgroups. 
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Exhibit 4.2.9 

Earnings Adjustment Parameters by Educational Attainment 

Population  
Ratio of earnings for 

subgroup to all people  

Probability  of 

Employment  

Serious mental illness 0.220^ 0.334# 

Previous criminal justice system 

involvement 
0.359

*
 

 

Notes: 
^
 This factor was estimated by comparing the average monthly earnings of Washington State Department of Social 

and Health Services (DSHS) clients with serious mental illness
67

 with the average earnings of all workers from the CPS. 

This factor forms the variable PctSMIEarn used in Equation 4.6.5. 
#
 This number is the percent of DSHS clients considered to be seriously mentally ill who have any employment.

68
 

* Number represents the ratio of the average earnings for the DSHS criminally involved population compared to the 

general population.
69

 This factor is used to compute the base level of earnings when monetizing earnings for Adult 

Criminal Justice programs which measure earnings. 

 

4.2d Earnings and Employment Used in Modeling Disease and Disorder    

The literature concerning the effects of health conditions , mental health disorders, and substance use on labor market 

earnings predominantly focus either on the change in employment status or the change in earnings given employment. The 

standard analysis of earnings described in the sections above uses a single number for the average earnings of all people 

whether employed or unemployed. When valuing the changes in labor market earnings due to health conditions, mental 

health, or substance use disorders, we use the general population from the CPS to estimate base parameters (see Exhibit 

4.2.9). ). We do this across a broad age range (18-65) as well as for a more limited population of older adults (50 -65) who 

match the age range of certain targeted programs. As mentioned in Section 4.2d, to prevent our long term earnings 

projections from being based on a single year of data, we compute the average employment rates and present-valued 

earnings across an entire òtrough-to-troughó business cycle. This allows us to avoid potential bias from single-year earnings 

and employment data that may be particularly strong or weak. We then apply the effect of the con dition or  disorder on the 

rate of employment  and the effects of the condition or disorder on the level of earnings if employed (compared to the 

general population ). The procedures we use to compute the value of earnings for various conditions and disorders are 

described in detail in Section 4.5d. 

 

Exhibit 4.2.10 

Base Assumptions for Earnings and Employment, Business Cycle  

Developed from 2002-2010 March Supplement of the CPS (2014 dollars) 

 
Mean earnings of 

workers  

SD of earnings of 

workers  

Percent of popul ation 

that works  

Ages 18-65 47,075 56,025 78.04% 

Ages 50-65 56,433 67,018 70.67% 
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 Average annual wages for calendar year 2015 ($10,435) provided by D. Mancuso, Director, DSHS Research and Data Analysis Division 

(personal communication, April 3, 2017).  
68

 Ibid. 
69

 Average annual earnings for workers with previous arrest and booking for calendar year 2017 ($12,088) provided by J. Mayfield, DSHS 

Research and Data Analysis Division (personal communication, October 9, 2018). 



4.2e Valuation of Earnings and Employment Outcomes  

This section describes WSIPPõs benefit-cost modeling of labor market outcomes that are measured directly in program 

evaluations, and not estimated via educational attainment, health condition, mental health disorder, or substance use 

disorder. Evaluations of programs such as workforce training strategies often measure the percentage change in earnings 

for participants as a result of their participation in the program. Sometimes evaluations also measure changes in 

employment rates.  

 

Earnings. The benefit-cost model directly monetizes changes to labor market earnings. Estimated program effects on 

earnings are calculated with a meta-analysis of elasticity òeffect sizesó which results in an expected percentage change in 

earnings. We multiply this estimated percentage change in earnings by the projected earnings for the specified population in 

each year (see Section 4.2c for a description of these populations) . After adjusting for the loss of earnings due to death in the 

participating population, the percent age change is applied to the projected stream of annual earnings for the specified 

population produced by  Equation 4.2.2. 

 

Employment . Some programs do not measure changes in earnings directly. In such situations, we monetize the 

employment rate instead, which requires an extra step and assumption. We estimate the change in earnings caused by a 

program by multiplying the change i n employment produced by the program by the expected earnings of a person as 

shown in the following equation:  

 

τȢςȢσ   ὖὠЎὉὥὶὲ
ЎὉάὴ ὖέὴὉὥὶὲ

ρ ὈὭί
 

 

PopEarn is estimated by dividing the expected earnings of the population analyzed by the percent age of the population 

that is employed. Because of this extra step required in monetizing employment, we prefer the direct measure of labor 

market earnings, and use that where available.  

 

4.2f  Valuatio n of Public Assistance Outcomes  

Separately from measures of labor market earnings, we estimate program effects on government financial assistance. 

A portion of public assistance costs is treated as a transfer payment in the benefit -cost model. If a program has an effect on 

public assistance use, then there is a redistribution of costs between program recipients and taxpayers. For example, if an 

early childhood education  program lowers the use of public assistance by a family, then the reduced public assistance 

payments are a benefit to taxpayers, but a loss of income to the family in the early childhood assistance program. The only 

net real cost differences in this transfer are the effect that a change in public assistance caseloads has on costs related to the 

administration of the public assistance programs and the deadweight cost of the government taxation necessary to fund the 

transfer and its associated administrative costs. 

 

Cash Assistance 

We include the federal Temporary Assistance for Needy Families (TANF) and the state-run State Family Assistance (SFA) 

programs in the estimates of our value of cash assistance. We estimate the additional costs of public assistance cash transfers 

on a per-participant basis. Using state data reported to the federal Admi nistration on Children and Families, we compute the 

total non -cash-assistance TANF expenditures as a proportion of total assistance expenditures.
70

 These non-assistance costs 

include the cost of administering the program, as well as the cost of other, non -cash services that benefit TANF recipients. We 

compute the ratio of the non -assistance expenditures to the cash benefit on a per-participant basis to create the 

òAdministrative proportionó shown in Exhibit 4.2.11. To estimate the proportion of total TANF /SFA expenditures that come 

from state versus federal sources, we use data reported by the TANF program. 

 

Food Assistance 

To estimate the value of food assistance, we include data from the federal Supplemental Nutrition Assistance Program (SNAP) 

and the state-run Food Assistance Program (FAP). Most of the costs of these programs are treated as transfer payments, 

similar to cash assistance. As SNAP and FAP do not directly provide other, non -cash-assistance services, any additional costs 

of these programs are the costs to administer the program. 

 

                                                            
70

 Advice on categories to exclude (expenditures that would not be expected to be reduced if the adult caseload reduced) was provided by 

S. Ebben, Economic Services Administration (personal communication, August 28, 2015). 

http://www.acf.hhs.gov/programs/ofa/resource/tanf-financial-data-fy-2014.


Exhibit 4.2.1 displays the inputs for this area. Program effects for both cash assistance and food assistance are measured, most 

often, as a continuous measure of the number of months receiving assistance. Therefore, in addition to additional program 

costs and the proportion of state and federal expenditures, we also enter information on Washington State public assistance 

caseloads including the mean number of months on cash and food assistance for those on the caseloads, the standard 

deviation in the number of months, the average monthly assistance amount, a percentage for agency administrative costs 

and, for modeling purposes, the age at which public assistance receipt begins. 

 

We model a change in the number of months as the standard deviation change in the number of months spent receiving 

public or food assistance for those who receive assistance. The increase in months receiving benefits is multiplied by the 

average amount of monthly benefits in base-year dollars. In terms of the timing of these expected benefits, we estimate that 

they occur for some duration between the age of treatment and the age of measurement . Thus, the total estimated increase 

in assistance is evenly divided among all years between the age of treatment and the age at first measurement. 

 

Exhibit 4.2.11 

Public Assistance Parameters 

  Cash assistance  Food assistance  

Average monthly benefit  $407.80
1
 $215.57

2
 

Administrative proportion  1.74
3
 0.13

4
 

Average months on assistance 12.7
5
 40.5

6
 

SD of months on assistance 12.2
5
 36.8

6
 

Age at which assistance begins 18 18 

Year of dollars 2014 2014 

Proportion from state sources 0.35
7
 0.07

8
 

Proportion from local sources 0.00
7
 0.00

8
 

Proportion from federal sources 0.65
7
 0.93

8
 

Notes: 
1 
Average monthly payment per case for FY2018. Source: 2018 TANF Work First as of September 2019. 

2 
Average monthly payment per case for FY2018. Source: 2018 Basic Food as of September 2019. 

3 
Total non-assistance TANF expenditures (net of the categories of òchild careó, òprevention of out of wedlock pregnancies,ó and ònon-

recurrent short-term benefitsó) divided by total assistance expenditures. Source: TANF Financial Data for FY2018. Advice on categories to 

exclude (expenditures that would not be expected to be reduced if the adult caseload reduced) was provided via personal communication 

with Steve Ebben, Economic Services Administration, August 28, 2015. 
4 
Monthly administrative costs divided by monthly household benefit, as report ed in the SNAP State Activity Report, Fiscal Year 2016.  

5 
Total length of assistance and standard deviation in months computed using a cohort of adult c lients entering TANF/SFA in January 

2014 and following them through December 2018 . Source: ESA-EMAPS Report #4786 using the ACES Data Warehouse as of July 2019. 
6
 Total length of assistance and standard deviation in months computed using a cohort of adult clients entering SNAP/FAP in January 

2014 and following them through December 2018. Source: ESA-EMAPS Report #4786 using the ACES Data Warehouse as of July 2019. 
7 
Proportion of costs borne by state and federal sources are derived from assistance and non-assistance categories reported in TANF 

Financial Data for FY2018, excluding the same categories as reported in note 3 above. 
8 
Proportion of costs borne by state and federal sources are a weighted average of the breakdown of 1) administrative costs reported in 

the SNAP State Activity Report, Fiscal Year 2016. and 2) direct benefit-costs reported by the Washington State Economic Services 

Administration (Source: DSHS-ESA/EMAPS Assignment #3618 Using the ACES Data Warehouse as of September 2015. 

 

 

  

https://www.dshs.wa.gov/sites/default/files/ESA/briefing-manual/2018TANF_WorkFirst.pdf
https://www.dshs.wa.gov/sites/default/files/ESA/briefing-manual/2018Basic_Food_Assistance.pdf
http://www.acf.hhs.gov/programs/ofa/resource/tanf-financial-data-fy-2018.
https://fns-prod.azureedge.net/sites/default/files/snap/FY16-State-Activity-Report.pdf
https://www.acf.hhs.gov/sites/default/files/ofa/tanf_financial_data_fy_2018_8719.pdf
https://www.acf.hhs.gov/sites/default/files/ofa/tanf_financial_data_fy_2018_8719.pdf
https://fns-prod.azureedge.net/sites/default/files/snap/FY16-State-Activity-Report.pdf


4.3 Valuation of Health Care Outcomes  

  

The purpose of WSIPPõs health model is to inform  the Washington State Legislature whether there are economically 

attractive evidence-based policies that, if implemented well, can achieve reductions in the cost of care and/or 

improvements in health conditions. WSIPPõs health model monetizes the projected lifecycle costs and benefits of programs 

or policies that have been shown to achieve improvementsñtoday and in the futureñin 1) health care costs and resource 

utilization; 2) health outcomes; and 3) health conditions. If, for example, empirical evidence indicates that a primary care-

based treatment program can reduce obesity, or reduce unnecessary visits to the emergency room, then what long -run 

benefits, if any, can be expected from these improved outcome s? Once computed, the present value of these benefits can 

be stacked against program costs to determine the relative attractiveness of different approaches to achieve improvements 

in desired outcomes.  

 

We describe general parameters and the data sources which we use when calculating health care costs throughout the 

benefit-cost model in Section 4.3a. The model estimates the value of changes in health care costs and health care resource 

utilization  for the specific populations targeted by the interventions  we have investigated so far, such as chronically ill 

individuals or new mothers receiving Medicaid. In addition to the total costs of health care for individuals, the utilization 

measures include hospitalization (both general and psychiatric), hospital readmissions, and emergency room visits. We 

discuss the valuation of changes in health care costs and resource utilization in Section 4.3b. 

 

WSIPPõs model also monetizes certain health-related outcomes, including falls among older adults; the cost of  cesarean 

sections for mothers; and the costs of preterm, low-birthweight, and neonatal intensive care unit (NICU) admissions; and 

births that are small for gestational age, for both mothers and infants. We discuss the valuation of an average fall in Section 

4.3c and the valuation of matern al and infant health outcomes in Section 4.3d. 

 

The current version of the health model allows the computation of the following types of avoided costs or benefits when a 

program or policy improves the outcomes considered in this model. Depending on each pa rticular outcome, the following 

benefit or cost categories are included in WSIPPõs model: 

V Total costs of care, to the degree that interventions (e.g., patient-centered medical homes) reduce costs. 

V Hospital admission, readmission, and emergency department costs, to the degree that interventions (e.g., case 

management for frequent ED user, care transition programs) reduce utilization. 

V Hospital costs in the first year after birth for mothers and infants stemming from birth outcomes (i.e., preterm 

birth, low- and very low-birthweight births, small for gestational age infants, admissions to NICU facilities), to 

the degree that interventions (e.g., smoking cessation for pregnant women) reduce poor outcomes. 

V Hospital costs in the first year after a fall for older adults, to the degree that interventions ( e.g., exercise 

programs for fall prevention ) reduce the incidence rate of falls. 

V Total costs of cesarean sections for mothers, to the degree that interventions can reduce unnecessary c-section 

rates. 

V Falls  and infant mortality  Value of a statistical life (VSL) estimates, net of labor market gains, applied to the 

change in mortality estimated to be caused by, along with lifetime earnings lost because of premature death 

(mortality) caused by health conditions. 

 

4.3a General Health Care Parameters  

Total personal health care expenditures are collected from the Centers for Medicare & Medicaid Services at the U.S. 

Department of Health & Human Services. We use the ratio between pharmaceutical/drug expenditures and inpatient 

hospital expenditures to compute an added drug cost for every hospital visit we monetize throughout the model. A 

hospital cost-to-charge ratio for Washington State is computed with 2011 data from the Healthcare Cost and Utilization 

Project (HCUP) of the U.S. Department of Health & Human Services. Total annual emergency room visits in Washington for 

2008 are computed from data compiled by the Washington State Hospital Association.  

  



 

Exhibit 4.3.1 

General Health Care Parameters 

Parameter  Value 

Total National personal health care expenditures
^
  $2,834,000,000,000  

Hospital care  $1,082,500,000,000  

Drugs  $328,600,000,000  

Hospital cost-to-charge ratio
#
 0.346 

Emergency department cost-to-charge ratio* 1.0 

Emergency department admissions, 2008
^^

 1,997,069 

Notes: 
^  

Centers for Medicare & Medicaid Services. National Health Expenditure TablesñTable 2. Retrieved November 16, 2018. 
#
 Agency for Healthcare Research and Quality, Healthcare Cost and Utilization Project. 

* WSIPP assumption. 
^^

 Number calculated from a number of ED visits per 1,000 people in Washington from Kaiser Family Foundation. Data are for community 

hospitals. Data retrieved from Kaiser Family Foundation Website October 2018.  

 

One of the datasets we use to estimate health care costs is MEPS, a nationally representative large-scale survey of American 

families, medical providers, and employers who report on health care service utilization and associated medical conditions, 

costs, and payments. The sample for MEPS includes approximately 15,000 individuals from the National Health Interview 

Survey. MEPS survey respondents in this subsample are followed over two years with five in-person interviews. In addition 

to documentation of medical encounters, the survey also provides information about demographics, family structure, 

comorbid conditions, insurance availability and other measures related to the quality of life.  MEPS data are widely used in 

estimating health care costs since this survey provides a comprehensive record of patient health encounters and accurate 

accounting of the payments associated with each visit or billed expense. Expenditure information includes both doctor and 

facility costs and is included in the MEPS Household Component (HC) file. The expenditure categories include emergency 

department, inpatient, and total health expenditures. Inpatient costs encompass all expenses for direct hospital care (room 

& board, diagnostic and laboratory work, x -rays and physician services). The total cost of health care includes expenses for 

medical providers (office); hospital care (outpatient, emergency department, and inpatient); prescribed medicine; home 

health; dental; and other medical expenses such as medical equipment and supplies, orthopedics, eye care, and ambulance. 

There are some limitations to using MEPS data, including that negotiated health prices may not reflect the true cost of care, 

and MEPS data do not include uncompensated care. We typically perform calculations using survey weights. 

 

The model uses Washington State values for the proportional sources of state, local, and federal funding for th e different 

types of health care expenditures, described in Exhibit 4.3.2 below. We also compute an estimate of the long -run real 

escalation rate in per capita inflation-adjusted personal health care costs from the 2009-2019 forecast from Centers for 

Medicare & Medicaid Services, U.S. Department of Health & Human Services.
71

 The Washington State model currently uses 

the same inputs for all types of health care costs (low = 0.005, modal = 0.018, high = 0.027), but the model allows separate 

estimates for each type of cost. 
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 Centers for Medicare & Medicaid Services. (n.d.). National health expenditure projections 2009-2019. United States Department of Health 

& Human Services. Retrieved June 30, 2011.  

https://www.cms.gov/Research-Statistics-Data-and-Systems/Statistics-Trends-and-Reports/NationalHealthExpendData/NationalHealthAccountsHistorical.html
http://hcupnet.ahrq.gov/
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Exhibit 4.3.2 

Proportion of Health Care Costs by Source 

 Total cost by perspective  Taxpayer cost by payer  

 Participant  Taxpayer  Other  State Local Federal 

General health care
^
 12.21% 43.20% 44.58% 14.72% 0.00% 85.28% 

Emergency department
^
    9.9% 36.45% 53.65% 18.19% 0.00% 81.81% 

Mental health costs
*
   1.10% 80.80% 18.20% 27.26% 0.00% 72.74% 

ATOD treatment
#
 12.71% 38.97% 48.32% 45.79% 3.69% 50.51% 

General hospital
^
   2.12% 49.29% 48.59% 10.64% 0.00% 86.14% 

Drug/pharmacy
^
 21.80% 44.90% 33.30% 15.65% 0.00% 84.35% 

Notes: 
^
 WSIPP calculation from 2015 Medical Expenditure Panel Survey (MEPS) data for all ages. 

* Cost by perspective retrieved from the Washington State Comprehensive Hospital Abstract Reporting System (CHARS) system, for 2012. 

Taxpayer costs by payer calculated from 2010 Medical Expenditure Panel Survey data. 
# 
ATOD = alcohol, tobacco, and other drugs. Cost by perspective is the same as general health care above; taxpayer costs by payer 

calculated from Washington State Department of Social and Health Services report:  "Overview of Publicly Funded Services Substance Use 

Prevention, Treatment and Recovery." 

 

4.3b Valuing Measured Changes in Health Care  Costs and Resource Utilization  

We monetize differences in health care expenditures in two different ways. The first is when studies measure changes to 

total health care costs. The second applies to direct measures of utilization of various components of the health care system 

(e.g., hospitals, emergency departments). 

 

Changes to Total Health Care Expenditures . Some studies look at the effect of programs in terms of the % change in 

overall healthcare spending. The benefit-cost model directly monetizes these changes to total health care expenditures. The 

percent change in health care costs as a result of participation in a program is multiplied by the average annual cost for 

health care for the specified population.  Typically, program evaluations only report changes in health care costs over a brief 

follow-up period (i.e., three years or less). Therefore, we only model these changes in costs for the reported period. 

  

http://meps.ahrq.gov/mepsweb/data_stats/quick_tables_results.jsp?component=1&subcomponent=0&year=-1&tableSeries=1&searchText=&searchMethod=1&Action=Search
https://www.dshs.wa.gov/sites/default/files/BHSIA/dbh/documents/WASubstanceUseServicesOverview03-20-13.pdf
https://www.dshs.wa.gov/sites/default/files/BHSIA/dbh/documents/WASubstanceUseServicesOverview03-20-13.pdf


Exhibit 4.3.3 

Total Health Care Cost Parameters 

 
Chronically ill 

adults  
General population  

Average annual cost for health care
^
 $12,848 $4,978 

Standard deviation on cost $23,666 $15,132 

Year of dollars 2015 2015 

Notes: 

Chronically ill adults are those who are at least 18 years old and have been diagnosed with one or more of the following 

conditions: coronary heart disease, angina, heart attack, other heart diseases, diabetes, stroke, or emphysema. 
^  

WSIPP calculation from 2015 Medical Expenditure Panel Survey data (MEPS). 

 

Health Care Resource Utilization . Second, we describe the parameters for estimating the benefits of program -related 

changes in specific health care resource utilization (see Exhibits 4.3.2-4.3.6). WSIPP monetizes measured increases in 

hospitalization, psychiatric hospitalization, emergency department use, and hospital readmissions. To model the monetary 

benefits of changing the utilization of these health care resources, we multiply the average cost of the measured resource 

for the specified population by the unit change produced from the program effect size and the base rate for that 

population. For programs with measures of multiple resources, we sum the changes into a single measure of service 

utilization. For most resources, the effects produced by programs are time-limited, e.g., reducing the likelihood of a 

hospitalization produces monetary benefits for a single year. The value of changes to health care resource utilization is 

represented by the following equation:  

 

τȢσȢρ ЎὌὩὥὰὸὬὅὥὶὩὅέίὸί
ЎὟίὩ ὌὩὥὸὬὅὥὶὩὅέίὸρ ὌὅὅὉίὧώÔὥὫὩ

ρ ὈὭί
 

 

For each health care resource type measured by studies of a program, we multiply the unit change by the annual cost of 

that resource for the specified population adjusted for escalation and discounted to the year of treatment.  

 

Exhibit 4.3.4 

Hospitalization Parameters 

 Children with asthma  
Frequent emergency 

department users
#
 

General 

population  

Average cost for a hospitalization
^
 $6,202 $36,714 $20,811 

Standard deviation on cost $8,224 $40,446 $33,384 

Year of dollars 2015 2015 2015 

Annual likelihood of hospital 

admission* 
2.34% 64.22% 6.42% 

Notes: 

Hospitalization parameters for older adults hospita lized due to a fall are described in section 4.3.c 
# 
Frequent emergency department users are adults who visited the ED five times or more within a single year. 

^  
WSIPP calculation from 2015 Medical Expenditure Panel Survey (MEPS) data. 

* Of those in population, the proportion who were admitted to the hospital in a single year (MEPS). 

 

 

  



Exhibit 4.3.5 

Hospital Readmission Parameters 

 
Chronically ill 

adults  
General population  

Average cost for a readmission
^
 $20,166 $18,043 

Standard deviation on cost $31,808 $25,717 

Year of dollars 2012 2012 

Likelihood of readmission within 30 days after discharge* 24.8% 9.1% 

Notes: 

Chronically ill adults are those who are at least 45 years old and have been diagnosed with one or more of the following conditions: 

coronary heart disease, angina, heart attack, other heart diseases, diabetes, stroke, or emphysema. 
^ 

WSIPP calculation from 2012 Medical Expenditure Panel Survey (MEPS) data. Unlike other calculations in this section, these numbers 

were not calculated with survey weights. 

* Weighted national estimates from a readmissions analysis file derived from the Healthcare Cost and Utilization Project (HCUP) State 

Inpatient Databases (SID), (2009), Agency for Healthcare Research and Quality (AHRQ).  

Of those in population and who had had at least one admission to the hospital, the proportion who were re -admitted to  the hospital 

within 30 days of discharge (MEPS). 

 

Exhibit 4.3.6 

Emergency Department Parameters 

 

 

Children with 

asthma  

Frequent emergency 

department users  

General 

population  

Average cost for an ED visit
^
   $787 $6,803 $1,555 

Standard deviation on cost $1,388 $7,886 $3,587 

Year of dollars 2015 2015 2015 

Annual likelihood of ED visit* 18.03% 50.00%
^^

 14.22% 

Notes: 

Frequent emergency department users are adults who visited the ED five times or more within a single year. 
^ 

WSIPP calculation from 2015 Medical Expenditure Panel Survey data (MEPS) for those with an ED visit. 

*
 
Of those in populat ion, proportion who  visited the emergency department in a single year (MEPS). 

^^
 Although this number is actually 100% (by definition), we use a 50% base rate for this population to maximize the unit change 

resulting from our effect size calculation. 

 

4.3c Valuing Falls for Older Adults  

In this section, we describe our method for valuing a fall in the older adult population. The Centers for Disease Control and 

Prevention (CDC) estimate that 28.7% of older adults reported falling in 2014.
72

 Falls vary in levels of severity; while some 

falls do not require medical attention, others can result in serious injury or death. We calculate the expected number of falls 

per person per year and the probability that any individual fall will result in hospitalization or de ath.  

 

Fall Incidence.  WSIPP uses an incidence rate of falls calculated from by the Washington State sample of the Behavioral Risk 

Factor Surveillance Survey (BRFSS), a national survey designed to provide valid state-level information about behavioral risk  

factors and health. We used responses to the question, òIn the past 12 months, how many times have you fallen?ó
73

 We use 

the BRFSS CDC weighted nõs of respondents by age group to compute a weighted average of the number of falls.
74

 Because 

individuals who died as a result of a fall are not present in the survey sample, we add the number of deaths due to falls to 

both sides of the fall rate. For each age group (age 65ï69, 70ï74, 75ï79, and 80+) we compute an average incidence rate 
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 Bergen, G., Stevens, M.R., & Burns, E,R. Falls and fall injuries among adults agedÔ 65 yearsñUnited States, 2014. Morbidity and mortality 
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 Centers for Disease Control. (n.d.). Behavioral risk factor surveillance system 2014 codebook report. Retrieved September 2017. 
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 In reported BRFSS data, falls are top-codedñthat is, falls are reported as categorical outcomes, with classifications of 0, 1, 2, 3, 4, and > 5 

falls. This data limitation likely lowers the expected fall rate, as individuals who fall greater than five times in a year are coded as having  
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https://www.hcup-us.ahrq.gov/reports/statbriefs/sb142.jsp
http://dx.doi.org/10.15585/mmwr.mm6537a2
https://www.cdc.gov/brfss/annual_data/2014/pdf/codebook14_llcp.pdf


of falls over the three most recent years of BRFSS surveys in which falls questions were asked.
75

 We also calculate a fall 

incidence rate for those with a high risk of experiencing a fall due to the presence of falls risk factors apart from age. A 

meta-analysis of falls risk factors by Deandrea et al. (2010) estimated the increased risk of falling for community-dwelling 

older adults with particular risk factors for falls.
76

 This study estimated that, on average, individuals with a previous history 

of falls have 2.77 times greater odds of experiencing a fall than older adults without a previous history of falls. We use this 

estimated odds ratio to calculate our fall incidence rate for a high -risk population for each age group. The average number 

of falls by age group and population shown in Exhibit 4.3.7 is the base incidence rate of falls in our model.   

 

Exhibit 4.3.7 

Fall Rates  

Age 

group  

Fall incidence rate (falls per person per year)  

General population  High -risk population  

65ð69 0.608 1.684 

70ð74 0.631 1.747 

75ð79 0.613 1.699 

80+ 0.690 1.911 

 

Each fall results in some chance of hospitalization and some chance of death.
77

 Our model accounts for fall-related 

hospitalization and fall -related death because these secondary outcomes have related costs. We estimate the likelihood 

that a fall results in hospitalization or death using information from the Washington State Department of Healthõs 

Community Health Assessment Tool (CHAT), a state data system for population-level data sets.
78

 These data include fall 

hospitalization and death rates as well as population estimates in Washington in five-year age groups for the years 2012 

and 2014.
79

 We calculate a rate of hospitalizations due to falls as the number of hospitalizations over the number of falls in 

each age group. We repeat this process with the number of deaths to calculate the rate of death from falls for  each age 

group. Exhibit 4.3.8 shows the expected number of falls as well as the percent of falls that result in a hospitalization and the 

percent of falls that  result in death. 

 

Mortal ity Attributable to Falls . We estimate the likelihood that a fall will result in death. The chance of death attributable 

to a fall is related to the age of the individuals who falls, as detailed in Exhibit 4.3.8. WSIPPõs model values mortality using 

our value of statistical life (VSL) method described in Section 4.1d. Since our model values death as VSL rather than through 

costs associated with the death itself, we are not double-counting when a fall results in both a hospitalization and a death.  

 

Exhibit 4.3.8 

Likelihood of Hospitalization or Death After a Fall 

Age group  
Likelihood of 

hospitalization  

Likelihood of 

death  

65ð69 0.88% 0.02% 

70ð74 1.41% 0.04% 

75ð79 2.43% 0.08% 

80+ 5.58% 0.36% 
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Health Care Costs Attributable to Falls.  WSIPP reviewed the literature on falls among older adults to determine the 

average health care costs incurred for a fall. In our review, we found varying estimates across sources. We prioritize cost 

estimates that come from rigorous studies and are relevant to Washington State for use in our model. Therefore, we draw 

on work by Bohl et al. (2012) for our estimate of the average expected cost of an inpatient hospitalization due to a fall.
80

 

Bohl and colleagues analyzed Group Health HMO Medicare plans in Washington State to compare the average cost of 

fallers and non-fallers.
81

 We use their estimate, inflated to 2016 dollars, as our average inpatient hospitalization cost, given 

a hospitalization due to a fall. 

 

We allow parameters to vary in our Monte Carlo analysis as described in Chapter 7, to account for the uncertainty inherent 

in our estimates. Exhibit 4.3.9 shows the inpatient hospitalization cost and the high and low estimate of the triangle 

distribution used for our Monte Carlo draws. The high bound of our triangle estimate is  drawn from Burns et al. (2016), 

which draws on national data from the Medical Expenditure Panel Survey (MEPS) and the Medicare Current Beneficiaries 

Survey (MCBS).
82

 This estimate represents the higher end of the cost estimates we found in our literature review. The lower 

bound of our triangle estimate comes from an analysis from the Washington State Department of Social and Health 

Services (DSHS)
83

 which produced a much lower estimate than what we generally found in the literature.  

 

Exhibit 4.3.9 

Inpatient Hospitalization Cost Estimates and Source Literature 

Type of estimate  Cost (2016)  Source 

Inpatient hospitalization cost  $24,100 Bohl et al. (2012) 

Low bound of triangle estimate  $12,442 Washington State DSHS Research and Data Analysis 

High bound of tria ngle estimate $30,857 Burns et al. (2016) 

 

In addition to inpatient hospitalization costs, the literature indicates that falls incur additional types of health care costs. We 

calculate the ratio of inpatient cost to other types of health care costs, inclu ding emergency department services, 

outpatient services, and pharmacy/drug costs, and short-term
84

 skilled nursing facility placement costs, using the expected 

costs of these additional health care services from Bohl et al. (2012). These ratios are reported in Exhibit 4.3.10.  

 

Exhibit 4.3.10 

Ratios of Other Health Care Costs to Inpatient Hospitalization Cost 

Cost type  Ratio  

Emergency department  0.211 

Outpatient  0.351 

Pharmacy/drug 0.072 

Short-term skilled nursing facility  0.484 
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We calculate our expected costs of health care due to a fall with the following equations:  

 

τȢσȢς ЎὊὥὰὰὌὅὅ
ЎὔόάὦὩὶὊὥὰὰίὅὬὥὲὧὩὌέίὴὪὶέάὪὥὰὰὌὩὥὰὸὬὅὥὶὩὊὥὰὰ

ρ ὨὭί
 

 
 

τȢσȢσ ὌὩὥὰὸὬὅὥὶὩὊὥὰὰ

ὌέίὴὭὸὥὰὭᾀὥὸὭέὲὅέίὸρ ὌὅὅὉίὧώÔὥὫὩ ὶὥὸὭέὛὯὭὰὰὩὨὔόὶίὭὲὫὶὥὸὭέὉὈ

 ὶὥὸὭέὕόὸὴὥὸὭὩὲὸὶὥὸὭέὖὬὥὶάὥὧώ 

 

Finally, we assign health care costs by the payer to participants, taxpayers, and others in society. Due to the fact that older 

adults (age 65 and over) are eligible for Medicare, the source of health care costs is different for older adults than the rest 

of the general population. We use the Medicare Current Beneficiaries Survey to calculate the proportion of health care 

costs by source (Exhibit 4.3.11). 

 

Exhibit 4.3.11 

Proportion of Health Care Costs by Source for Individuals Age 65 and Over 

 Total cost by perspective  Taxpayer cost by payer  

 Participant  Taxpayer  Other  State Local Federal 

General health care 16.60% 70.40% 13.00% 4.62% 0% 95.38% 

General hospital 0.00% 92.10% 7.90% 0.38% 0% 99.62% 

Drug/pharmacy 18.90% 59.10% 22.00% 0.34% 0% 99.66% 

Skilled nursing facility 9.20% 83.50% 7.30% 7.01% 0% 92.99% 

Note: 

WSIPP calculations from the 2013 Medicare Current Beneficiary Survey (MCBS). Centers for Medicare & Medicaid Services (2016). 2013 

Medicare current beneficiary survey public use file. 

 

4.3d Valuing Maternal and Infant Health Outcomes  

For maternal and infant health outcomes, we estimate a cost for mothers and for infants where possible. These cost 

estimates are from a WSIPP analysis of Washington State hospital data linked to singleton births occurring in Washington 

during the period 2009 -2014. For each birth in the dataset, we captured all inpatient hospital costs associated with the 

mother and with the infant during delivery and over the following year. More  information on this analysis can be found in 

the May 2017 Health Care Technical Appendix.
85

  

 

To model the monetary benefits of changes in maternal and infant health outcomes, we apply the unit change from the 

standard effect size formula to the costs expected to accrue over a single year. We multiply the average cost of the 

measured health care resources separately for both the child and mother population (where applicable) by the unit change 

produced from the program effect size and base rate for that population , adjusted for escalation and discounted to the 

year of treatment as shown in Equation 4.3.4 below.  

 

τȢσȢτ ЎὌὩὥὰὸὬὅὥὶὩὅέίὸίȾ

ЎὄὭὶὸὬὕόὸὧέάὩȾ ὌὩὥὰὸὬὅὥὶὩὅέίὸȾ ρ ὌὅὅὉίὧώÔὥὫὩ

ρ ὨὭί
 

 

Exhibits 4.3.12 to 4.3.17 display the average costs and standard errors for mothers and infants separately, during the first 

year of life, for each birth outcome. These exhibits also display our assumptions about the base rate of the likelihood of 

each of the outcomes, derived from Washington State data. Exhibit 4.3.18 displays the payer by source information for 

these costs.  
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Exhibit 4.3.12 

Preterm Birth Parameters 

 General population  Medicaid  Private -pay 

 Mothers  Infants  Mothers  Infants  Mothers  Infants  

Average cost for a preterm birth 

(compared to a non-preterm birth)  
$3,078 $24,583 $3,071 $25,267 $3,075 $23,639 

Standard error on cost      $77      $551    $123      $873    $101     $705 

Year of dollars 2014 2014 2014 

Likelihood of preterm birth
^
 6.5% 7.5% 5.4% 

Note: 
^
 Estimates from Washington State Department of Social and Health Services' First Steps Database, (2015). Received April 12, 2017, from 

the Research and Data Analysis Division, Washington State Department of Social and Health Services. 

 

Exhibit 4.3.13 

Low Birthweight (LBW) Birth Parameters 

 General population  Medicaid  Private -pay 

 Mothers  Infants  Mothers  Infants  Mothers  Infants  

Average cost for LBW birth  

(compared to a non-LBW birth)  
$3,522 $31,299 $3,270 $31,574 $3,714 $31,576 

Standard error on cost      $90     $863    $140    $1,435    $120   $1,002 

Year of dollars 2014 2014 2014 

Likelihood of LBW birth
^
 4.9% 5.9% 4.1% 

Note: 
^
 Estimates from Washington State Department of Social and Health Services' First Steps Database, (2015). Received April 12, 2017, from 

the Research and Data Analysis Division, Washington State Department of Social and Health Services. 

 

Exhibit 4.3.14 

Very Low Birthweight (VLBW) Birth Parameters 

 General population  Medicaid  Private -pay 

 Mothers  Infants  Mothers  Infants  Mothers  Infants  

Average cost for a VLBW birth 

(compared to a non-VLBW birth)  
$8,592 $145,410 $8,468 $145,379 $8,652 $144,923 

Standard error on cost   $372     $4,423    $590    $6,897    $439    $5,282 

Year of dollars 2014 2014 2014 

Likelihood of VLBW birth
^
 0.8% 1.0% 0.6% 

Note: 
^ 

Data for 2013 from Washington State Department of Health, Perinatal Indicators Report for 2014. 

  

http://www.doh.wa.gov/Portals/1/Documents/Pubs/950-153_PerinatalIndicatorsforWashingtonResidents.pdf


Exhibit 4.3.15 

Small for Gestational Age (SGA) Birth Parameters 

 General population  Medicaid  Private -pay 

 Mothers  Infants  Mothers  Infants  Mothers  Infants  

Average cost for an SGA birth 

(compared to a non-SGA birth)  
 $234 $3,525 $179 $3,601 $250 $3,079 

Standard error on cost   $47   $371   $74   $489   $55   $445 

Year of dollars 2014 2014 2014 

Likelihood of SGA birth
^
 7.1% 7.9% 6.2% 

Note: 
^
 Estimates from Washington State Department of Social and Health Services' First Steps Database, (2015). Received April 12, 2017, from 

the Research and Data Analysis Division, Washington State Department of Social and Health Services. 

 

Exhibit 4.3.16 

Neonatal Intensive Care Unit (NICU) Parameters 

 All infants  Medicaid  Private -pay 

Average cost for a NICU admission  

(compared to no admission to NICU) 
$35,132 $40,865 $31,254 

Standard error on cost     $721   $1,255     $887 

Year of dollars 2014 2014 2014 

Likelihood of NICU admission
^
 7.2% 8.2% 6.3% 

Note: 
^
 Estimates from Washington State Department of Social and Health Services' First Steps Database, (2015). Received April 12, 2017, 

from the Research and Data Analysis Division, Washington State Department of Social and Health Services. 

 

Exhibit 4.3.17 describes the total costs for a birth by cesarean section, compared to vaginal birth. These estimates are 

derived from an analysis of MEPS data from 2009 to 2013. 

 

Exhibit 4.3.17 

Cesarean Section Parameters 

 All mothers  Medicaid  Private -pay 

Average cost for a cesarean section  

(compared to vaginal birth)
^
 

$3,481 $3,021 $3,772 

Standard error on cost    $121           $128   $178 

Year of dollars 2014 2014 2014 

Likelihood of cesarean section
#
 26.6% 24.0% 28.7% 

Notes: 
^
 WSIPP analysis of pooled annual MEPS data from the 2009-2013 period (five years). Expenditures have been converted to 2014 

dollars using medical CPI.  
# 
NTSV (primary) cesarean section rates in Washington State in 2008. From Birth Statistics and Maternity Care Access. (2010) Washington 

State Department of Social and Health ServicesñPlanning, Performance, and Accountability Research and Data Analysis Division. 

Accessed Dec. 1, 2015. 

  

https://www.dshs.wa.gov/sites/default/files/SESA/rda/documents/research-9-98.pdf
https://www.dshs.wa.gov/sites/default/files/SESA/rda/documents/research-9-98.pdf
https://www.dshs.wa.gov/sites/default/files/SESA/rda/documents/research-9-98.pdf


Exhibit 4.3.18 

Proportion of Maternal and Infant Health Care Costs by Source 

 Total cost by perspective  Taxpayer cost by payer  

 Participant  Taxpayer  Other  State Local Federal 

General 2% 49% 49% 50% 0% 50% 

Medicaid 0% 0% 100% 50% 0% 50% 

Private-pay 5% 95% 0% 50% 0% 50% 

Note: 

WSIPP assumptions for participant, taxpayer, and other. Taxpayer cost breakout based on Federal Medical Assistance Percentages for 

Washington from DHHS ASPE FMAP 2017 Report, Table 1. 

 

WSIPPõs benefit-cost model monetizes improvements in health outcomes, in part, with linkages between health conditions 

and other outcomes to which a monetary value can be estimated. We used Washington State data to estimate the 

expected effects of individual birth outcomes (preterm, low birthweight, and small for gestational age births) on the 

likelihood of infant mortality. For each analysis, both the expected effect size and the estimated error are entered into the 

benefit-cost model and used when performing a Monte Carlo simulation. The linkages in the current WSIPP model are 

listed in the Appendix.  

 

 

4.4 Valuation of Teen Birth Outcomes  

 

In the WSIPP benefit-cost model, the implications of a teen birth are expressed in terms of the birthõs effect on long-term 

outcomes for the mother and child . That is, we evaluate the economic consequences of a teen birth based on its 

relationship to subsequent high school graduation rates, public assistance usage, crime rates, child abuse and neglect 

cases, Kð12 grade repetition, and other outcomes. We estimate these effects for both teen mother s and the children born 

to them .86 The results from our meta-analyses of the research literature are shown in the Appendix. Our teen birth base rate 

number comes from the Washington Department of Health Vital Statistics and Population Data.
87

 Because the teen birth 

rate has been trending downward in recent years, we use the most recent data available (2015), which shows a rate of 

approximately 7.3 teen births per 1,000 women. 

 

 

4.5 Valuation of Alcohol, Illicit Drug, and Regular Tobacco Use Outcomes  

 

WSIPPõs benefit -cost model contains procedures to estimate the monetary value of changes in the disordered use of 

alcohol and illicit dru gs, as well as the monetary value of changes in regular tobacco smoking. Illicit drugs represent a broad 

category of substances; the current version of WSIPPõs model divides drugs into a) cannabis, b) opioids, and  

c) all other illicit drugs.
88

 Analysts sometimes abbreviate alcohol, tobacco, and other drugs with the acronym ATOD. This 

section of the Technical Documentation  describes WSIPPõs current procedures to estimate the monetary benefits of 

program-induced changes in ATOD. For WSIPPõs benefit-cost model, an alcohol and illicit drug disorder reflects either 

abuse or dependency as defined by the Diagnostic and Statistical Manual (DSM) of the American Psychiatric Association. 

Regular smoking is defined as daily smoking. 
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 In using the age 18 as a cut-off, we follow the same approach found in Hoffman, S.D. & Maynard, R.A. (Eds.). (2008). Kids having kids: 

Economic costs & social consequences of teen pregnancy (2
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edition). Washington, DC: Urban Institute Press. 
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from table A10. 
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 Caulkins, J.P. & Kleiman, M.A.R. (n.d.). Drugs and crime. Unpublished manuscript, Carnegie Mellon University, Pittsburgh, PA. 
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In general, analysts construct two types of studies to estimate the costs of ATOD: òprevalence-basedó studies and 

òincidence-basedó studies.
89

 Prevalence costing studies look backward and ask: How much does ATOD cost society today, 

given all current and past disordered use of ATOD among people alive in a state or country? Incidence costing studies look 

forward and ask: How much benefit could be obtained in the future if disordered use of ATOD can be reduced? Both 

approaches use some of the same information, but assemble it in different ways. Incidence-based studies are more useful 

for estimating the expected future benefits and costs of policy choices.  

 

WSIPPõs ATOD model uses an incidence-based approach. Therefore, it is not designed to provide an estimate of the total 

cost to society of current and past ATOD. Other studies attempt  to estimate these values.90 For example, Rosen et al. (2008) 

found the total cost of alcohol in California in 2005 to be $38.5 billion in  òeconomicó costs ($1,081 per capita) and an 

additional $48.8 billion in òquality of lifeó costs.91 Similarly, Wickizer, (2007) estimated the cost of alcohol to Washington 

State in 2005 to be $2.9 billion in economic costs ($466 per capita) and that illicit drugs cost Washington an additional $2.3 

billion .
92

 These prevalence-based total cost studies can be valuable, but they are not designed to evaluate future marginal 

benefits and marginal costs of specific public policy options.  

 

The purpose of WSIPPõs model is to provide the Washington State Legislature with information on whether there are 

economically attractive evidence-based policies that, if implemented well, can achieve reductions in the harmful use of 

ATOD. To do this, the model monetizes the projected life-cycle costs and benefits of programs or policies that have been 

shown to achieve improvementsñtoday and in the futureñin disordered ATOD. If, for example, empirical evidence 

indicates that a prevention program can delay the age at which young people initiate the use of alcohol, then what long-

run benefits, if any, can be expected from this outcome? If an intervention program for current  regular smokers can achieve 

a 10% reduction in the rate of smoking, then what are the life-course monetary benefits? Once computed, the present 

value of these benefits can be stacked against program costs to determine the relative attractiveness of different 

approaches to achieve improvements in desired outcomes. 

 

The current version of the ATOD model allows the computation of the following types of avoided costs, or benefits, when a 

program o r policy reduces the probability of a personõs current and future prevalence of substance use disorders. 

Depending on each particular substance, the following cost categories are included in WSIPPõs model: 

¶ Labor market earnings from ATOD morbidity or morta lity, to the degree there is evidence that current earnings 

are reduced because of ATOD (morbidity) . 

¶ Medical costs for hospitalization, emergency department, and pharmaceuticals or total health care costs from 

ATOD morbidity or mortality, to the degree tha t these costs are caused by ATOD.  

¶ Treatment costs of ATOD, to the extent that disordered users of ATOD utilize treatment. 

¶ Value of a statistical life (VSL) estimates cost to society, net of labor market changes, applied to the change in 

mortality estimate d to be caused by ATOD along with those lifetime earnings lost because of premature death 

(mortality).  

¶ Traffic collision costs, to the degree that collisions are estimated to be caused by ATOD (only used in the case of 

alcohol). 
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4.5a ATOD Epidemiologica l Parameters: Current Prevalence for Prevention and Intervention  Programs  

WSIPPõs ATOD model begins by analyzing the epidemiology of each ATOD disorder or problem to produce estimates of 

the current 12-month prevalence of heavy and disordered alcohol use, disordered cannabis, opioid, and other illicit drug 

use, and regular tobacco smoking (we use the general phrase òATOD disorderó to refer to any of these conditions).
93

 An 

estimate of the current prevalence of an ATOD disorder is central to the benefit -cost model because it becomes the òbase 

rateó of an ATOD disorder to which program or policy effect sizes are applied to calculate the change in the number of 

avoided ATOD òunitsó caused by the program, over the lifetime following treatment . 

 

The ATOD model also provides the base methodology for computing the current prevalence of other health conditions, 

including depression, anxiety, ADHD, disruptive behavior disorders, serious mental illness, post-traumatic stress disorder, 

diabetes, and obesity. 

 

The formulas presented here are used not only in the ATOD model but also in the mental health and health care models. 

Later Sections describing methods for these topic areas refer back to Section 4.5a.  

 

Four parameters enter the model to enable an estimate of the current prevalence of ATOD, from age one to age 100:  

¶ Lifetime prevalence: the percentage of the population that has a specific lifetime ATOD disorder, 

¶ Age of onset: the age of onset of the specific ATOD disorder,  

¶ Persistence: the persistence of the specific ATOD disorder, given onset, and 

¶ Death (survival): the probability of death by age, after the age of treatment by a program . 

 

Exhibit 4.5.2 displays the current parameters in WSIPPõs model for the first three epidemiological facto rs, along with sources 

and notes. The death probability information is described in Section 4.5b. 

 

For each ATOD disorder, or other health condition, the current prevalence among the general population is estimated using 

the following equation:   

  

τȢυȢρ      ὅὖὋ  ὕ ὖ ὒὝὖὛ ὛὊ 

 

The current prevalence probability at any year in a personõs life, CPy, is computed with information on the age -of-onset 

probability,  O, from prior ages to the current age of the person, multiplied by the  persistence probability, P, of remaining in 

the condition at each onset age until the person is the current age, multiplied by  the lifetime  probability of ever having the 

condition , LTP, multiplied by  the probability of any-cause survival at each age, Sy, multiplied by the probability of condition -

related survival in each age group, SFa, following treatment by a program.  

 

For each ATOD disorder or health condition , the exogenous age-of-onset probability distribution for ages one  to 100, O, is 

a density distribution and is estimated with information from the sources shown in Exhibit 4.5.2.  

 

τȢυȢς    ρ ὕ  

 

Also, for each ATOD disorder or health condition , the exogenous persistence distribution for ages after onset, P, is 

computed from the so urces shown in Exhibit 4.5.2. The persistence distribution describes the probability, on average, of 

being in the condition each year following onset.  

 

The probability of survival at any given age (all causes), Sy, is computed  from a national life table on survival, LTS, in the 

general population . The inputs for the survival table are described in Section 4.1.c. To compute the current prevalence of a 

disorder over the entire life course, Sy is normalized to age one, as given by the following equation:   

                                                            
93 

For benefit-cost modeling, except where noted, alcohol and drug disorders include both DSM categories of abuse and dependence. 

Tobacco smoking is measured as regular daily smoking. Heavy drinking is defined by exceeding the recommended maximum weekly or 

both daily and weekly drinking lim its. All outcomes are estimated as dichotomous conditions. 

 



τȢυȢσ   Ὓ
ὒὝὛ

ὒὝὛ
 

Because the probability of survival depends on the number still living at the treatment age, tage, the Sy is normalized to the 

age of the person being treated in the program  being analyzed, as it is assumed that all treatment programs will be for 

those currently alive at time of treatment , as shown in the following equation: 

τȢυȢτ   Ὓ
ὒὝὛ

ὒὝὛ
 

 

The final term in Equation 4.5.1 is the reduced chance of survival due to the specific health condition, above and beyond 

what one may observe generally. For individuals in the general population, we compute estimates for each age group with 

the following equation:  

 

τȢυȢυ    ὛὊὋ

ρ
ὅέὲὨὈ
ὖέὴ ὅὖ

 
ὖέὴὈ ὅέὲὨὈ

ὖέὴ

ρ
ὖέὴὈ
ὖέὴ

 

 

In Equation 4.5.5, Popa is the total population in a state in each age group,  CPa is the average current prevalence in each 

age group, PopDa is the total number of deaths in a state in each age group, and CondDa is the deaths attributable to the 

ATOD disorder or other health cond ition in each age group. 

 

Equation 4.5.1 describes the calculation of the current prevalence for general (prevention) populations. For programs 

treating indicate d populations,  CPIy the prevalence in all years following treatment is described using the following 

equation: 

 

τȢυȢφ      ὅὖὍ 

ὕ ὖ

В ὕ
Ὓ ὛὊὍ 

 

Finally, the survival factors for indicated populations by age group (SFIa) can be calculated with the following equation : 

 

τȢυȢχ        ὛὊὍ ὛὊὋ ὅὖ ρ ὅὖ 

 

 

We provide an illustrative example of computing  CPGy  in Equation 4.5.1 for disordered alcohol use. Using data from the 

newer third round of the National Epidemiologic Survey on Alcohol and Related Conditions (NESARC III) and definitions 

from the DSM-V, we applied the methods from Hasin et al., (2007) to compute a probability density distribution for the age 

of onset of DSM alcohol disorders.
94

 We used @Risk software to estimate alternative distributions that fit the onset 

information reported in this nationally representative sample. We then selected the type of distribution with the best fit 

where the criterion was the lowest root -mean-squared error. For our analysis of alcohol use disorder, we computed a log-

logistic density distribution ; the estimated parameters are reported in Exhibit 4.5.2. Exhibit 4.5.1 plots the estimated 

distribution, where the sum of annual probabilities equals 1.0. 
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Exhibit 4.5.1 

 
 

Next, estimates of the persistence of the alcohol disorder, given onset, were computed for alcohol following the methods 

of Lopez-Quintero, et al.
95

 We update the information from the Lopez-Quintero study using NESARC III data. We use the 

SAS LIFETEST procedure to model the ôsurvivalõ of the disorder. Again, we used @Risk software to model the best fitting 

cumulative remission curve and then inverted the result to estimate a persistence curve. A Gamma distribution was the 

best-fitting curve for this disorder . The resulting estimates measure the probability of remaining in a DSM alcohol disorder 

in the years following onset. The estimated Gamma parameters are shown in Exhibit 4.5.2 and Exhibit 4.5.3 plots the 

results.
96
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 The onset function is shifted with a different parameter in certain instan ces. When there is a treatment population with a treatment age 
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onset curve is moved to start at the year before the year of treatment or year of measurement as appropriate. 
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Exhibit 4.5.2 

 Input Parameters for the Epidemiology of Alcohol Disorders, Illicit Drug Disorders, and Regular Smoking
(1)

  

Notes: 
1 
Calculated from NESARC III with lifetime DSM-5 alcohol use disorder. 

2 
Calculated from NESARC III. Prevalence is based on the percent exceeding daily/weekly limits in past year. Onset and remission are 

calculated from the mild classification of DSM-5 alcohol use disorder. 
3
 Calculated using NESARC III with lifetime DSM-5 cannabis use disorder. 

4
Calculated as from NESARC III data with lifetime DSM-5 non-cannabis illicit drug substance use disorder. Includes opioids, heroin, 

sedative, cocaine, stimulant, hallucinogen, inhalant/solvent, club drug, and other drugs. 
5
 Calculated as from NESARC III data with lifetime DSM-5 opioid and heroin use disorder. 

6 
Prevalence is calculated from National Survey on Drug Use and Health (NSDUH) R-DAS online tool, 2-year estimates of Washington State 

estimates for 2015-2016. Measure is ever daily smoker, variable cduflag. Onset was calculated with NESARC III age at onset of cigarette 

use. Remission was calculated as persistence of nicotine use disorder among smokers.
 

7 
Onset curves were calculated using age of onset of a DSM disorder, conditional on having a disorder. We performed an analysis of 

NESARC-III data, using age of onset for those wi th disordered conditions. For Log-logistic distributions, Parameter 2 is the scale and 

Parameter 3 is the shape.  
8 
Estimates were constructed following the work of Lopez-Quintero et al. (2011). We used the SAS Lifetest procedure to estimate 

persistence curves. These values were fitted with @Risk software to estimate distributions; for each disorder, the distribution with the best 

fit (criterion: lowest root -mean-squared error) was chosen.  
9 
Percentage of general population consuming substance

 
estimated from NSDUH R-DAS online tool, 2-year estimates of Washington State 

estimates for past year use for 2016-2017.  

  

 
DSM alcohol 

disorder
1
 

Heavy 

drinking
2
 

DSM illicit 

drug disorder 

(cannabis)
3
 

DSM illicit 

drug disorder  

(non 

cannabis)
4
 

DSM illicit 

drug disorder 

(opioids)
5
 

Regular 

tobacco 

smoking
6
 

 (a) (b)  (c) (d)  (e) (f)  

Percentage of 

population with lifetime 

DSM disorder, heavy 

drinking, or regular 

smoking 

29.1% 38.2% 6.3 % 5.6% 2.3% 31.7% 

Age of onset: 

Type of distribution
7
 

Log-logistic Log-logistic Log-logistic Log-logistic Lognormal Log-logistic 

Shift Parameter 14.5238 14.3403 10.5712 13.5864 12.2610 -11.882 

Parameter 2 6.5354 6.378 7.5384 7.9854 2.3391 29.31 

Parameter 3 2.2368 2.7573 4.188 1.8644 0.8076 16.763 

Parameter 4 n/a n/a n/a n/a n/a n/a 

Remission of DSM 

disorder, given onset 

Gamma Lognormal Lognormal Gamma Gamma Beta-general Type of distribution
8
 

Shift Parameter 0.9522 0.8360 

 

0.3790 0.8680 0.8218 0 

 Parameter 2 0.4987 1.5571 2.0209 0.6287 0.5840 1.1222 

Parameter 3 54.258 2.3444 1.3864 15.668 20.873 2.8754 

Parameter 4 n/a n/a n/a n/a n/a -2.165 

Parameter 5 n/a n/a n/a n/a n/a 145.55 

Percentage of general 

population consuming 

substance9 

68.3% 68.3% 23.2% 11.7% 5.6% n/a 



Exhibit 4.5.3 

 
 

 

The persistence curve, after multiplying by the survival factor, by year, from the 2016 U.S. life table published by the federal 

Center for Disease Control, supplies the base rates for intervention programs. 

 

For prevention programs, after applying the estimate of lifetime prevalence of an alcohol disorder, 29.1% with sources 

shown in Exhibit 4.5.2, and after adjusting for survival from the 2016 U.S. life table (and assuming for this example a 

treatment age of one), the expected current 12-month prevalence of an alcohol disorder during the lifetime of a general 

population of one -year-olds is computed with Equation 4.5.1 and is plotted  in Exhibit 4.5.4. 

 

Exhibit 4.5.4 

 
 

The same procedures just described for alcohol disorders are used for problem alcohol use, disordered illicit drug use  (non-

cannabis), DSM cannabis use, DSM opioid use, and regular tobacco smoking, substituting the relevant parameters for the 

best-fitting distributions as shown in Exhibit 4.5.2. As noted, the estimates of the current prevalence of ATOD are central to 

the benefit -cost model because they become the òbase rateó of each ATOD disorder. Program or policy effect sizes are 

applied to the base rate to determine the change in the number of ATOD òunitsó caused by the program, over the lifetime 

following treatment . The general prevalence, shown in Exhibit 4.5.4, is used for programs targeted at the general 

population, while the persistence curve (after adjustment for survival probabilities  and taking into account expected 

persistence given earlier onset), shown in Exhibit 4.5.3, is used as the base rate for programs that treat people with a current 

ATOD disorder. 
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4.5b ATOD Attributable Deaths   

WSIPPõs model computes mortality-related lost earnings and the value of a statistical life. These mortality estimates require 

estimates of the probability of dying from ATOD. The model inputs for these  calculations, for each ATOD disorder, are 

shown in Exhibits 4.5.5 for alcohol, 4.5.6 for tobacco, 4.5.7 for illicit drugs other than cannabis, and 4.5.7 for opioid drugs.  

 

Alcohol.   Alcohol-attributable deaths are estimated using a software application called Alcohol-Related Disease Impact 

(ARDI).
97

 ARDI was developed by the U.S. Department of Health and Human Services, Centers for Disease Control (CDC). 

The application estimates the number of deaths attributable to alcohol causes for each state. 

 

According to the CDC: 

 

ARDI either calculates or uses pre-determined estimates of Alcohol-Attributable Fractions (AAFs)ñthat is, the 

proportion of deaths from various causes that are due to alcohol. These AAFs are then multiplied by the number of 

deaths caused by a specific condition (e.g., liver cancer) to obtain the number of alcohol-attributable deaths. 

 

A Scientific Work Group, comprised of experts on alcohol and health, was convened to guide development of the 

ARDI software. The Work Group's tasks included: 

    * Selecting alcohol-related conditions to be included in the application 

    * Selecting relative risk estimates for the calculation of alcohol-attributable fractions for specific conditions 

    * Determining prevalence cut points for different levels of alcohol use 

 

The most recent CDC/ARDI estimates for Washington State are the average annual number of alcohol-attributable deaths, 

by age group are for the years 2006-10. These are shown in Exhibit 4.5.5. 

 

 

Exhibit 4.5.5  

Alcohol Attributable Deaths by Year, 2006-2010 

Age 

group  

Years 

in age 

group  

Alcohol 

attributed 

deaths: 

Chronic  

Alcohol 

attributed 

deaths: 

Acute  

Percentage 

of deaths 

attributable 

to DSM 

alcohol  

Percentage 

of deaths 

attributable 

to problem 

alcohol  

All 

deaths 

in 

state  

State 

population 

in age 

group  

0-19 20    2   51 0.50 0.75 823 1,760,998 

20-34 15    12 237 0.50 0.75 1,089 1,369,070 

35-49 15 185 260 0.50 0.75 1,338 1,413,666 

50-64 15 418 216 0.50 0.75 9,216 1,247,957 

65-100 36 344 282 0.50 0.75 35,079 798,384 

 

ARDI estimates deaths related entirely or partially due to particular causes of death. Since WSIPPõs model focuses on DSM-

level alcohol disorders and heavy drinking, a portion of the deaths caused by acute conditions could be from alcohol -

involved events of someone who does not have a DSM-level condition and is not a habitually heavy drinker. For the deaths 

partially caused by alcohol, we obtain only the deaths associated with the ARDI òmedium and highó alcohol consumption 

levels, since problem drinking is the focus of our benefit-cost analysis. ARDI also reports deaths due to chronic conditions 

(e.g., liver cirrhosis, fetal alcohol syndrome, etc.) and acute conditions (e.g., fall injuries, motor vehicle crashes, etc.). For 

acute deaths, the input screen provides for two parameters, by age group, to estimate the proportion of acute alcohol -

related deaths where a DSM-alcohol disordered person was involved and the proportion where heavy drinkers were likely 

involved. 
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 Centers for Disease Control and Prevention website. 

https://apps.nccd.cdc.gov/ardi/HomePage.aspx


To compute alcohol-induced death rates for these age groups, we obtain Washington State population data from the 

Washington State Office of Financial Management, the state agency charged with compiling official state demographic 

data. The population estimates are the average Washington population for 2006-10, the same years as the CDC/ARDI death 

estimates. 

 

Tobacco Smoking . Smoking-attributable deaths  are estimated using an on-line software application called Smoking-

Attributable Mortality, Morbidity, and Economic Costs (SAMMEC).
98

 This data source is also provided through  the U.S. 

Department of Health and Human Services, Center for Disease Control (CDC). SAMMEC estimates the number of deaths 

attributable to smoking  for each state. SAMMEC reports smoking-attributable fractions of deaths for 19 diseases where 

cigarette smoking is a cause using sex-specific smoking prevalence and relative risk (RR) of death data for current and 

former smokers aged 35 and older. The latest data available are from 2008. 

 

Exhibit 4.5.6  

Smoking Attributable Deaths by Year, 2008 

Age 

group  

Years 

in ag e 

group  

Smoking 

attributed 

deaths  

All 

deaths 

in state  

State 

population 

in age group  

0-34 35       0   1,991 3,143,100 

35-44 10    116   1,330    931,508 

45-54 10    518   3,524    989,430 

55-64 10 1,217   5,864    768,070 

65-74 10 1,582   7,571    413,358 

75-84 10 2,262 12,368    251,045 

85-100 16 1,456 15,902    111,734 

 

Illicit Drugs and Opioid Drugs. Illicit drug deaths  are estimated using Washington State death data from CDC Wonder
99

 

for the years 2012 to 2016. Opioid drug deaths  are estimated using data from the Washington State Department of Health 

Publication òOpioid-related Deaths in Washington Stateó, 2006ð2016 as accessed in April, 2019. We compute average 

annual drug-attributable deaths in the age groups shown in Exhibit 4.5.7 for other ill icit drugs and in Exhibit 4.5.8 for 

opioids. 

 

Exhibit 4.5.7  

Illicit Drug Attributable Deaths by Year, 2012-2016 

Age group  

Years in 

age 

group  

Illicit drug 

attributed 

deaths  

All 

deaths 

in state  

State 

population in 

age group  

0-14 14 0 576 1,326,280 

15-19 5 15 187 448,523 

20-24 5 63 363 477,238 

25-34 10 196 895 968,201 

35-44 10 212 1,267 911,531 

45-54 10 301 3,242 954,459 

55-64 10 234 6,836 912,668 

65-74 10 56 9,399 583,036 

75-84 10 16 12,092 273,760 

85-100 16 9 17,618 126,994 

 

                                                            
98

 Ibid. 
99

 Centers for Disease Control and Prevention, National Center for Health Statistics. Multiple  Cause of Death Data1999-2016 on CDC 

WONDER Online Database, released 2018. Data are from the Multiple Cause of Death Files, 1999-2016, as compiled from data provided by 

the 57 vital statistics jurisdictions through the Vital Statistics Cooperative Program.  
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Exhibit 4.5.8  

Opioid Attributable Deaths by Year, 2012-2016 

Age group  

Years in 

age 

group  

Opioid 

attributed 

deaths  

All deaths 

in state  

State 

population in 

age group  

0-14 14 0 576 1,326,280 

15-24 10 57 550 925,761 

25-34 10 143 895 968,201 

35-44 10 135 1,267 911,531 

45-54 10 179 3,242 954,459 

55-64 10 137 6,836 912,668 

65-100 36 41 39,110 983,790 

 

For each ATOD, the death data are used to compute the probability of dying from ATOD in the general population,  

by age group, using the following equation:  

 

τȢυȢψ   ὃὸέὨὈ ὅὬὶέὲὭὧὃὧόὸὩὃὧόὸὩὖὧὸȾὖέὴȾὣὩὥὶί 

 

The probability of dying from a particular ATOD disorder in each age group in the general population,  AtodDa, is computed 

by adding the deaths due t o chronic ATOD use, Chronica, to the proportion of deaths due to acute ATOD use (e.g., motor 

vehicle crashes due to an alcohol-impaired driver), Acutea , multiplied by  AcutePcta, divided by the total population in the 

state in each age group, Popa. This quotient is divided by the number of years in the age group,  Yearsa, to produce an 

estimate of the average annual probability of dying from an ATOD disorder. The value of the death is monetized with the 

value of a statistical life described in Section 4.1d. 

 

4.5c Medical Costs, Treatment Costs, and Traffic Accident D amages From ATOD  

The WSIPP model computes estimates of changes in avoidable hospital and other medical costs as a result of ATOD 

morbidity and mortality, including estimates of avoidable treatmen t costs for alcohol and drug disorders, and for avoidable 

traffic crash costs for alcohol. Smoking health care costs are calculated with a different methodology explained later in this 

section.  



Exhibit 4.5.9  

Health Care Costs for ATOD Disorders 

  Alcohol  Cannabis 
Opioid 

drugs  

Illicit 

drugs  

Hospital -related parameters          

Average Annual number of disorder FTE hospital events 

(FY2012-2015)
#
 

13,034 4,367 11,450 18,988 

Average charge per disorder FTE event (2015 dollars)
^
 $34,698 $17,493 $57,847 $49,129 

SD of charge per disorder FTE event  $50,383 $10,871 $101,927 $95,292 

Emergency department -related parameters          

Proportion of admissions attributable to substance (2011) 1.06% 0.04% 0.33% 1.01% 

Average ED expenses per admission (2015 dollars) $1,555 $1,555 $1,555 $1,555 

SD of average ED expense per admission  $3,587 $3,587 $3,587 $3,587 

Treatment parameters          

Annual number treated (2013) 15,046 8,978 11,684 29,868 

Average cost per treatment episode (2015 dollars) $2,156 $2,074 $3,620 $2,783 

SD of average cost per treatment episode (2015 dollars) $2,295 $2,917 $4,617 $3,846 

Notes: 
#
 FTEHospitalEvent. 

^  HospCostEvent. 

 

Hospital -Related Parameters.  The costs of hospital charges attributable to alcohol or illicit drugs are computed with 

information from the Washington State Comprehensive Hospital Abstract Reporting System (CHARS) system for fiscal years 

2013-15. CHARS collects information on billed charges of patients, as well as the codes for their diagnoses from hospital 

inpatient discharge information .
100

 We apply the attributable fraction information, described in Section 4.5b, to the CHARS 

data to estimate the number of hospital events attributable to ATOD .
101

 For alcohol related hospital events, we take the 

average of two potential estimat es of the proportion  of hospitalizations that could be attributed to alcohol use. Our upper 

estimate assumes that all events with any code with an Alcohol Attributable Fraction  can be attributed to disordered use. 

Our lower estimate only assumes that only hospital events with any code of AAF of 1 can be attributed to alcohol use.
102

 

 

For the drug use categories, we first followed criteria in Appendix A.1 of the HCUP statistical briefs and the examination of 

opioid related diagnoses.
103

 Guided by these sources, we differed from the Drug Attributable Fraction code s used in 

Section 4.5b to include the introduction of adverse effect codes, poisoning due to drug use, and maternal use affecting 

newborns.  In instances where the primary codeõs drug attributable fractio nwas less than one, we required a subsequent 

code to include a code with a drug attributable fraction of one .
104

 The illicit drug analysis excluded marijuana codes 304.3 

and 305.2, which are the only codes in the marijuana drug use. Opioids are a subset of drug codes focusing on opioids. 

 

The CHARS analysis generates a number of events FTEHospitalEvents, as well as the average billed charge per event, 

HospCostEvent, given a stay. These parameters are shown in Exhibit 4.5.10. We also apply a hospital cost-to-charge ratio as 

described in Section 4.6.  

 

  

                                                            
100

 Discharge information is derived from billing systems.  
101

 A fully attributable hospital event is one where the Attributable Fraction (AF) equals 1. Hospital events with AFs less than one are 

summed to create fully attributable hospital events.  
102

 For example, the upper bound would include esophageal varices with bleeding (AF < 1), while the lower bound would not. Both would 

include Alcohol use disorder (AF = 1).  
103

 https://www.ncbi.nlm.nih.gov/books/NBK409512/table/sb216.t5/  

https://www.hcup -us.ahrq.gov/datainnovations/ICD-10CaseStudyonOpioid-RelatedIPStays042417.pdf 
104

 This procedure prevents us from counting instances of, for example, AIDS, when there was no diagnosed sign of drug use.  

https://www.ncbi.nlm.nih.gov/books/NBK409512/table/sb216.t5/
https://www.hcup-us.ahrq.gov/datainnovations/ICD-10CaseStudyonOpioid-RelatedIPStays042417.pdf


From these inputs, we then compute an upper bound number of events per DSM disorder under the assumption that all 

classified hospital events stemmed from individuals currently diagnosed with a DSM ATOD disorder (or heavy drinkers for 

some alcohol-related hospital events). A lower bound is calculated assuming that all hospital events stemmed simply from 

the general use of ATOD, whether or not the use was from DSM disordered populations using the following equation s: 

 

τȢυȢω   ὉὼὴὌέίὴὉὺὩὲὸίὟὴὴὩὶὄέόὲὨ
ὊὝὉὌέίὴὭὸὥὰὉὺὩὲὸί

В ὅὖ ὖέὴ

В ὖέὴ

 

 

τȢυȢρπ  ὉὼὴὌέίὴὉὺὩὲὸίὒέύὩὶὄέόὲὨ
ὊὝὉὌέίὴὭὸὥὰὉὺὩὲὸί

ὅόὶὶὩὲὸὟίὩϷ В ὖέὴ
 

 

τȢυȢρρ  ὉὼὴὌέίὴΑ
ὉὼὴὌέίὴὉὺὩὲὸὟὴὴὩὶὄέόὲὨὉὼὴὌέίὴὉὺὩὲὸὒέύὩὶὄέόὲὨ

ς
ὌέίὴὅέίὸὉὺὩὲὸ ὅέίὸὙὥὸὭέ 

 

In computations, the upper bounds and lower bounds are averaged to attribute a hospital charge to a disordered DSM 

ATOD event.  

 

Thus far, the calculations only cover hospitalization costs. Following the work of Rosen et al., (2008), we also make an 

adjustment to include pharmacological drugs and other medical n on-durable costs. To do this, we multiply the expected 

hospitalization costs, ExpHosp$, by the sum of drug and other non -durable medical costs and total hospital care costs, 

divided by total hospital care costs. The data for these two cost categories for Washington are the aggregate totals entered 

in Exhibit 4.5.10. 

 

Emergency Department Parameters. Emergency department parameters are shown in Exhibit 4.5.10 for alcohol and 

drugs. The model uses a similar approach to that described for hospital events and costs. The model uses an estimate of 

the probability that an emergen cy room event is attributable to an alcohol - or drug -related event times the total number of 

emergency room events in Washington. To estimate attribution, we used national data from the HCUP National Emergency 

Department Sample (NEDS) online tool.
105

 Investigations of the number of health events (hospitalization, emergency 

department visits, death) rely on the ICD-9 clinical classification system. WSIPP reviewed literature on ICD-9 coding 

practices and assignment of attribution. We calculated the proportion of admissions attributable to substances  as the 

percent of all ED visits in the NEDS 2014 sample for which an eligible ICD-9 code or E-code associated with the admission 

was the primary diagnosis of the admission. Codes for alcohol were taken from White et al. (2018), opioids from Weiss et al 

(2017), illicit drugs from Sevigney & Caces (2018) (excluding codes for marijuana), and marijuana from Hall et al (2018). 
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 HCUPnet, Healthcare Cost and Utilization Project. Agency for Healthcare Research and Quality, Rockville, MD. 

https://hcupnet.ahrq.gov/. For more information about HCUP data see http://www.hcup -us.ahrq.gov/ 

https://www.ncbi.nlm.nih.gov/pubmed/29293274
https://www.hcup-us.ahrq.gov/reports/statbriefs/sb219-Opioid-Hospital-Stays-ED-Visits-by-State.jsp
https://www.hcup-us.ahrq.gov/reports/statbriefs/sb219-Opioid-Hospital-Stays-ED-Visits-by-State.jsp
https://www.sciencedirect.com/science/article/abs/pii/S0376871618305623?via%3Dihub
https://www.ncbi.nlm.nih.gov/pubmed/29476688


The total number of emergency department visits in Washington during 2017 is entered in Exhibit 4.5.10. These data come 

from the Washington State Hospital Association.
106

 We then apply the proportion of ad missions attributable to substances 

just described; for example, for DSM alcohol disorders, we apply the 1.06% factor calculated from NEDS to the number of 

visits in Washington to determine the number of alcohol -related emergency room visits in Washington. As with hospital 

events, we compute the upper and lower bound s by dividing by the current annual prevalence of DSM disorders in the 

general population (upper bound) or the current level of  any alcohol use not just DSM disorders in the general population 

(lower bound). We then apply a cost per emergency department event, EDCostEvent, and an emergency department cost-

to-charge ratio. The average and standard error of the cost per emergency department visit is taken from the Medical 

Expenditure Panel Survey (MEPS) of the U.S. Department of Health & Human Services.
107

 In computations, the upper 

bounds and lower bounds are averaged to attribute an emergency department charge to a disordered DSM ATOD event 

(or heavy drinking episode where applicable), as given by the following equation:  

 

τȢυȢρς   ὉὼὴὉὈὉὺὩὲὸίὟὴὴὩὶὄέόὲὨ
ὝέὸὥὰὉὈὠὭίὸίὅὥόίὥὸὭέὲὊὶὥὧὸὭέὲ

В ὅὖ ὖέὴ

В ὖέὴ

 

 

τȢυȢρσ   ὉὼὴὉὈὉὺὩὲὸίὒέύὩὶὄέόὲὨ
ὝέὸὥὰὉὈὠὭίὸίὅὥόίὥὸὭέὲὊὶὥὧὸὭέὲ

ὅόὶὶὩὲὸὟίὩϷ В ὖέὴ
 

 

τȢυȢρτ   ὉὼὴὉὈΑ
ὉὼὴὉὈὉὺὩὲὸίὟὴὴὩὶὄέόὲὨὉὼὴὉὈὉὺὩὲὸίὒέύὩὶὄέόὲὨ

ς
ὉὈὅέίὸὉὺὩὲὸ ὅέίὸὙὥὸὭέ 

 

Treatment Parameters . For the costs of admissions to treatment, WSIPP was supplied with numbers by the Washington 

Department of Social and Health Services (DSHS). The number of admissions comes from the Treatment and Assessment 

Report Generation Tool (TARGET) database for FY 2013.
108

 The TARGET database tracks patient instances and services. 

DSHS applied the modern public cost per treatment rate for each admissionõs course of treatment type by county and 

provider to estimate an average and standard deviation for the cost of treatment  by type of substance. We assume that 

those admitted for treatment are part of the current annual prevalence of DSM disorders in the general population. We use 

the following equation:   

 

τȢυȢρυ   ὉὼὴὝὶὩὥὸάὩὲὸὉὺὩὲὸί
ὝέὸὥὰὝὶὩὥὸάὩὲὸὉὺὩὲὸί

В ὅὖ ὖέὴ

В ὖέὴ

 

 
 

τȢυȢρφ  ὉὼὴὝὶὩὥὸάὩὲὸΑ ὉὼὴὝὶὩὥὸάὩὲὸὉὺὩὲὸίὝὶὩὥὸάὩὲὸὅέίὸὉὺὩὲὸ  
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 Number is from the American Hospital Association survey of community hospitals as provided by Matt Shevrin of the Washington State 

Hospital Association in personal correspondence, September 14, 2019. 
107

 Analysis of 2015 MEPS data. Average annual ED Cost of those with a visit. For more on MEPS, see Section 4.3. 
108 

Information f rom the TARGET database was provided via personal communication with Kevin Campbell, DSHS, May 12, 2016. Data 

changes in the Washington State behavioral health system have led to a current gap in the data. We look forward to updating t his number 

as new information becomes available. 



Traffic Crash Parameters . We model alcohol-involved property costs with a similar set of procedures. We estimate the 

annual number of alcohol-involved traffic crashes in Washington by obtaining the total number of officer -reported traffic 

collisions in Washington in 2011 (98,820).
109

 To estimate the proportion of all c rashes that are reported by police out of 

total crashes, we use national estimates produced by Blincoe et al., (2002).
110

 Data from Blincoe provide an estimate that 

56.7% of all crashes are reported by police.
111

 Thus, an estimate of total crashes in Washington in 2011 is 174,267. To this 

we apply the alcohol-induced causation factor (8.5%) derived from national information also provided in Blincoe et al., 

(2002), along with the average traffic crash cost, also from Blincoe et al., (2002) of $1,892 in 2000 dollars (see Exhibit 4.5.11). 

 

Exhibit 4.5.10  

Calculation of Average Property Costs from Alcohol-Caused Traffic Collisions 

Collision category  
Unit price in 2000 

dollars  

Total alcohol 

caused incidence  

Percentage of all 

crashes caused by 

alcohol  

Property damage only 1,484 1,963,718 0.083 

MAIS 0 1,019 183,511 0.072 

MAIS 1 3,844 254,989 0.055 

MAIS 2 3,954 72,082 0.165 

MAIS 3 6,799 25,763 0.205 

MAIS 4 9,833 6,502 0.178 

MAIS 5 9,446 3,047 0.322 

Fatal 10,273 13,570 0.325 

Average  1,892 
 

0.085 

Note: 

Source: Tables 12 and 13 of Blincoe et al. (2002). 

 

From these inputs, we then compute an upper bound number of events per alcohol disorder under the assumption that all 

alcohol traffic events stemmed from individuals currently diagnosed with a DSM alcohol disorder  (or heavy drinkers). A 

lower bound is calculated assuming that all alcohol-related traffic events stemmed from any use of ATOD, whether or not 

the use was by a person with a DSM alcohol disorder (or heavy drinker) population using the following equations: 

 

 

τȢυȢρχ   ὉὼὴὝὶὥὪὪὭὧὅέὰὰὭίὭέὲίὟὴὴὩὶὄέόὲὨ
ὝέὸὥὰὝὶὥὪὪὭὧὅέὰὰὭίὭέὲίὅὥόίὥὸὭέὲὊὶὥὧὸὭέὲ

В ὅὖ ὖέὴ

В ὖέὴ

 

 

τȢυȢρψ  ὉὼὴὝὶὥὪὪὭὧὅέὰὰὭίὭέὲίὒέύὩὶὄέόὲὨ
ὝέὸὥὰὝὶὥὪὪὭὧὅέὰὰὭίὭέὲίὅὥόίὥὸὭέὲὊὶὥὧὸὭέὲ

ὅόὶὶὩὲὸὟίὩϷ В ὖέὴ
 

 

τȢυȢρω  ὉὼὴὝὶὥὪὪὭὧὅέὰὰὭίέὲΑ
ὉὼὴὝὶὥὪὪὭὧὅέὰὰὭίὭέὲίὟὴὴὩὶὄέόὲὨ ὉὼὴὝὶὥὪὪὭὧὅέὰὰὭίὭέὲίὒέύὩὶὄέόὲὨ

ς
ὝὶὥὪὪὭὧὅέίὸὉὺὩὲὸ 

 

Smoking Health Care Cost Parameters . Smoking attributable health care costs were estimated using a pooled dataset 

from the 2007-2010 National Health Interview Survey (NHIS) linked to the 2008-2011 Medical Expenditure Panel Survey. As 

explained in more detail in Section 4.6, MEPS data include a representative sample of NHIS households with additional 

detail collected on individual health care utilization and  medical expenditures. We follow the methodology outlined by Xu, 

et al., (2015)
112

 in constructing a two -part model that examines smoking-attributable health care spending controlling for 

sociodemographic characteristics and other health-related behaviors and attitudes. 
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 Washington State Department of Transportation. (n.d.). 2011 Washington State collision data summary. Olympia, WA: Author, Table 8.  
110

 Blincoe, L.J., Seay, A.G., Zaloshnja, E., Miller, T.R., Romano, E.O., Luchter, S., & Spicer, R.S. (2002). The economic impact of motor vehicle 

crashes 2000. Washington, DC: United States Department of Transportation, National Highway Traffic Safety Administration. 
111

 Ibid, table 3. 
112

 Xu, X., Bishop, E.E., Kennedy, S.M., Simpson, S.A., & Pechacek, T.F. (2015). Annual healthcare spending attributable to cigarette smoking: 

An update. American Journal of Preventive Medicine, 48(3), 326-333. 

http://www.wsdot.wa.gov/mapsdata/collision/pdf/Washington_State_Collision_Data_Summary_2011.pdf


 

Two separate models were included in this analysisña prevention model that estimated costs for non -smokers
113

 compared 

to adults with any history of smoking (current or previous), and a treatment model that examined costs for former smokers 

relative to current smokers. Both models adjusted for demographic factors (age, sex, race/ethnicity, marital status); 

income/education factors (high school/college completion, poverty status, insured); health indicators (self -reported body 

mass indexñoverweight/obese, alcohol consumption/excessive drinking); and health-related behaviors or attitudes 

(obtained flu shot in last year, wear seatbelt regularly, propensity to take risks, belief in the ability to overcome illness 

without medical help). Medical comorb idities are not included in the model since smoking can exacerbate a wide range of 

health conditions and can lead to multiple diseases, including cancer, chronic obstructive pulmonary disease (COPD), 

cardiovascular disease and diabetes.
114

 

 

The first part of the estimating equation includes a logit model that determines the likelihood of any smoking (prevention 

model) or remaining a smoker versus becoming a former smoker (treatment model). In the second part of the model, total 

health care expenditures are estimated conditioned on entering the specified smoking status. The dependent variable, total 

health care expenditures, included costs related to hospital inpatient care, hospital outpatient care, office-based medical 

provider services, emergency department services, and prescriptions. All cost estimates were converted to 2011 dollars 

using the Consumer Price Index (CPI)ñMedical Component. The prevention and treatment models are shown in Appendix 

III in Exhibits III.1 and III.2. 

 

After deriving adjusted values for the overall effect of smoking on health care expenditures using the marginal effects, we 

create age-based estimates for the differential cost impact of smoking from age 18 to age 85. Standard errors of the 

estimates at each age are calculated by resampling the marginal distribution at each age and calculating the average of the 

standard deviations of the distributions. Exhibit 4.5.12 shows the average annual cost and incremental cost by year for 

prevention and treatment populations.  

 

Exhibit 4.5.11  

Input Parameters for the Incremental Health Care Costs of Smoking 

 

 

 

 Prevention  Treatment  

Annual incremental cost of disorder  $1,449.49  $358.91  

Standard error on annual cost    $235.59  $476.75  

Year of dollars 2011 2011 

Age at which cost was measured 53 55 

Age-based cost of disorder for each year from measurement age    $21.68      $7.84  

Standard error on additional cost     $1.64      $3.15  

 

 

 

4.5d Human Capital Outcomes A ffect ing  Labor Market Earnings  via ATOD-Caused Morbidity  

The WSIPP model computes lost labor market earnings, as a result of ATOD morbidity and mortality , when there is 

evidence that the linkage is causal. The procedures begin by estimating the labor market earnings of an average person 

with a current ATOD disorder. As described in Section 4.1d, WSIPPõs model uses national earnings data from the U.S. 

Census Bureauõs Current Population Survey. The CPS data used in this analysis represent average earnings of all people, 

both workers and non-workers at each age.  

 

For each person at each age, total CPS earnings can be viewed as a weighted sum of people who have never had an ATOD 

disorder, plus those that are currently disordered, plus those that were formerly disordered, but do not currently have a 

disorder. From the CPS data on total earnings for all people, the earnings of individuals with a current ATOD condition, at 

each age, y, is computed with the following equation: 
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 Note: non-smokers are defined as individuals that smoked less than 100 cigarettes during a lifetime. 
114

 United States. (2012). Preventing tobacco use among youth and young adults: A report of the Surgeon General. Rockville, MD: U.S. Dept. of 

Health and Human Services, Public Health Service, Office of the Surgeon General. 



τȢυȢςπ   Ὁὥὶὲὅ
ὓέὨὉὥὶὲὖέὴ

ὉὥὶὲὋὔρ ὅὖ В ὕ ὒὝὖ ὅὖ ὉὥὶὲὋὊВ ὕ ὒὝὖ ὅὖ ὅὖ

 

 

The numerator in the above equation contains the selected earnings population as described in Section 4.1. uses our 

modified CPS earnings as described in Section 4.1 and shown in Equation 4.2.2. This will typically be ModEarnAll, or the 

average compensation of the population in Washington  

 

The denominator uses the epidemiological variables described above: age of onset probabilities, Oo; lifetime prevalence 

rates, LTP; and current 12-month prevalence rates at each age, CPy.  

 

The denominator also includes two variables on the earnings gain of never-disordered people compared to currently  

disordered people, EarnGN, and the earnings gain of formerly  disordered people compared to curr ently disordered people, 

EarnGF. These two central relationships measure the effect of ATOD on labor market success (as measured by earnings). 

These relationships are derived from meta-analytic reviews of the relevant research literature.  

 

For ATOD disorders, we meta-analyze two sets of research studies: one set examines the relationship between ATOD 

disorders and employment rates, and the second examines the relationship between ATOD disorders and earnings, 

conditional on being employed . The Appendix displays the results of our meta-analysis of these two bodies of research for 

each ATOD disorder. Our meta-analytic procedures are described in Chapter 2. 

 

For each ATOD disorder, from these two findingsñthe effect of ATOD disorders on employment, and the effect of ATOD 

disorders on the earnings of those employedñwe then combined the results to estimate the relationship between an 

ATOD disorder and average earnings of all people (workers and non-workers combined). To do this, we used the effect 

sizes and standard errors from the meta -analyses on the employment and earnings of workers. We use CPS earnings over 

the last business cycle for average earnings of those with earnings and the standard deviation in those earnings and the 

proportion of the CPS sample with earnings as shown in Section 4.2d. We then compute the mean change in earnings for 

all people by computing the change in the probability of earnings and the drop in earnings for those with earnings. The 

ratio of total earnings (for both workers and non -workers) for non-disordered individuals to ATOD disordered individuals 

was then computed.  

 

This mean effect, however, is estimated with error because of the standard errors in the meta-analytic results reported 

above. Therefore, we used @RISK distribution fitting software to model the joint effects of an ATOD disorder on the mean 

ratio, given the errors in the two key effect size parameters. The distribution with the best fit (criterion: lowest root -mean-

squared error) was chosen. The distribution parameters are shown in Exhibit 4.5.9. In the Monte Carlo analysis, we randomly 

draw probabilities as seeds for the modeled distribution. Since the body of evidence we reviewed in the meta-analysis did 

not allow separation of the effects into 1) never disordered people vs. currently disordered people and 2) formerly 

disordered people vs. currently disordered people, we enter the same parameters for both the EarnGN and the EarnGF 

variables. For clarity, Exhibit 4.5.9. also presents the expected value of the ratio for each distribution .  



Exhibit 4.5.12 

Labor Market Earnings Parameters for ATOD Disorders 

    

DSM 

alcohol 

disorder  

Problem 

alcohol use  

DSM illicit 

drug 

disorder 

(cannabis)  

DSM illicit 

drug 

disorder  

DSM illicit 

drug 

disorder 

(opioids)  

Regular 

tobacco 

smoking  (non - 

cannabis)  

Gain in labor market 

earnings for never used vs. 

current disordered users, 

probability density 

distribution parameters  

Expected Ratio (non-

disordered to disordered)  
1.255 1.116 1.136 1.136 1.136 1.118 

Distribution type  Gamma Lognormal Gamma Gamma Gamma Normal 

Alpha/mean 48.687 -0.4744 47.337 47.337 47.337 1.08671 

Beta/standard deviation 0.01059 0.13262 0.00510 0.00510 0.00510 0.02814 

Shift 0.74332 0.49361 0.89631 0.89631 0.89631 NA 

Gain in labor market 

earnings for former users vs 

current disordered users, 

probability density 

distribution parameters  

Expected Ratio (non-

disordered to disordered)  
1.255 1.116 1.136 1.136 1.136 1.118 

Distribution type  Gamma Lognormal Gamma Gamma Gamma Normal 

Alpha/mean 48.687 -0.4744 47.337 47.337 47.337 1.08671 

 

Beta/standard deviation 0.01059 0.13262 0.00510 0.00510 0.00510 0.02814 

Shift 0.74332 0.49361 0.89631 0.89631 0.89631 NA 

 
 

The present value of the change in morbidity -related earnings for a prevention program that produces a change in the 

probability of a current A TOD is given by: 

 

τȢυȢςρ  ὖὠЎὉὥὶὲ
ЎὃὝὕὈ ρ В ὕ ὉὥὶὲὋὔὉὥὶὲὅ ЎὃὝὕὈ ρ ρ В ὕ ὉὥὶὲὋὊὉὥὶὲὅ

ρ ὨὭί
 

 

Where ЎATODy is the change in ATOD probability; O are the annual onset probabilities; EarnGN is the earnings gain of 

never-disordered people compared to currently disordered people ; EarnGF is the earnings gain of formerly disordered 

people compared to currently disordered people;  dis is the discount rate; and tage is the treatment age of the person in the 

program. Since a prevention program may serve people without a disorder and with a disorder, the above model weights 

that probability by the age of onset probabilities.  

 

The present value of the change in the morbidity -related earnings for a treatment program that produces a change in the 

probability of people with a current ATOD disorder is given by  the following equation : 

 

τȢυȢςς  ὖὠЎὉὥὶὲ
ЎὃὝὕὈὉὥὶὲὋὊὉὥὶὲὅ

ρ ὨὭί
 

 

This model for a treatment program is simpler than that for a prevention program be cause, by definition, a treatment 

program only attempts to turn currently disordered ATOD people into former ATOD people.  

 

We also model the change in expected labor market earnings due to mortality. The present value of future labor market 

earnings at each age is multiplied by the decrease in the probability that a person dies as the result of the disorder given 

that they have the disorder at that particular age and includes the value of the mortality risk reduction due to ATOD. For 

more on the VSL calculations, see Section 4.1.d. 

 

 

  



4.5e Linkages: ATOD and Other Outcomes  

WSIPPõs benefit-cost model monetizes improvements in ATOD outcomes, in part, with linkages between each ATOD and 

other outcomes to which a monetary value can be estimated. The parameters for these linkages are obtained by a meta-

analytic review of relevant research literature. For example, we estimate the relationship between disordered alcohol use 

and labor market earnings by meta-analyzing the most credible studies that have addressed this topic. The meta-analytic 

process provides both an expected value effect given the weight of the evidence, and an estimate of the error of the 

estimated effect. Both the expected effect size and the estimated error are entered into the benefit -cost model and used 

when performing a Monte Carlo simulation. The linkages in the current WSIPP model are listed in the Appendix.  

 

 

4.5f  Early Ini tiation of ATOD  

As described above, we estimate the costs of disordered use of alcohol, cannabis, opioids, other illicit drugs, and regular 

smoking. These costs are tied to the prevalence of consumption patterns. Many of the ATOD measures used in evaluations 

of prevention and early intervention programs, however, are measures of early use of ATOD (e.g., by the end of middle 

school or the end of high school) . Therefore, in order to estimate the long -term costs of disordered ATOD, it is necessary to 

determine whether there is a causal link between the use of ATOD at early ages and the ultimate disordered use of ATOD. 

To estimate the relationship between early use and later disordered use of alcohol, cannabis, illicit drugs, and tobacco 

(regular use is the outcome of interest in the last case), we review the literature and update our earlier original NESARC 

analysis using the latest round of NESARC data. Our estimates and sources for these early initiation parameters are 

described in Exhibit 4.5.15. These estimates are treated as links between measured early initiation and later disordered use. 

We apply our standard links procedures as described in Section 3.4.  



 

Exhibit 4.5.13 

Early Initiation Parameters 

 

Alcohol  Cannabis 

Illicit drugs  

(non 

cannabis)  

Regular 

to bacco 

smoking  

 
(a) (b)  (c) (d)  

Prevalence of substance use:
 1
  

   
 

By end of middle school  23.5%
 
 13.9% 9.8% 9.1% 

By end of high school  58.5% 43.6% 18.9% 23.8% 

D-cox effect size (ES) between early initiation and later disorder
2
 

By end of middle school  0.582 0.987 1.184 0.676
3
 

By end of high school  0.759 1.748 1.627 1.181
3
 

Standard error on D-cox ES between early initiation and later disorder
2
 

By end of middle school  0.032 0.049 0.064 0.007
3
 

By end of high school  0.024 0.051 0.046 0.007
3
 

Notes: 
1 
Miech, R. A., Schulenberg, J. E., Johnston, L. D., Bachman, J. G., O'Malley, P. M., & Patrick, M. E. (December 17, 2018). "National Adolescent 

Drug Trends in 2018." Monitoring the Future: Ann Arbor, MI. Retrieved October, 2019 from http://www.monitoringthefuture.org . 8
th

 grade 

and 12
th

 grade 2018 numbers from Table 1 reported. 
2 
Analysis of NESARC III data. We looked at the odds ratio of the likelihood of later disordered use for those who began using a substance 

(Alcohol, Marijuana, Other Illicit Drugs, Opioids) in either middle school or high school as compared to those who did not in itiate early 

(including those who never initiate). This analysis controlled for respondent demographics of age, gender, and race/ethnicity, feelings of 

parent connection and trauma, as well as parent/adult in home behaviors including parent substance and mental health. From the adjusted 

odds ratios, we computed the input effect sizes between early use and later disordered use for each substance and used @Risk software to 

estimate standard errors around those effect sizes. 
3 
Analysis of NSDUH data from 2002-2016. We looked at the odds of ever being an everyday smoker for someone who initiated smoking in 

either middle school  or high school as compared to those who did not initiate early (including those who never initiate). This regression 

controlled for year, age of respondent, sex, and race. Although the NESARC III analysis provides a larger variety of early life controls, 

respondents to the survey must have smoked 100 cigarettes over the course of their lifetime to be asked about their early initiation.
 
From 

the adjusted odds ratios, we computed the input effect sizes between early use and later disordered use for each substance and used @Risk 

software to estimate standard errors around those effect sizes. 

4.6 Valuation of Mental Health Outcomes  

 
WSIPPõs benefit -cost model contains procedures to estimate the monetary value of changes in certain mental health 

conditions. The model approximates mental health definitions established by the Diagnostic and Statistical Manual (DSM) 

of the American Psychiatric Association. The current model focuses on attention -deficit/hyperactivity disorder ( ADHD), 

http://www.monitoringthefuture.org/


depression, anxiety, disruptive behavior, internalizing behavior, externalizing behavior, and post-traumatic stress disorder 

(PTSD). The category of disruptive behavior covers the DSM categories of oppositional defiant disorder and conduct 

disorder. Obviously, there are other recognized mental health disorders. It is anticipated that the future development of 

WSIPPõs model will include additional categories . This section of the Technical Documentation  describes WSIPPõs current 

procedures to estimate the monetary benefits of program -induced changes in these mental health conditions.  

 

In general, WSIPPõs mental health modeling follows the same analytic procedures described in Section 4.5 for alcohol, 

tobacco, and other drugs. Readers can refer to that section to find more detail. 

 

WSIPPõs mental health model uses an incidence-based costing approach. It is not designed to provide an estimate of the 

total cost to society of current and past mental health disorders. Other studies have attempted to estimate these values.
115

 

For example, Insel (2008) summarizes findings indicating the total cost of serious mental illness in the U.S. in 2002 to be 

$317.6 billion in òeconomicó costs ($1,081 per capita) with 31.5% of this total due to health care expenditures, 60.8% due to 

loss in labor market earnings, and 7.7% due to disability payments.
116

 These prevalence-based total cost studies can be 

interesting but they are not designed to evaluate future marginal benefits and marginal costs of specific public policy 

options. 

 

The current version of the mental health model allows the computation of the following types of avoided costs, or benefits, 

when a program or policy improves the mental health outcomes considered in this model . Depending on each particular 

mental health disorder, the following benefit or cost categories are included in WSIPPõs model: 

V Labor market earnings from mental health morbidity or mortality, to the degree there is evidence that current 

earnings are reduced because of mental health disorders (morbidity) . 

V Value of a statistical life (VSL) estimates, net of labor market gains, applied to the change in mortality (suicide) 

estimated to be caused by depression, along with the lifetime earnings which are lost because of this premature 

death (mortality) . 

V Health care costs for mental health morbid ity, to the degree that these costs are caused by mental health 

conditions. These costs include the costs of inpatient, outpatient, emergency, office-visit, and pharmacy services, 

excluding the costs of mental health treatment.  

 

4.6a Mental Health Paramete rs. 

WSIPPõs mental health model is driven by a set of parameters describing various aspects of each disorderõs epidemiology 

and linked relationships with other outcomes . In addition, there are several other input parameters used in the mental 

health model that are general to WSIPPõs overall benefit-cost model and these are discussed elsewhere in this chapter. In 

the following sections, the sources for the parameters and the computational routines are described.  

 

4.6b Mental Health Epidemiological Parameter s 

WSIPPõs mental health model begins by analyzing the epidemiology of each mental health disorder to produce estimates of 

the current 12-month prevalence. An estimate of the current prevalence of each disorder is central to the benefit-cost 

model because, for dichotomously measured outcomes, it becomes the òbase rateó to which program or policy effect sizes 

are applied to calculate the change in the number of avoided mental health òunitsó caused by the program, over the 

lifetime following treatment.  

 

The methods used to compute the current prevalence of mental health conditions are the same as those used to compute 

the current prevalence of alcohol, tobacco, or other drugs (ATOD) disorders; please see Section 4.5b for formulas and 

detailed descriptions.  
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 See, for example, Harwood, H., Ameen, A., Denmead, G., Englert, E., Fountain, D., & Livermore, G. (2000). The economic costs of mental 

illness, 1992. Falls Church, VA: The Lewin Group; Greenberg, P.E., Kessler, R.C., Birnbaum, H.G., Leong, S.A., Lowe, S.W., Berglund, P.A., & 

Corey-Lisle, P.K. (2003). The economic burden of depression in the United States: How did it change between 1990 and 2000? Journal of 

Clinical Psychiatry, 64(12), 1465-1475; and Kessler, R. Heeringa, C., Lakoma, S., Petukhova, M.D., Rupp, M., Schoenbaum, A.E., . . . Zaslavsky, 

A.M. (2008). Individual and societal effects of mental disorders on earnings in the United States: Results from the National Comorbidity 

Survey Replication. American Journal of Psychiatry, 165(6), 703-711. 
116

 Insel, T.R. (2008). Assessing the economic costs of serious mental illness. American Journal of Psychiatry, 165(6), 663-665. 
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Four parameters enter the model to enable an estimate of the current prevalence of each mental health disorder, from age 

one to age 100.  

V Lifetime prevalence: the percentage of the population that has a specific lifetime mental health disorder. 

V Age of onset: the age of onset of the specific mental health disorder. 

V Persistence: the persistence of the specific mental health, given onset. 

V Death (survival): the probability of death by age, after the age of treatment by a program.  

 

Exhibit 4.6.1 displays the current parameters in WSIPPõs model for the first three epidemiological factors, along with sources 

and notes. The death probability information is described in Section 4.6c in this Chapter and displayed in Exhibit. 4.6.2. 



  

Exhibit 4.6.1 

Input Parameters for the Epidemiology of Mental Health Disorders1 

 

ADHD Depression  Anxiety  
Internalizing 

Behaviors  

Disruptive 

Behaviors  

Externalizing 

Behaviors  
DSM PTSD 

Percent of population with 

lifetime DSM disorder
2
 

8.0% 23.0% 31.9% 6.1% 14.9% 23.1% 8.7% 

Age of onset 

Type of distribution
3
 Laplace 

Log-

normal 

Log-

normal 
Beta Beta Log-normal Log-logistic 

Parameter 1 (Shift) 0 0 0 0 0 0 0 

Parameter 2 7.099 3.5755 2.2282 2.9464 2.72010 2.33110 23.815 

Parameter 3 1.681 0.7035 0.6069 1.05570 1.41840 0.49019 2.2680 

Parameter 4    0 0   

Parameter 5    18 18.028   

Remission of DSM disorder, given onset 

Type of distribution
4
 Log-normal Beta Beta Beta Log-logistic Log-normal Beta 

Parameter 1 (Shift) 0 0 0 0 0.41682 -0.26750 0 

Parameter 2 3.2391 0.5077 0.83011 0.56643 6.03870 2.78410 0.72016 

Parameter 3 1.50970 2.4017 2.00780 2.82730 1.45870 1.42440 1.38730 

Parameter 4  0.9994 0 0   -1.66910 

Parameter 5  128.35 196.73 166.33   180.78 

       
Notes: 
1
 We follow the methodology used to analyze the N CS-R in Kessler, R.C., Berglund, P., Delmer, O., Jin, R., Merikangas, K.R., & Walters, E.E. (2005). Lifetime 

prevalence and age-of-onset distributions of DSM-IV disorders in the National Comorbidity Survey Replication. Archives of General Psychiatry, 62(6), 593-

602. We produced our estimates using the publicly available information from the National Comorbidity Survey -Replication (NCS-R). The NCS-R surveyed 

a representative sample of 9,282 adults in the United States in 2001-03 to estimate the prevalence of mental illnesses in the U.S. population.  

We differ from Kessler in several places. The estimate for disruptive behavior is an average of the reported risk for oppositional -defiant disorder and 

conduct disorder. Internalizing and externalizing were constructed using non-hierarchical factor diagnoses described in Kreuger, R (1999). The Structure of 

Common Mental Disorders. Archives of General Psychiatry, 56(10), 921-926. Internalizing consists of major depressive episode, dysthymia, and generalized 

anxiety disorder. Externalizing consists of conduct disorder, oppositional-defiant, intermittent explosive, and ADHD. 
2 
These numbers represent the percent of the population who will develop the disorder in their lifetime, calculated from the li fetime onset tables described 

above at 75 for Depression, Anxiety, ADHD, Disruptive Behavior, and PTSD. For internalizing and externalizing, the lifetime prevalence was measured at 

age 18.  
3 
Again we follow the methodology used in Kessler et al. (2005). All age of onset distributions were fit with  life tables created using the methods that 

generated Table 3 in the paper. We estimated probability density distributions for the age of onset of each of the mental health disorders, conditional on 

having a disorder. @Risk software was used to estimate alternative distributions; the distribution with the best fit (criterion: lowest root -mean squared 

error) was chosen. For disruptive behavior, we combined the onset curves from oppositional defiant disorder and conduct disorder. Parameters are listed 

in the order in which they are entered into Excel formulas (with the shift parameter as an addition before the formula).  
4 
We identified persons with a lifetime diagnosis of the relevant disorder in the NCS-R. For each disorder, we calculated the interval from first to last 

episode. Those without an episode in the prior 12 months were considered to be free of the disorder  (as measured at the time of the survey). For each 

disorder, we used survival analysis and the appropriate survey weight to model time to remission. We then used these data to fit the parameters of 

probability distributions that fit the data. @Risk software was used to estimate alternative distributions; the distribution with the best fit (criterion: lowest 

root -mean squared error) was chosen, and the winning distribution, and its parameters, is shown for each mental health disorder. 

 



4.6c Mental Health Attributable Dea ths 

WSIPPõs model computes mortality-related lost earnings and the value of a statistical life. These mortality estimates require 

estimates of the probability of dying from a mental health disorder . The model inputs for these calculations are shown in 

Exhibit 4.6.2 below. For both of these disorders, we assume that a proportion of deaths by suicide are caused by mental 

illness.  

 

Exhibit 4.6.2 

Mental Health Disorder-Annual Attributable Deaths by Age Group, 2006-2010 

Age g roup  
Years in 

age group  

Number of 

suicides (all 

cases) 

All deaths 

in state  

State 

population 

in age 

group  

Percent  of 

suicides 

attributable 

to 

depression  

Percent of 

suicides 

attributable 

to SMI  

0-14 15   4   632 1,309,139 50% 25% 

15-19  5  40   190    449,500 50% 25% 

20-24  5  71   352    467,031 50% 25% 

25-34 10 127   810    946,195 50% 25% 

35-44 10 156 1,216    905,468 50% 25% 

45-54 10 204 3,324    966,058 50% 25% 

55-64 10 134 6,437    880,718 50% 25% 

65-74 10  67 8,422    512,730 50% 25% 

75-84 10  52 11,965    257,808 50% 25% 

85-100 16  30 16,708    123,123 50% 25% 

 

Depression . For suicides, the data source is the U.S. Department of Health and Human Services, Centers for Disease Control 

(CDC). CDC estimates, for each state, the number of deaths attributable to suicide (òintentional self-harmó). The estimates 

from CDC are available online via a database called WONDER.
117

 According to CDC: 

 

The Underlying Cause of Death data available on WONDER are county-level national mortality and population data 

spanning the years 1999-2010. Data are based on death certificates for U.S. residents. Each death certificate identifies 

a single underlying cause of death and demographic data.  

 

The CDC/ARDI estimates for Washington State are the average annual number of CDC/ARDI deaths, by age group shown in 

Exhibit 4.6.2, for the years 2006-10.  

 

To compute depression-induced death rates for these age groups, we obtain Washington State population data from the 

Washington State Office of Financial Management, the state agency charged with compiling official state demographic 

data. The population estimates are the average Washington population for 2006-10, the same years as the CDC death 

estimates. We assume that 50% of suicides are caused by depression. 

 

For each type of mental illness, the death data are used to compute the probability of dying from the disorder in the 

general population, by age group , using the following equation:  

 

τȢφȢρ   ὓὌὈ ὛόὭὧὭὨὩίὓὌὛόὭὧὭὨὩὖὧὸȾὖέὴȾὣὩὥὶί 

 

The probability of dying from a particular mental illness in each age group in the general population,  MHDa, is computed 

by multiplying the deaths due to suicide, Suicidea, by the mental illness-specific proportion of suicides due to that disorder  

MHSuicidePct, divided by the tota l population in the state in each age group,  Popa. This quotient is divided by the number 

of years in the age group, Yearsa, to produce an estimate of the average annual probability of dying from an ATOD 

disorder. The value of death is monetized with the value of a statistical life described in Section 4.1d. 
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4.6d Linkages: Mental Health to Other Outcomes  

WSIPPõs benefit -cost model monetizes improvements in mental health outcomes, in part, with linkages between each 

mental health outcome and other outcomes to which a monetary value can be estimated. The parameters for these 

linkages are obtained by a meta-analytic review of relevant research literature. For example, we estimate the relationship 

between DSM mental health conditions and labor market earnings by meta-analyzing the most credible studies that have 

addressed this topic. The meta-analytic process provides both an expected value effect given the weight of the evidence, 

and an estimate of the error of the estimated effect . Both the expected effect size and the estimated error are entered into 

the benefit -cost model and used when performing a Monte Carlo simulation.  The linkages in the current WSIPP model are 

listed in the Appendix.  

 

4.6e Human Capital Outcomes Affecting Labor Market Earnings via Menta l Health Morbidity and Mortality  

The WSIPP model computes lost labor market earnings as a result of mental health morbidity and mortality  when there is 

evidence that the linkage is causal. The procedures begin by estimating the labor market earnings of an average person 

with a current DSM mental health disorder. As described in Section 4.2, WSIPPõs model uses national earnings data from the 

U.S. Census Bureauõs Current Population Survey (CPS). The CPS data used in this analysis represent the average earnings of 

all people, both workers and non-workers at each age.  

 

Exhibit 4.6.3 

Labor Market Earnings Parameters for Mental Health Morbidity and Mortality  

    Depression  Anxiety  PTSD 

Gain in labor market 

earnings for never used vs. 

current disordered users, 

probability density 

distribution parameters  

Expected ratio (mental health 

condition vs. no condition)  
1.213 1.258 1.200 

Distribution type  Gamma Gamma LogNormal 

Alpha/mean 59.063 46.851 -0.92055 

Beta/standard deviation 0.00676 0.01072 0.1669 

Shift  0.79839 0.73366 0.77784 

Gain in labor market 

earnings for former users vs. 

current disordered users, 

probability density 

distribution parameters  

Expected ratio (mental health 

condition vs. no condition)  
1.213 1.258 1.200 

Distribution type  Gamma Gamma LogNormal 

Alpha/mean 59.063 46.851 -0.92055 

Beta/standard deviation 0.00676 0.01072 0.1669 

Shift 0.79839 0.73366 0.77784 

 

Using the same methods as for ATOD, for each person at each age, total CPS earnings can be viewed as a weighted sum of 

people who have never had a mental health disorder, plus those that are currently disordered, plus those that were 

formerly disordered  but do not currently have a disorder . From the CPS data on the total earnings for all people, the 

earnings of individuals with a current mental health condition, at each age, y, is computed with the following  equation: 

 

τȢφȢς   Ὁὥὶὲὅ
ὓέὨὉὥὶὲὖέὴ

ρ ὉὥὶὲὋὔρ ὅὖ В ὕ ὒὝὖ ὅὖ ρ ὉὥὶὲὋὊВ ὕ ὒὝὖ ὅὖ ὅὖ

 

 

The numerator in the above equation contains the selected earnings population as described in Section 4.1. uses our 

modified CPS earnings as described in Section 4.1 and shown in Equation 4.2.2. This will typically be ModEarnAll, or the 

average compensation of the population in Washington.  

 

The denominator in Equation 4.6.2 uses the epidemiological variables described above: age of onset probabilities, Oo, 

lifetime prevalence rates, LTP, and current 12-month prevalence rates, CPy, at each age.  

 

The denominator also includes two variables on the earnings gain of never-disordered people compared to currently 

disordered people, EarnGN, and the earnings gain of formerly disordered people compared to currently disordered people, 



EarnGF. These two central relationships measure the effect of a DSM mental health condition on labor market success (as 

measured by earnings). These relationships are derived from meta-analytic reviews of the relevant research literature as 

listed in the Appendix.  

 

For mental health disorders, we meta-analyzed two sets of research studies: one set examines the relationship between 

mental health disorders and employment rates and the second examines the relationship between mental health disorders 

and earnings, conditional on being employed . The Appendix displays the results of our meta-analysis of these two bodies 

of research for DSM mental health disorders. Our meta-analytic procedures are described in Section 2.1 of Chapter 2. 

 

For a mental health disorder, from these two findingsñthe effect of a mental health disorder on employment, and the 

effect of a mental health disorder on the earnings of those employedñwe then combine the results to estimate the 

relationship between a mental health disorder and average earnings of all people (workers and non-workers combined). To 

do this, we use the effect sizes and standard errors from the meta -analyses on the employment and earnings of workers. 

We use CPS earnings over the last business cycle for average earnings of those with earnings and the standard deviation in 

those earnings and the proportion of the CPS sample with earnings as shown in Section 4.2d. We then compute the mean 

change in earnings for all people by computing the change in the probability of earnings and the drop in earnings for those 

with earnings. The ratio of total earnings (for both workers and non -workers) for non-disordered individuals to mental 

health disordered individuals is then computed .  

 

This mean effect is estimated with error as measured by the standard errors in the meta-analytic results reported above. 

Therefore, we use @RISK distribution fitting software to model the joint effects of a mental health disorder on the mean 

ratio, given the errors in the two key effect size parameters. The distribution with the best fit (criterion: lowest root -mean-

squared error) is modeled. The distribution parameters are entered in the model, as shown in Exhibit 4.6.3. In the Monte 

Carlo analysis, we randomly draw probabilities as seeds for the modeled distribution. Since the body of evidence we 

reviewed in the meta-analysis did not allow separation of the effects into 1) never disordered people vs. currently 

disordered people, and 2) formerly disordered people vs. currently disordered people, we enter the same parameters for 

both the EarnGN and the EarnGF variables.  

 

The present value of the change in morbidity-related earnings for a prevention program that produces a change in the 

probability of a current mental health disorder is given by the following equation : 

 

τȢφȢσ   ὖὠЎὉὥὶὲ
ЎὓὌ ρ В ὕ ὉὥὶὲὋὔὉὥὶὲὅ ЎὓὌ ρ ρ В ὕ ὉὥὶὲὋὊὉὥὶὲὅ

ρ ὈὭί
 

 

Where MHy is the change in mental health disorder probabi lity; O are the annual onset probabilities; EarnGN is the 

earnings gain of never-disordered people compared to currently disordered people; EarnGF is the earnings gain of formerly 

disordered people compared to currently disordered people; Dis is the discount rate; and tage is the treatment age of the 

person in the program . Since a prevention program may serve primarily people without a disorder  but may also serve some 

who have the disorder, the above model weights that probability by the age of onset probab ilities. 

 

The present value of the change in the morbidity-related earnings for a treatment program that produces a change in the 

probability of people with a current mental health disorder is given by the following equation : 

 

τȢφȢτ   ὖὠЎὉὥὶὲ
ЎὓὌ ὉὥὶὲὋὊὉὥὶὲὅ

ρ ὈὭί
 

 

This model for a treatment program is simpler than that for a prevention program because, by definition, a treatment 

program only attempts to turn currently disordered people into formerly disordered people. 

 

We also model the change in expected labor market earnings due to mortality. The present value of future labor market 

earnings at each age is multiplied by the decrease in the probability that a person dies as the result of the disorder given 

that they have the disorder at that particular age.  

 

  



Valuing  Employment for Individuals with Serious Mental Illness. For many intervention programs treating people with 

serious mental illness, the aim is to improve the functioni ng of those individuals, not necessarily to relieve their mental 

illness itself. Whereas for the mental health conditions of depression, anxiety, and PTSD, we estimate changes in labor 

market earnings via the impact of the program on the mental health cond ition (as described above), in evaluations of 

intervention programs for those with serious mental illness, the best measure of labor market participation is often 

employment rather than serious mental illness itself. Therefore, we estimate changes in labor market earnings for 

individuals with serious mental illness only in cases where employment is measured. We apply the calculated unit change in 

employment resulting from the program to the expected earnings for a population with serious mental illness , EarnSMI. 

This factor is described in Section 4.2c.  

 

4.6f  Medical Costs  from Mental Health  

WSIPPõs model computes health care costs incurred (or avoided) with changes in the mental health conditions modeled . 

The inputs for these parameters are shown in Exhibit 4.6.4. They were computed from an analysis of data from the federal 

Medical Expenditure Panel Survey (MEPS). 

 

Exhibit 4.6.4 

Annual Expected Costs of Mental Health Conditions 

    DSM ADHD  
DSM 

depression  

DSM 

anxiety  
Internalizing  

Disruptive 

behavior  
Externalizing  DSM PTSD 

Child 

(age 1-17) 

Annual $ $1,084    $938 $938 $657 $1,817 $1,122 $1,817 

SD    $316    $566 $566 $346    $622    $419   $622 

Year of $  2015   2005 2005 2005 2005 2005 2005 

Adult  

Annual $ $1,084 $1,763 $553 $657 $1,817 $1,122 $1,817 

SD   $316    $915 $526 $346    $622    $419   $622 

Year of $  2015   2011 2011 2005 2005 2005 2005 

 

Estimates for Mental Health Disorders . MEPS is a nationally representative large-scale survey of American families, 

medical providers, and employers who report on health care service utilization and associated medical conditions, costs, 

and payments. Additional information about MEPS can be found in Section 4.3.  

 

Indicators of mental health status in MEPS are only available for those individuals with a health care encounter. To estimate 

total health care-related costs associated with a particular disorder, however, it is necessary to include individuals with the 

same condition who do not seek or receive treatment . The 2007 version of the NHIS was the most recent survey to ask adult 

respondents about the presence of mental health conditions . We identified adults with self -reported depression and 

anxiety
118

 and linked these individuals to health care expenditure information from the 2008 -2009 MEPS survey.
119

 Post-

traumatic stress disorder (PTSD) is not identified for respondents in the NHIS or MEPS. In order to estimate costs for patients 

with PTSD, we used a finding by Ivanova et al. (2011) that the incremental costs of PTSD are 8% higher than that for major 

depressive disorder.
120 

 

To assess mental health-related costs for children, we utilized data from the 2003 and 2004 version of the NHIS. These 

versions of the NHIS were the most recent year that included all 25 questions from the Strength and Difficulties Questionnaire 

(SDQ). The SDQ is a reliable and brief screening tool that rates the presence of four different psychological scales for children: 

emotional symptoms, conduct problems, hyperactivity/inattention, and peer relationship problems.  The SDQ has been 

validated for children age four  to 17. In each NHIS household, one sample adult and one sample child are randomly selected 

and additional questions are asked about this family member. The SDQ instrument is included in this òSample Child Coreó 

questionnaire. We used the òemotional symptomsó scale to estimate costs for depression and anxiety in children, and the 

òconduct problemsó scale to estimate costs for disruptive behavior. We also estimate the costs associated with two aggregate 

scales. òInternalizingó problems are identified using the sum of the emotional and peer scales, and òexternalizingó problems 
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are identified by using the sum of the conduct and hyperactivity scales. Responses for children in the sample child core 

questionnaire are linked to subsequent health care expenditures in the 2004-2005 MEPS survey.  

 

Recent MEPS survey rounds identify ADHD among children aged five through 17 as a òpriority condition.ó Survey 

respondents are asked if each child had ever been diagnosed with ADHD. We were, therefore, able to use more recent 2015 

MEPS survey data to estimate the medical costs associated with ADHD. 

 

There are two distinct challenges related to estimating the cost of health care attributable to a particular condition . The first 

challenge involves accounting for the likelihood that an individual will remain untreated (incur no costs) . The second 

challenge stems from skewed dataña common occurrence in health care data when a small number of persons have 

excessive costs. To account for these issues, we developed two-part regression models following the methodology outlined 

in Glick, et al.
121

 The first part of the model predicts the (dichotomous) probability of incurring health care costs while the 

second part models the actual expenditure (conditional of receiving treatment). Our outcome variable of interest 

(expenditures) excluded treatment costs associated with mental illness (i.e., psychotherapy, antidepressants) but included 

other inpatient, outpatient, emergency room, office visit , and pharmaceutical costs. Mental health-related treatment costs 

were excluded since we were interested in potentially avoidable health care costs that might be achieved with an effective 

intervention . Presumably, treatment-related costs would persist following intervention a s patients continued to manage 

their conditions . Regression models for each stage included the same set of covariates that might be expected to 

simultaneously correlate with mental illness and inflate total health care costs (e.g., age, presence of chronic illnesses, health 

insurance status, education). 

 

The second part of this approach involved fitting the actual (untransformed) non -treatment expenditures using a 

generalized linear model (GLM). The two-part GLM allows for greater precision of estimated expenditures, compared to an 

ordinary least squares (OLS) regression with log-transformed costs.
122

 Different variance functions can be tested with a two-

part GLM as well. To determine the best fitting functional family, we employed a modified Parks test ,
123

 which generally 

selected a Poisson distribution, reflecting the skewed nature of the data. Predicted expenditures are then obtained by 

multiplying the probability of having an expenditure (part one) by the estimated cost associated with the condition. Two 

expenditure estimates can be predicted from the model . First, we estimate the predicted expenditures for each person if we 

assumed the underlying disorder was present (and other characteristics remained constant). Then, using the same model, 

we estimate expenditures assuming the disorder was not present. Total expenditures attributable to the disorder equal  the 

mean difference between these two estimates. All estimates were converted to 2012 dollars using Medical CPI. Our 

regression results can be found in Appendix III at the end of this document.  

 

Valuing  Specific Health Care Costs for Individuals with Serious Mental Illness. As described in the section on 

employment for seriously mentally ill individuals, intervention programs treating people with serious ment al illness aim to 

improve the functioning of those individuals, not necessarily to relieve their mental illness itself. Therefore, we developed an 

alternative method of estimating health care costs for populations with serious mental illness . For programs measuring the 

specific outcomes of psychiatric hospitalization, general hospitalization, or emergency department visits in seriously 

mentally ill populations, we estimate the change in health care costs caused by a program by multiplying the change in the 

specific outcome produced by the program by the expected cost of that outcome  for a person with serious mental illness, 

as shown in the following equation:  

 

τȢφȢυ   ὖὠЎὌὅ
ЎὌὅὕόὸὧέάὩὌὅὅέίὸὛὓὍ

ρ ὈὭί
 

 

In Equation 4.6.5, HCCostSMI is estimated from the sources listed in Exhibit 4.6.6. In addition, the expected change in 

outcome resulting from  a program is based on an expected base rate of that outcome for a seriously mentally ill individual, 

based on the annual likelihood that a seriously mentally ill person will use that service. The cost and base rate inputs are 

displayed in Exhibit 4.6.5. 
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Exhibit 4.6.5 

Expected Costs of Health Care Resources Used by Individuals with Serious Mental Illness 

  
Emergency 

department  

Hospital 

(general)  

Hospital 

(psychiatric)  

Annual $ $1,848 $15,145 $21,356 

SD $2,920 $19,283 $19,709 

Year of $ 2015 2015 2012 

Annual percent of seriously mentally ill adults using 

resource 
42.2% 24.3% 8.3% 

 

 

Exhibit 4.6.6 

Expected Annual Likelihood and Costs of Services for Individuals with Serious Mental Illness:  

Sources of Estimates 

 Cost Base rate 

Emergency department visits 

WSIPP analysis of 2015 MEPS data; 

sample-weighted average cost of ED 

visits for those classified as SMI 

(Schizophrenia and other psychotic 

disorders), conditional on having at 

least one ED visit in the year. 

WSIPP analysis of 2015 MEPS data; of those 

classified as having SMI, proportion who 

were treated in the emergency room at least 

once in the past year. 

General hospitalization 

WSIPP analysis of 2007 MEPS data; 

sample-weighted average cost of 

inpatient visits for those classified as 

SMI, conditional on having at least one 

inpatient visit in the year. 

WSIPP analysis of 2015 MEPS data; of those 

classified as having SMI, proportion who 

were admitted to the hospital.  

Psychiatric hospitalization 

Weighted average of 2012 average 

cost of a psychiatric unit discharges 

from Washington State 

Comprehensive Hospital Abstract 

Reporting System (CHARS) system, and 

2012 average cost of a client in the 

state mental hospitals, provided by 

DSHS Research and Data Analysis 

division. 

Sum of 2012 psychiatric unit discharges 

from Washington State Comprehensive 

Hospital Abstract Reporting System (CHARS) 

system, and the 2012 number of clients 

residing in the state mental hospitals, 

provided by DSHS Research and Data 

Analysis division, divided by the estimated 

total population of serious ly mentally ill 

individuals in Washington.  

  



4.7 Valuation of Health Conditions ñ Obesity and Diabetes  

 

WSIPP models health conditions (currently limited to diabetes and obesity) follow ing the same general analytic procedures 

described in Section 4.8 for mental health disorders. Readers can refer to that section for additional  detail. WSIPPõs model 

uses an incidence-based costing approach to look at the long -term economic implications of diabetes and obesity, as 

described in Section 4.7d.  

 

Finally, we also model the value of other related outcomes when health conditions (such as diabetes and obesity) are not 

directly measured by outcome evaluations. For example, we examine the economic implications of weight loss through its 

causal link to diabetes. These relationships are discussed in Section 4.3f. 

 

4.7a Health Condition Epidemiological Parameters  

For the two health conditions currently modeled  (obesity and diabetes), WSIPPõs model begins by analyzing the 

epidemiology of each health condition  to produce estimates of the current 12-month prevalence. An estimate of the 

current prevalence of each disorder is central to the benefit-cost model because, for dichotomously measured outcomes, it 

becomes the òbase rateó to which program or policy effect sizes are applied to calculate the change in the number of 

avoided mental health òunitsó caused by the program, over the lifetime following treatment. 

 

The methods used to compute the current prevalence of health conditions are the same as those used to compute the 

current prevalence of alcohol, tobacco, and other drugs (ATOD) disorders; please see Section 4.5b for formulas and detailed 

descriptions.  

 

Four parameters enter the model to enable an estimate of the current prevalence of each health condition, from age one  to 

age 100: 

V Lifetime prevalence: the percentage of the population that has a specific health condition at some point during 

their lifetime ; 

V Age of onset: the age of onset of the specific health condition ; 

V Persistence: the persistence of the specific health condition , given onset; and 

V Death (survival): the probability of death by age, after the age of treatment by a program.  

 

Exhibit 4.7.1 displays the current parameters in WSIPPõs model for the first three epidemiological factors, along with sources 

and notes. The death probability information is described later in this section.  

 

In Exhibit 4.7.2, we provide parameter estimates for computing prevalence of diabetes and obesity for each age. Estimates 

for diabetes were derived from a variety of sources, described in the notes to Exhibit 4.7.1. Estimates for obesity were 

obtained using the NLSYñNational Longitudinal Survey of Youth.
124

 The NLSY included two cohorts of survey respondents. 

The 1979 cohort was made up of young women and men (ages 14-22) who were born between 1957 and 1964.
125

 

Individuals from this cohort were surveyed annually between 1979 and 1994 and on a biennial basis after 1994. At the latest 

interview (2012), survey respondents were over 50 years old. The 1997 cohort included respondents who were born 

between 1980 and 1984 and were ages 12-17 when first interviewed in 1997. The 1997 cohort has been surveyed annually 

in 15 rounds; the latest interviews took place in 2011-12, when respondents were approximately 32 years old.  

 

In each NLSY interview, the physical characteristics of the respondent were recorded, such as height and weight. We 

calculated a Body Mass Index (BMI) figure for each individual using the formula: weight (lb) / [height (in)]
2
 x 703. To 

determine standardized BMI scores for children and adolescents age 20 or younger, we utilized 2000 Centers for Disease 

Control (CDC) growth charts.
126

 Based on CDC classifications, youth with an age-adjusted BMI over the 85
th

 percentile were 

considered overweight while those above the 95
th

 percentile were classified as obese. For adults, a BMI above 25 was 

categorized as overweight and obese was defined as a BMI score above 30. 
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Exhibit 4.7.1 

Input Parameters for the Epidemiology of Health Conditions 

 Type 2 diabetes  Obesity  

Percentage of popula tion with condition at any point in 

lifetime  
37%

1
 58.4%

2
 

Percentage of at-risk (pre-diabetic/overweight) 

population with condition at any point in lifetime  
70%

3
 84.1%

4
 

Age of onset   

Type of distribution  Beta-general
5
  Beta-general 

Parameter 1    4.007   6.0533 

Parameter 2  2.5662   1.7113 

Parameter 3 17.953  -35.762 

Parameter 4 83.205   57.202 

Persistence of DSM disorder, given onset   

Type of distribution  Static
7
 Logarithmic

8
 

Parameter 1 1.0 0.9834 

Parameter 2 n/a -0.215 

Parameter 3 n/a n/a 

Parameter 4 n/a n/a 
   



  

Notes: 
1 
Preston, S., Fishman, E., & Stokes, A. (2014). Lifetime probability of developing diabetes in the United States. University of Pennsylvania 

Population Studies Center, PSC Working Paper Series, WPS 14-4. The estimate for the lifetime probability of developing diabetes is for 

the 1940-49 birth cohort taken from Table 1.  
2 
Among the 1979 NLSY cohort, 17.8% had become obese at some point prior to age 32, and 39.0% reached obesity prior to age 54. 

The incidence of obesity increased considerably among the more recent 1997 NLSY cohort. By age 32, 37.2% of this cohort had 

become obese at some point in their lifetime. We conservatively estimated that an additional 21.2% (39.0% - 17.8% = 21.2%) of the 

1997 cohort would become obese by age 54 to derive our lifetime prevalence of 58.4%.  
3 
Recent studies suggest that 70% of individuals with prediabetes eventually develop the disease. See: Tabak A., Herder C., Rathmann 

W., Brunner, E., & Kivimaki, M. (2012). Prediabetes: a high-risk state for diabetes development. The Lancet, 379, 2279-2290; Perreault, 

L., Pan, Q., Mather, K., Waston, K., Hamman, R., & Kahn, S., (2012). Effect of regression from prediabetes to normal glucose regulation 

on long -term reduction in diabetes risk: results from the Diabetes Prevention Program Outcomes Study. The Lancet, 379, 2243-2251; 

and Gillett, M., Royle, M., Snaith, A., Scotland, G., Poobalan, A., Imamura, M., Black, C., Boroujerdi, M., Jick, S., Wyness, L., McNamee, P., 

Brennan, A., & Waugh, N. (2012). Non-pharmacological interventions to reduce the risk of diabetes in people with impaired glucose 

regulation: a systematic review and economic evaluation. Health Technology Assessment, 16(33), ISSN 1366-5278. 
4 
For youth who began the survey overweight in the 1997 NLSY, 84.1% became obese at some point prior to age 32. By comparison, 

only 60.4% of overweight individuals in the 1979 NLSY cohort became obese by age 32 and 82% of overweight individuals were obese 

by age 54. We retained our original estimate (84.1%) because we were not able to evaluate the obesity trajectory for overweight 

individuals in the 1997 cohort using historical trends. 
5 
Using @Risk software, we fit a probability density function to the estimates of annual diabetes incidence by age group (with no 

differential mortality), presented in Appendix 5 of Fishman, E.I., Stokes, A., & Preston, S.H. (2014). The dynamics of diabetes among 

birth cohorts in the U.S. Diabetes Care, 37(4), 1052-1059. 
6 
We combined data from two sources: Cunningham, S.A., Venkat, N.K.M., & Kramer, M.R. (2014). Incidence of childhood obesity in the 

United States. New England Journal of Medicine, 370(5), 403-411, and the National Longitudinal Survey of Youth. We recorded annual 

hazard rates of becoming obese for those who were normal weight at baseline, then created a cumulative distribution and normalized 

that distribution to 1. We then used @Risk software to fit a probability density function to the cumulative distribution.  
7 
We assume no remission from diabetes; this assumption is supported by Karter, A.J., Nundy, S., Parker, M.M., Moffet, H.H., & Huang, 

E.S. (2014). Incidence of remission in adults with type 2 diabetes: The diabetes & aging study Diabetes Care, 37(12), 3188-3195. The 

authors analyzed longitudinal data from over 120,000 Type-2 diabetic members of a health care system and found that only six 

maintained remission from diabetes for five years or more, indicating essentially zero recovery from diabetes. 
8 
Persistence estimates for obesity are generated from cox proportional hazards models that predict obesity duration at given age 

ranges. Our final models examine obesity over a nearly thirty-year period starting at age 20. The cohort that entered the National 

Longitudinal Survey of Youth (NLSY) in 1979 provides the most complete history for obesity patterns and forms the starting point for 

the analysis. In recent years, however, rates of obesity have increased substantially among younger adults. To account for the 

prevalence of obesity in more recent cohorts, we plotted known persistence curves for the youth entering the NLSY in 1997. Then, we 

generated predicted obesity duration estimates assuming this cohort followed a similar trajectory as the older (1979) cohort in later 

years. Estimated persistence probabilities are calculated at each year of age using the òbaselineó option in the proportional hazards 

regression (PHREG) procedure available in SAS 9.4. 



4.7b Deaths Attributable to Health Conditions  

WSIPPõs health conditions  model computes mortality -related lost earnings and the value of a statistical life. These mortality 

estimates require estimates of the probability of dying from a health disorder.  

 

Diabetes. To estimate the proportion of deaths caused by diabetes, we relied on the work of Saydah et al. (2002)
127

 The 

authors used data from the Second National Health and Nutrition Examination Survey (NHANES II) including its mortality 

component. The authors estimated a population attributable risk of death (for participants with diagnosed and 

undiagnosed diabetes, aged 30 to 74 at baseline) of 5.1%. We apply this diabetes-attributable death probability to all 

deaths in Washington. 

 

Obesity. We used two rigorous studies to estimate the relative risk of death in obese individuals compared to those of 

normal weight.
128

 Both studies controlled for smoking, a potential confounder, and underlying disease, a potential source of 

reverse causation. Calle et al. (1999) analyzed the mortality rates in a prospective cohort of 457,785 men and 588,369 

women over 45 years old who were followed for 14 years. Using data from the NHANES, Calle et al. (2005) analyzed data on 

the mortality rate in 317,875 men and women over 20 years. We computed a weighted average of the results from these 

two studies and found a relative risk of death 1.5 times higher in individuals with a BMI over 30 kg/m
2 
compared to 

individuals with a BMI of 23.5-24.9 kg/m
2
. 

 

For each type of health condition , the death data are used to compute the probability of dying from the disorder in the 

general population . We divide by the number of years in each age group to compute the annual probability of dying from 

the health condition among the general population.  The value of the death is monetized with the value of a statistical life 

described in Section 4.1d. 

 

τȢχȢρ   ὈὭὥὦὈὙ

ὈὭὥὦὈ
ὖέὴ

ὣὩὥὶί
 

 

4.7c Human Capital Outcomes Affecting Labor Market Earnings via Health Condition Morbidity and Mortality  

The WSIPP model computes lost labor market earnings as a result of health morbidity and mortality when there is evidence 

that the linkage is causal. The procedures begin by estimating the labor market earnings of an average person with a 

current health condition (like diabetes or obesity). As described in Section 4.2, WSIPPõs model uses national earnings data 

from the U.S. Census Bureauõs Current Population Survey (CPS). The CPS data used in this analysis represent the average 

earnings of all people, both workers and non-workers at each age.  
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Exhibit 4.7.2 

Labor Market Earnings Parameters for Health Morbidity  

  
 

Type 2 

diabetes : 

Age 50+  

Obesity  

Gain in labor market earnings for never 

used vs. current disordered users, 

probability density distribution parameters  

Distribution type  Normal Normal 

Mean 1.19125 1.06643 

Standard deviation  0.05387 0.04109 

Gain in labor market earnings for former 

users vs. current disordered users, 

probability density distribution parameters  

Distribution type  Normal Normal 

Mean 1.19125 1.06643 

Standard deviation 0.05387 0.04109 

 

Using the same methods as for mental health, for each person at each age, total CPS earnings can be viewed as a weighted 

sum of people who have never had a specific health condition, plus those that are currently in the condition, plus those that  

were formerly, but not curre ntly in the condition (recovered). From the CPS data on total earnings for all people, the 

earnings of individuals with a current health condition, at each age, y, is computed with this equation:  

 

τȢχȢς   Ὁὥὶὲὅ
ὓέὨὉὥὶὲὖέὴ

ρ ὉὥὶὲὋὔρ ὅὖ В ὕ ὒὝὖ ὅὖ ρ ὉὥὶὲὋὊВ ὕ ὒὝὖ ὅὖ ὅὖ

 

 

The numerator in the above equation contains the selected earnings population as described in Section 4.1. uses our 

modified CPS earnings as described in Section 4.1 and shown in Equation 4.2.2. This will typically be ModEarnAll, or the 

average compensation of the population in Washington  

 

The denominator in Equation 4.7.6 uses the epidemiological variables described above: age of onset probabilities, Oy, 

lifetime prevalence rates, LTP, and current 12-month prevalence rates, CPy, at each age.  

 

The denominator also includes two variables on the earnings gain of people who have never had the health condition 

compared to those who currently have that condition , EarnGN, and the earnings gain of people who have recovered from 

the condition compared to those who currently have that condition , EarnGF. These two central relationships measure the 

effect of a health condition on labor market success (as measured by earnings). These relationships are derived from meta-

analytic reviews of the relevant research literature as listed in Appendix II.  

 

For health conditions, just as for mental health disorders and ATOD, we meta-analyzed two sets of research studies. One set 

examines the relationship between health conditions and employment rates, and the second examines the relationship 

between health conditions and earnings, conditional on being employed. The Appendix displays the results of our meta-

analysis of these two bodies of research for health conditions. Our meta-analytic procedures are described in Section 2.1. 

 

For a health condition , from these two findingsñthe effect of a condition  on employment, and the effect of a condition  on 

the earnings of those employedñwe then combine the results to estimate the relationship between a health condition  and 

average earnings of all people (workers and non-workers combined). To do this, we use the effect sizes and standard errors 

from the meta -analyses on the employment and earnings of workers. We use CPS earnings over the last business cycle for 

average earnings of those with earnings and the standard deviation in those earnings and the proportion o f the CPS 

sample with earnings as shown in Section 4.2d. We then compute the mean change in earnings for all people by computing 

the change in the probability of earnings and the drop in earnings for those with earnings. The ratio of total earnings (for 

both workers and non-workers) for individuals without the health condition  to those with the condition  is then computed.  

 

This mean effect, however, is estimated with error as measured by the standard errors in the meta-analytic results reported 

above. Therefore, we use @RISK distribution fitting software to model the joint effec ts of a health condition on the mean 

ratio, given the errors in the two key effect size parameters. The distribution with the best fit (criterion: lowe st root -mean-

squared error) is chosen. The distribution parameters are entered in the model  as shown in Exhibit 4.7.2. In the Monte Carlo 

analysis, we randomly draw probabilities as seeds for the modeled distribution. Since the body of evidence we reviewed in 

the meta-analysis did not allow separation of the effects into 1) people who never had the condition vs. those who 



currently have the condition  and 2) people who have recovered from the condition vs. those who currently have the 

condition , we enter the same normal parameters for both the EarnGN and the EarnGF variables.  

 

The present value of the change in morbidity-related earnings for a prevention program that produces a change in the 

probability of a current health condition  is given by: 

 

τȢχȢσ   ὖὠЎὉὥὶὲ
ЎὌ ρ В ὕ ὉὥὶὲὋὔὉὥὶὲὅ ЎὌ ρ ρ В ὕ ὉὥὶὲὋὊὉὥὶὲὅ

ρ ὈὭί
 

 

Where Hy is the change in health condition probability; O are the annual onset probabilities; EarnGN is the earnings gain 

of people who never had the condition  compared to people currently in the condition ; EarnGF is the earnings gain of 

people who used to have the condition  compared to those who currently have the condition ; Dis is the discount rate; and 

tage is the treatment age of the person in the program . Since a prevention program may serve people without a condition  

and with a condition , the above model weights that probability by the age of onset probabilitie s. 

 

The present value of the change in the morbidity-related earnings for a treatment program that produces a change in the 

probability of people with a current health condition  is given by: 

 

τȢχȢτ   ὖὠЎὉὥὶὲ
ЎὌ ὉὥὶὲὋὊὉὥὶὲὅ

ρ ὈὭί
 

 

This model for a treatment program is simpler than that for a prevention program because, by definition, a treatment program  

only attempts to turn people with a current condition  into people who have recovered from that condition.  

 

We also model the change in expected labor market earnings due to mortality. The present value of future labor market earnings at 

each age is multiplied by the decrease in the probability that a person dies as the result of the d isorder given that they have the 

disorder at that particular age. 

 

4.7d Medical Costs for Specific Health Conditions .  

Exhibit 4.7.3 displays WSIPPõs estimates for the total annual medical costs of diabetes and obesity, above and beyond what 

is observed in the general population of non -diabetic and non-obese individuals. Sources and methods for these estimates 

are described below. 

 

 

 

For health conditions like diabetes and obesity, WSIPPõs approach to benefit-cost analysis models the incremental costs 

incurred (or avoided) with the inception (or reduction) of particular health care conditions. The cost of illness includ es those 

expenditures directly associated with a condition as well as indirect costs that may be attributed to the presence of an 

underlying disease or disorder. Patients with certain health conditions (such as arthritis or bronchitis), for example, may 

experience chronic pain. However, expenses associated with pain treatment may be related to multiple underlying 

conditions. 

 

Exhibit 4.7.3 

Input Parameters for the Incremental Medical Costs of Health Conditions 

 

 

 

 Type 2 diabetes  Obesity  

Annual incr emental cost of disorder  $2,418 $290 

Standard error on annual cost  $344.85 $26.13 

Year of dollars 2012 2014 

Age at which cost was measured 47 18 

Additional cost per year of life beyond measurement 

age 

$29.47 $51.55 

Standard error on additional cost $6.27 $4.64 



To estimate the total health care costs related to a condition, we follow the approach of Glick et al. (2007) and estimate a 

two-part model. The details of this approach are presented in Section 4.6f. In short, the first part of the model accounts for 

the probability of having any health care expenditure among those diagnosed with a particular condition. The second stage 

models actual health care costs for those reporting expenditures. The adjusted estimates provide a realistic indication of the 

costs of a given condition, after accounting for utilization and other relevant factors.  

 

Unless otherwise stated, the cost of illness models are based on public data available in the federal Medical Expenditure 

Panel Survey (MEPS). Additional information about MEPS is provided at the beginning of Section 4.7. The sections below 

discuss the condition-specific models and note any differences in our approach for each analysis. 

 

Estimates for Diabetes . Diabetes represents one of the fastest growing health conditions in the U.S. In 2012, over 22.3 

million Americans were diagnosed with diabetes (7% of the U.S. population) compared with 17.5 million repo rted diabetics 

in 2007. According to the American Diabetes Association, total economic costs associated with diabetes exceeded $245 

billion in 2012 and age-adjusted health care costs for diabetics were 2.3 times higher than costs for non-diabetics.
129

 We 

uti lized the 2012 MEPS household survey to identify individuals with a diabetes diagnosis and determine diabetes-related 

expenditures. Diabetes is listed as one of the òpriority conditionsó in the MEPS questionnaireñeach person (age 18 or 

older) is asked if they were ever told by a doctor or health professional that they have diabetes. 

 

Adults that self-reported a diagnosis of diabetes were provided a supplementary questionnaire called the Diabetes Care 

Survey (DCS). The DCS asked a series of questions about the respondentõs diabetes, including age of onset, related 

symptoms (i.e., vision problems), use of insulin, and other diabetes management strategies.
130

 In a small number of cases, 

the initial self-reported diabetes diagnosis is ruled out. Based on information provided in the 2012 DCS, we determined that 

8.2% of all adults had a diagnosis of diabetes. Exhibit A.III.10 shows the results for our two -part model of health care 

expenses related to diabetes. After accounting for the effects of gender, age, race/ethnicity, and presence of other chronic 

health conditions, we estimate the annual health care expenses associated a 47-year-old with diabetes was $2,418 (95% C.I. 

$1,741-$3,184). Using these model results, we applied an age-based escalator which adjusted this base cost by $29 for each 

year of age to account for differences in health care costs among younger/older diabetics. 

 

Estimates for Obesity . We were unable to estimate the incremental annual health care costs for obese versus non-obese 

adults from the MEPS dataset. Instead, we computed a weighted average of annual cost estimates from seven high-quality 

studies.
131

 Average annual medical costs are estimated to be $290 (in 2014 dollars) higher for obese adults at age 18, 

compared to non -obese adults. These studies estimate the relationship between body mass index (BMI) and medical costs, 

controlling for gender, race, education, age, census region, household income, smoking status, and insurance status. More 

recent studies use instrumental variable estimation to account for the potential endogeneity  of BMI. The effect of obesity 

on medical costs increases with age. The model allows for this by using the age profile of obesity-related costs estimated 

by An (2015). Using data from An, we estimated that after age 18, the average annual costs of obesity increased by an 

additional $52 per year of age. We also derived a coefficient of variation from Anõs findings and applied that to both the 

baseline annual cost at age 18 and the incremental cost by year of age to model the error in these estimates.  

 

Estimates for Diabetes Costs for Nursing Home Residents . Unfortunately, MEPS survey respondents do not include 

adults living in institutional fac ilities, such as nursing homes. According to the U.S. Department of Health and Human 

Services (DHHS), 5.4% of the population age 75 or older lived in a nursing home in 2013. Given that the prevalence of 
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diagnosed diabetes among this age group (75+) was approximately 23%, it is important to capture health -related costs for 

those living in skilled nursing facilities as well.
 132

 

 

Exhibit 4.7.4 displays the assumptions and estimated annual costs we use when computing nursing home costs. 

 

                                                                 Exhibit 4.7.4 

                       Input Parameters for the Incremental Medical Costs of Health Conditions 

 

 

 

  For nursing home 

residents  

Annual cost of nursing home  $92,345 

High annual cost  $132,053 

Low annual cost $36,938 

Year of dollars 2014 

Base rate of general population (age 75+) living in nursing home  5.4% 

Age to begin costs 75 

 

We obtained annual per-resident nursing home expenditures using the 2014 Genworth Cost of Care Survey for Washington 

State.
133

 According to this survey, the median intermediate cost for a semi-private room was $253 per day, or $92,345 per 

year (range $36,500-$132,300). Of course, the costs associated with diabetes represent only part of the total care costs in 

these facilities. We examined available research to determine the extent to which a diabetes diagnosis was related to 

nursing home admission. (See Exhibits A.I.1 to A.I.3 for a summary of the link between diabetes and nursing home 

utilization later in life.) The model attributes a portion of nursing home admission costs to diabetes incidence.  

 

The estimates of health care expenditures obtained using MEPS data are apportioned according to the primary payer. That 

is, costs are allocated to those borne by individuals, public payers (federal and state government), and private insurers. 

Since nursing home expenditures were not available in MEPS, we examined payments using the National Nursing Home 

Survey (NNHS).
134

 The NNHS is a nationally representative survey of 13,507 residents in 1,174 facilities that was last 

conducted in 2004. This step was important because one-third (33.7%) of nursing home costs are paid by individuals, 

compared to 11% for individuals living in the community. State -related Medicaid payments are also proportionally higher 

for nursing home residents compared to community -dwelling seniors (25.8% vs. 2.6%).
135

 These payer by source numbers 

are presented in Exhibit 4.7.5. 

 

Exhibit 4.7.5 

Proportion of Obesity and Diabetes Health Care Costs by Source 

 Total cost by perspective  Taxpayer cost by payer  

 Participant  Taxpayer  Other  State Local Federal  

Obesity: Under age 65
^
 12.77% 28.24% 58.98% 28.20% 0.00% 71.80% 

Obesity: Age 65 and over
^
 12.67% 70.02% 17.31% 2.49% 0.00% 97.51% 

Diabetes: Under age 65
^
 11.53% 39.21% 49.26% 21.88% 0.00% 78.12% 

Diabetes: Age 65 and over
^
 11.37% 73.02% 15.61% 3.53% 0.00% 96.47% 

Nursing home
#
 33.71% 62.38% 3.91% 41.42% 0.00% 58.58% 

Notes: 
^
 WSIPP calculation from 2013 Medical Expenditure Panel Survey data. 

# 
Cost by perspective calculated from the National Nursing Home Survey 2004.  
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4.7e Linkages: Health Outcome s to Other Outcomes  

WSIPPõs benefit-cost model monetizes improvements in health outcomes, in part, with linkages between health conditions 

other outcomes to which a monetary value can be estimated. The parameters for these linkages are obtained by a meta-

analytic review of relevant research literature. For example, we estimate the relationship between diabetes and entering a 

nursing home by meta-analyzing the most credible studies that have addressed this topic. The meta-analytic process 

provides both an expected value effect given the weight of the evidence, and an estimate of the error of the estimated 

effect. For each analysis, both the expected effect size and the estimated error are entered into the benefit -cost model and 

used when performing a Monte Carlo simulation. The linkages in the current WSIPP model are listed in the Appendix.  
 

 

4.8 Valuation of K ð12 Education Outcomes  

 

In valuing most Kð12 education outcomes (i.e., standardized test scores, high school graduation), we use a human capital 

approach, as described in Section 4.2. This section describes the inputs (Section 4.8a) and computational procedures (the 

subsequent sections) we use to monetize those outcomes, as well as the methods for valuing two other outcomes of Kð12 

education frequently m easured in the program evaluation literature: the use of special education and grade retention. 

 

4.8a Education Parameters  

Evaluations of education and other programs or policies often assess outcome measures such as student test scores,  

graduation rates, special education, or grade retention. WSIPPõs benefit-cost model includes a number of education-related 

parameters used to compute estimates of the benefits of these education outcomes. The inputs entered into the model are 

shown in Exhibit 4.8.1. This section lists the individual inputs and their data sources. 

 

Exhibit 4.8.1 

General Kð12 Education Parameters 

  

All 

students  

Low-

income 

students  

State high school graduation rate 
 

0.781 0.680 

Cost of a year of education (2017 dollars) for a student in regu lar education 
 

$9,585 $11,299 

Cost of a year of education (2017 dollars) for a student in special education  
 

$20,571 $22,285 

Percentage of students using special education 
 

0.141 0.198 

Average numbers of years in special education, for those who receive it 
 

9.86 10.20 

Average age of first entry into special education 
 

6.20 6.50 

Percentage of students retained for at least one year 
 

0.108 0.119 

Average number of years retained, for those retained 
 

1 1 

Multiplier for human capital economic externaliti es of education 

Max 0.42 0.42 

Mode 0.37 0.37 

Min 0.125 0.125 

Gain in earnings for a 1SD increase in test scores 

Mean 0.0978 0.0978 

SE 0.0313 0.0313 

   

Gain in high school graduation probability from a 1 SD increase in test 

scores 

Mean 0.079 0.117 

SE 0.001 0.002 

 

  



The High School Graduation Rate . The model contains a user-supplied parameter of the high school graduation rate . 

WSIPPõs entry is Washington Stateõs most recently published òon-timeó graduation rate as published by the Office of 

Superintendent of Public Instruction (OSPI).
136

 The on-time rate is defined as the percentage of public school students who 

graduate from high school within four years. We record OSPIõs rate for all students and low-income students.
137

 In addition, 

WSIPP uses a lower predicted high school graduation rate for the juvenile offender population.
138

 When the benefit -cost 

model is run, the baseline high school graduation rate is used in conjunction with effect sizes from programs that measure 

changes in the dichotomously measured high school graduation rate.  

 

Costs of Regular Kð12 Education. The model requires an estimate of the marginal cost of a year of Kð12 education and 

the year in which these dollars are denominated.
139

 The cost of Kð12 education for a low-income student is calculated by 

adding the per low -income student amount calculated from the compensatory education expenditures category.  

 

Special Education Parameters.  The model can also calculate the value of two other Kð12 educational outcomes: years of 

special education and grade retention. For special education, the information is entered for the cost of a year of special 

education and the year in which the special education costs per year are denominated.
140

 The model also contains a user-

supplied parameter of the percentage of students in special education. WSIPPõs entry is the percentage of Washington 

State students in special education in 2017ð18 (14.1%).
141

 WSIPP calculates the rate at which low-income students receive 

special education using information provided by Washington State.
142

 We also estimate the average number of years that 

special education is used, conditional on entering special education. The user also enters the age when special education is 

first used.
143
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 Office of Superintendent of Public Instruction. (2015). Graduation and Dropout Statistics Annual Report: Appendix A. Olympia, WA. 
137

 Low-income students are those eligible for free or reduced-price meals in the National School Lunch Program and School Breakfast 

Program. Students in households with income up to 130% of federal poverty guidelines are eligible for free meals. Students in households 

up to  185% of federal poverty guidelines are eligible for reduced-price meals.  
138

 The high school graduation rate for juvenile offenders is calculated as the simple average of a lower and upper bound. For the lower 

bound, we use a number reported by the Department of Social and Health Services in 2012; they estimate that 9% of students served by 

the Juvenile Rehabilitation in 9
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 grade in the 2005/2006 school year graduated from high school on time (Coker et al. (2012). High School 

Outcomes for DSHS-Served Youth. Olympia, WA. For the upper bound, we use a number from a 2014 report by the United States Office of 

Juvenile Justice and Delinquency Prevention that used American Community Survey data to calculate a status drop-out rate of 40% for 

institutionalized 16 -to-24 year-olds (suggesting a graduation rate of 60%); Sickmund, Melissa, and Puzzanchera, Charles (eds.). 2014. 

Juvenile Offenders and Victims: 2014 National Report. Pittsburgh, PA: National Center for Juvenile Justice. These numbers are in line with 

numbers calculated from Table 4 of the December 2016 Juvenile Justice Standardized Report Education and Workforce Outcomes of 

Juvenile Justice Participants in Washington State authored by the Education Research & Data Center at the Office of Financial Management.  
139

 The cost of regular education estimate is from Office of Superintendent of Public Instruction. (2017). 2016-2017 Financial reporting 

summary: Washington State School Districts, Charter, Tribal Schools, and Educational Service Districts. Olympia, WA: Dawn-Fisher, Lisa, Table.  
140

 The total cost for one year of special education represents the cost of one year of regular education per student from all sources (state, 

federal, and local), plus the state allocation for each special education student. The special education allocation estimate is from Office of 

Superintendent of Public Instruction. (2016). Financial reporting summary: Washington State School Districts and Educational Service 

Districts (Fiscal Year September 1, 2014ðAugust 31, 2015). 
141

 Office of Superintendent of Public Instruction. Washington State Report Card.  
142 

Information from S. Grummick, OSPI (personal communication, September 6, 2018). 
143

 The average number of years of special education is from S. Grummick, OSPI (personal communication, September 6, 2018). The 

average age of first entry in special education is developed from information  from L. Diao (personal communication , September 26, 2018). 
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The Percentage of Students Retained in a G rade Level . The model contains a user-supplied parameter of the percentage 

of students held back at least one year of school in Kð12. Grade retention estimates are based on data provided by 

Washingtonõs Office of Superintendent of Public Instruction (OSPI). OSPI provided information on the retention rates for 

students enrolled in all grade levels from 2011-2019. Our low income student estimate is based on the retention data 

provided for receiving free- or reduced-price lunch students.  

 

The estimate for the òaverage number of years retained, for those retainedó reflects the average number of years retained 

for all students, rounded to the closest year.
144 

We estimate that students will only be retained for a single year. Since their 

data did not follow any cohort through the duration of their academic career, the estimate for the òpercent of student 

retained at least one yearó was calculated from the sum of the average probability of being held back in each grade.  

 

Multiplier for Human Capital Economic Externa lities of Education . The model contains minimum, modal, and maximum 

estimates measuring the external economic benefits of education. These values are shown in Exhibit 4.8.1. There is a fairly 

large economic literature on this topic, summarized in a chapter by McMahon in Brewer (2010).
145

 Analysts have studied the 

degree to which growth in the private returns to human capital produce s spillover economic gains to the rest of an 

economy. The low value we use is the estimate contained in Acemoglu & Angrist (2000).
146

 The modal value is the estimate 

used in Belfield, Hollands, and Levin (2011).
147

 The high parameter is contained in Bretton (2010).
148

 In the model, a Monte 

Carlo draw is taken from a triangular probability density distribution with these three bounding par ameters. The parameter 

is expressed as a multiple of the private economic return to education. For example, if the private return for a year of 

education is 0.10 and a modal external economic return parameter is 0.37, then the model monetizes the external economic 

benefits as 0.10 X 0.37 = 0.037 and this value is, in turn, multiplied by the valuation of the education-attributed difference in 

private earnings. 

 

Fiscal Sources for Regular and Special Education Expenditures. As noted, the model allows users to input the 

proportion of education funding from state, local, and federal sources. While the model allows the user to enter separate 

values for the fiscal sources for regular- and low-income students, for Washington we enter the same figures for both. 

Washington State sources are described in Exhibit 4.8.2. 

 

Exhibit 4.8.2 

Proportion of Marginal Education Costs by Source 

 State Local Federal 

Regular education
^
 0.7166 0.2115 0.0719 

Special education
#
 0.8668 0.000 0.1332 

Notes: 
^  

Washington State Office of the Superintendent of Public Instruction, 2016-2017 Financial Reporting Summary, Table 3. 
#
 Washington State Office of the Superintendent of Public Instruction , Statewide Average Financial Tables and Charts for school year 

2014-2015, general fund expenditures by program. 
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th
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4.8b Linkages: Education  

WSIPPõs benefit -cost model monetizes improvements in educational outcomes, in part, with linkages between each 

educational outcome and other outcomes to which a monetary value can be estimated. The parameters for these linkages 

are obtained by a meta-analytic review of relevant research literature. For example, we estimate the relationship between 

high school graduation and crime by meta-analyzing the most credible studies that have addressed this topic. The meta-

analytic process provides both an expected value effect given the weight of the evidence and an estimate of the error of 

the estimated effect. Both the expected effect size and the estimated error are entered into the benefit -cost model and 

used when performing a Monte Carlo simulation.  The linkages in the current WSIPP model are listed in the Appendix. In 

addition, several relationships are modeled using the methods described below. 

 

The Relationship Between Gain s in Test Scores and the High School Graduation Rate . In many outcome evaluations of 

education programs, the only measure of effectiveness is student performance on standardized tests. In the WSIPP benefit-

cost approach, however, we also model the likelihood of high school graduation , where possible. Using Washington State 

data, we were able to estimate the increased likelihood of high school graduation, given improvement in standardized test 

scores. This additional analysis allows us to predict the impact of a program on high school graduation when evaluations of 

that program have only measured standardized test score performance. High school graduation, of course, is a marker for 

other student skills than just test scores, but performance on test scores is correlated with graduation. 

 

We estimate the relationship between standardized test scores and high school graduation using longitudinal, student -level 

assessment and enrollment data for Washington State. These data include math and reading Washington Assessment of 

Student Learning (WASL) scores (in 7
th

, 8
th

, and 10
th

 grades) for two cohorts of stu dents (enrolled in 7
th

 grade during 2004ð-

05 or 2005ð06). These students were expected to graduate in 2010 or 2011. 

 

Three sets of models were run to examine the effects of: 1) changes in test scores between 7
th

 and 8
th

 grade; 2) changes in 

scores between 8
th

 and 10
th

 grades; and 3) test retake scores in 11
th

 grade.
149

 These models produced roughly comparable 

estimates for the effect of assessment scores on graduation. The models that focus on 8
th

- and 10
th

-grade scores have the 

most observations, and we used these results for inputs to the benefit-cost model. 

 

We ran linear probability models to estimate the effect of 10
th

-grade test scores on graduation status, controlling for 8
th

-

grade test scores and other observed student characteristics.
150

 The models did not fully control for unobserved student 

characteristics, and the extent to which estimates reflect cause-and-effect remains, to a degree, uncertain. For the analysis, 

the assessment scores were converted to Z-scores (mean 0, standard deviation 1). The difference in Z-scores between 8
th

 

and 10
th

 grade reflects the change in a studentõs assessment scores. We estimated separate models for math and reading 

test scores. We also estimated separate models for low-income students.
151

 Math estimates were based on observations for 

114,221 students; reading estimates were based on data for 115,557 students. The basic equation estimated is shown 

below. 

 

(4.8.1)   Graduationi = Ŭ + ɓ1æZi + ɓ2æZiĀZ8i + ɓ3Z8i + ŭ'Xi + ɝYeari + ⱦi 

 

Where:  

Graduationi = 1 if student graduates, 0 if not 

æZi =  change in Z scores for student i = Z10i-Z8i 

Z10i =  math (or reading) Z-score for 10
th

 grade for student  i 

Z8i =  math (or reading) Z-score for 8
th

 grade for student  i 

Xi =  a vector of student characteristics (free or reduced-price meal eligibility history, English language status, 

special education status, gender, race/ethnicity) 

Yeari =  indicator for the 10
th

 grade assessment year 
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 Many, but not all, students who did not meet assessment standards in 10
th

 grade retake exams in 11
th

 grade. 
150

 We estimate robust standard errors for the linear probability models. We also estimated logistic regression models and inferences were 

comparable.  
151

 Low-income students are defined as ever having been eligible for free or reduced-price meals. 



Exhibits 4.8.3 and 4.8.4 summarize the estimated effects of math and reading test scores on graduation status. The effects 

are determined by ɓ1 and ɓ2.
152

 ɓ1 is the coefficient for the change in Z-scores. ɓ2 is the coefficient for an interaction term  

that allows the effect of test score growth to vary with the initial (8
th

-grade) score.  

 

Exhibit 4.8.3 

Estimated Effects of Changes in Test Scores on Likelihood of High School Graduation, for All Students 

 Math  Reading  

 Coefficient  Standard error  Coefficient  Standard error  

Zi    0.0961 0.0021 0.0612 0.0015 

ZiŀZ8i -0.0172 0.0017 0.0001 0.0010 

Note: 

The regression models also control for student characteristics and initial year test scores. Robust (to heteroskedasticity) standard errors are 

estimated. 

 

Exhibit 4.8.4 

Estimated Effects of Changes in Test Scores on Likelihood of High School Graduation, for Low-Income Students 

 Math  Reading  

 Coeffic ient  Standard error  Coefficient  Standard error  

ҟZi    0.1337 0.0033   0.0973 0.0026 

ҟZiŀZ8i -0.0046 0.0031 -0.0022 0.0017 

Note: 

The regression models also control for student characteristics and initial year test scores. Robust (to heteroskedasticity) standard errors 

are estimated. 

 

These regression results for math and reading were then averaged to provide the òtest scoreó effect for the benefit-cost 

model, and these averages are entered in the model. The standard errors for the test score averages were calculated by 

running 10,000 Monte Carlo simulations with the test score specific parameters in Exhibits 4.8.3 and 4.8.4. 

 

The Relationship Between Gains in Student Test Scores and Labor Market Earnings . To evaluate outcomes that 

measure gains in student standardized test scores, the model contains a parameter and standard error to measure how a 

one standard deviation gain in test scores relates to a percentage increase in labor market earnings. The standard error for 

this input is used in Monte Carlo simulations (see Chapter 6). For these two parameters, we use regression results from Hall 

& Farkas (2011).
153

 They estimate multi-level models of cognitive ability (measured with standardized test scores) and 

attitudinal/behavioral traits (sometimes called non -cognitive skills) on log wages with data from th e National Longitudinal 

Survey of Youth (NLSY79).
154

 We compute weighted averages from their results for males and females and for White, Black, 

and Latino populations. We use Monte Carlo simulation to estimate a standard error from their constant and slope 

parameters. Their results are useful for the benefit-cost model because the cognitive ability scale they create measures 

several areas (word knowledge, paragraph comprehension, math knowledge, and arithmetic reasoning) often found in the 

program evaluation literature. The results from the Hall & Farkas study are in line, though slightly lower, than those found 

in other studies.
155

 We enter the same parameter for all students and low-income students because, to date, we have not 

found separate estimates for low-income populations. When additional research is conducted, separate estimates can be 

entered for low -income students.  

 

The Relationship Between High School Graduation and Labor Market Earnings.  The model contains two types of 

parameters, both shown in Exhibit 4.8.5, to measure the labor market earnings effect of graduating from high school. The 

two types of parameters model the analytical framework established in a paper by Heckman et al. (2015).
156 

One type of 
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 Heckman et al. (2015). We use ratios of the average treatment effects as reported in Table A63 over the differences above dropouts in 

logged wages from that data used to create table A14 to generate our estimates. The more recent release of the paper Heckman et al. 
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parameter is a high school graduation causal factor, which measures the degree to which the observed difference in 

earnings between types of high school graduates and non-high school graduates is causal. We rely on information from the 

Heckman et al. (2015) analysis to estimate this parameter.
157

 We assume that each causal factor (percentage of the earnings 

difference due to the difference in education) is equal to the ratio of the average treatment effect (ATE) to the percent gai n 

in earnings associated with reaching a particular schooling level (which was calculated using data provided by authors). 

Errors around the estimates are computed using the coefficients of variation calculated from the relative ATEs and the 

standard errors of the ATEs. These values and their errors are derived separately by the highest level of education 

completed. 

 

The second set of estimates measure the sequential probability that high school graduation opens the possibility of an 

individual continuing to obtain some additional college education or completes a college degree. These probabilities were 

calculated from the share of high school graduates with some college or a 4-year degree or higher as reported in the 

American Community Survey 2010-2014 for Washington State. The estimates represent the proportion of those in 

Washington aged 25 and older with some college (no degree or any degree less than a 4-year degree) and those with a 4-

year degree or greater. Numbers for Juvenile Offender population estimated using information from Table 5 of the 

December 2016 Juvenile Justice Standardized Report Education and Workforce Outcomes of Juvenile Justice Participants in 

Washington State authored by the Education Research & Data Center at the Office of Financial Management.
158

 Unlike our 

previous estimates, we were unable to separate on-time high school graduates from those with late completions or GED 

attainment. We further assume that some high school certification is necessary to continue to further levels of education. 

 

Those who continue to college incur the cost of a college education. High school graduation is a pathway to further 

education and the associated costs. WSIPP estimates these costs per year of education, then multiplies these numbers by 

the average number of years that students spend in school to produce the stream of higher education costs for the some 

college and college graduate paths. We describe the calculation in detail in Section 4.8b. 

 

 

4.8c Valuation of Earnings from High School Graduation  

 

Exhibit 4.8.5 

Estimates of the Causal Effect of High School Graduation on Earnings 

  

High school 

graduate (only)  

Some 

college  

4-year 

college 

graduate  

Percentage of high school graduates who go on to each 

level of education 

All students 0.25 0.38 0.37 

Low-income 

students 
0.25 0.38 0.37 

Juvenile 

offenders 
0.57 0.42 0.02 

Percentage of observed earnings gains caused by high 

school graduation 

Mean 0.50 0.56 0.42 

SE 0.17 0.13 0.11 

 

The full equation for the value of a high school education is displayed in Equation 4.8.2. 

 

τȢψȢς   ὉὥὶὲὋὥὭὲὌὛὋ

ὉὥὶὲὌὛὋ ρ ὉίὧὌὛὋ ὊὌὛὋρ ὉίὧὊὌὛὋ ὛὸὥὸὩὃὨὮὌὛὋ

ὄὥίὩὰὭὲὩὉὥὶὲϷὌὛὋ ὉὥὶὲὌὛὋὅὊ ὉὥὶὲὛέάὩὅέὰρ ὉίὧὛέάὩὅέὰ

ὊὛέάὩὅέὰρ ὉίὧὊὛέάὩὅέὰ ὛὸὥὸὩὃὨὮὛέάὩὅέὰὄὥίὩὰὭὲὩὉὥὶὲ
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ρ ὌὅὉὢὝ 
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For each year (y) throughout  a personõs working career, the expected earnings gain from graduating from high school versus 

not graduating from high school,  EarnGainHSG, is the product of:   

a)  The observed earnings of high school graduates in each year, EarnHSGy minus the earnings of a someone who did 

not graduate high school , BaselineEarny, a multiplied by  the percentage of high school graduates who do not pu rsue 

further education,  %HSG, multiplied by  the high school graduation causation factor, EarnHSGCF, multiplied by  one 

plus the relevant real earnings escalation rate for high school graduates (EscHSG), raised to the number of years 

after program participat ion, multiplied by  the fringe benefit rate for high school graduates  (FHSG), multiplied by  

one plus the relevant fringe benefit escalation rate for all people (EscFHSG), raised to the number of years after 

program participation, multiplied by  the ratio of state-to-national earnings for high school graduates (StateAdjHSG); 

plus  

 

b)  The observed earnings of people with some college in each year, EarnSomeColy, multiplied by  the percentage of 

high school graduates who pursue some college, %SomeCol, multiplied  by the some college graduation causation 

factor, SomeColCF, multiplied by  one plus the real earnings escalation rate for those who pursue some college 

(EscSomeCol), raised to the number of years after program participation, multiplied by  the fringe benefi t rate for 

those who pursue some college (FSomeCol), multiplied by  one plus the relevant fringe benefit escalation rate for 

those who pursue some college (EscFSomeCol), raised to the number of years after program participation, multiplied 

by the ratio of state-to-national earnings for those with some college (StateAdjSomeCol); plus  

 

c)  The observed earnings of people with college degrees in each year, Earn4yrDegy, multiplied by  the percentage of 

high school graduates who obtain a 4-year degree, %4yrDeg, multiplied by  the 4-year degree causation factor, 

Earn4yrDegCF, multiplied by  one plus the real earnings escalation rate for those who obtain a 4-year degree 

(Esc4yrDeg), raised to the number of years after program participation, multiplied by  the fringe benefit rate for those 

who obtain a 4-year degree (F4yrDeg), multiplied by  one plus the relevant fringe benefit escalation rate for those 

who obtain a 4-year degree (EscF4yrDeg), raised to the number of years after program participation, multiplied by  

the ratio of state -to-national earnings for those with 4-year degrees (StateAdj4yrDeg); where 

 

d)  The BaselineEarn is the observed earnings of people who do not graduate from high school in each year , 

EarnNHSGy, multiplied by  one plus the real earnings escalation rate of people who do not graduate from high 

school (EscNHSG), raised to the number of years after program participation, multiplied by  the fringe benefit rate of 

people who do not graduate from high school  (FNHSG), multiplied by  one plus the relevant fringe benefit 

escalation rate of people who do not graduate from high school (EscFNHSG), raised to the number of years after 

program participation, multiplied by  the ratio of state -to-national earnings for non-high school graduates 
(StateAdjNHSG);  

  

e)  The product is then multiplied by a factor to apply the Implicit Price Deflator for the base year dollars , IPDbase, 

chosen for the overall benefit-cost analysis relative to the year in which the CPS data are denominated, IPDcps., 

multiplied by  one plus the parameter for economic gain from human capital externalities , HCEXT.
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The gain in the present value of lifetime earnings from high school graduation is then estimated with this equation:  

 

τȢψȢσ  ὖὠὉὥὶὲὋὥὭὲὌὛὋ
ὉὥὶὲὋὥὭὲὌὛὋὟὲὭὸί

ρ ὈὭί
 

 

For each year from the age of the program participant to age 65, the difference in earnings between high school graduates 

and non-high school graduates is multiplied by the increase in the number of high school graduation òunitsó at age 18 (in 

percentage points), Unitshsg, caused by the program or policy. The calculation of the units variable is described in Chapters 2 

and 3. The numerator in the equation is then discounted to the age of the program participant (age) with the discount rate 

(Dis) chosen for the overall benefit-cost analysis.  
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 During full years when students are in college, we do not apply the externality multiplier to their decreased earnings relati ve to non-

college attendees. That is, we do not monetize negative human capital externalities.  



Part of the benefit of the labor market gains from high school graduation comes from a college educati on. We estimate the 

costs of obtaining that education. These calculations are described in Section 4.8c, Estimating the costs of higher education 

and sources of revenue. 

 

4.8e Valuation of Earnings from Increases in K ð12 Standardized Student Test Scores  

For any program under consideration that measures gains in student standardized test scores directly (or via a òlinkedó 

outcome), we use the Current Population Survey (CPS) earnings data, described in Section 4.2, and the other parameters, 

described in Section 4.8a, to estimate the expected gain in life cycle labor market earnings.  

 

First, the present value of lifetime earnings is estimated for all people, measured with the CPS with the following equation, 

where basic CPS earnings are adjusted for long-run real escalation rates and fringe benefit rates and converted into base year 

dollars, as described in Section 4.2. For each year, y, from the age of a program participant, age, to age 65, the modified 

annual CPS earnings as described in Equation 4.2.2, ModEarnAll, are multiplied by  the degree of causation, TSCF, between a 

one standard deviation gain in student test scores and the related percentage increase in labor market earnings, multiplied 

by one plus the parameter for economic gain from human capital ext ernalities, HCEXT. 

 
τȢψȢτ  ὓέὨὉὥὶὲὝὩίὸ

Ὁὥὶὲὃὰὰρ Ὁίὧὃὰὰ Ὂὃὰὰρ ὉίὧὊὃὰὰ ὍὖὈ ὍὖὈϳ ὛὸὥὸὩὃὨὮὃὰὰ
ὝὛὅὊρ ὌὅὉὢὝ 

 

The present value gain in earnings is then estimated. For each year from the age of the program participant to age 65, the 

modified earnings are multiplied by the increase in the number of test score òunitsó (standard deviation test score units) 

caused by the program or policy. The test score units are measured at age 17. The calculation of the units variable is 

described in Chapters 2 and 3. The numerator in the equation is then discounted to the age of the program participant,  

age, with the discount rat e, Dis, chosen for the overall benefit-cost analysis, as given by the following equation:  

 

τȢψȢυ  ὖὠὉὥὶὲὋὥὭὲὝὛ
ὓέὨὉὥὶὲὃὰὰὟὲὭὸί

ρ ὈὭί
 

 

4.8f Valuation of Changes in the Use of K ð12 Special Education and Grade Retention  

The model can also calculate the value of two other Kð12 educational outcomes: years of special education and grade 

retention. The present value cost of a year of special education is estimated by discounting the cost of a year in special 

education, SpecEdCostYear, for the estimated average number of years that special education is used, conditional on 

entering special education, specedyears. These years are assumed to be consecutive. The present value is the age when 

special education is assumed to first be used, start. This sum is further present valued to the age of the youth in a program,  

progage, and the cost is expressed in the dollars used for the overall cost-benefit analysis, IPDbase, relative to the year in 

which the special education costs per year are denominated, IPDspecedcostyear. 
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The present value cost of an extra year of Kð12 education is estimated for those retained for an extra year. This is modeled 

by assuming that the cost of the extra year of Kð12 education, EdCostYear, after adjusting the dollars to be denominated in 

the base year dollars used in the overall analysis, would be borne when the youth is approximately 18 years old. Since there 

is a chance that the youth does not finish hig h school and, therefore, that the cost of this year is never incurred, this 

present-valued sum is multiplied by the probability of high school completion,  Hsgradprob.  
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4.8g Adjustment Factors for Decaying Test Score Effect  Sizes to Age 17  

Many effective education programs increase the standardized test scores of program participants. The magnitude of these 

early gains, however, does not always remain constant over time; researchers have found that test score gains from 

program participation often get smaller (the test scores decay or òfade outó) as years pass after the intervention.
160

   

 

Most of the evaluations of educational interventions we examine in our meta -analyses measure test score performance in 

elementary school. However, the relationships in the economic literature between test scores and labor market earnings are 

based on test scores measured late in high school. Therefore, for use in the benefit-cost model, it is necessary to adjust 

earlier measurements of test scores appropriately to more accurately model the economic benefits resulting from 

improvements in standardized test scores measured in program evaluations. When we include test score effect sizes from 

evaluations of programs which measure scores in their pre-high school years, we apply a multiplicative adjustment to 

account for the average fadeout observed in research. 

  

To estimate the magnitude of this fadeout for test scores measured at different points in time, we focus on research that 

follows children who attended state, district, home school, or model pre-kindergarten education programs  and measure 

those childrenõs scores on standardized tests for some period of time. The follow-up periods for test score measures in the 

59 studies we analyzed varied widely. We conducted meta-analyses of effect sizes from these 59 studies covering four 

periods of time after the early childhood intervention: immediatel y after preschool, kindergartenð2
nd

 grade, 3
rd
ð5

th
 grade, 

and 6
th
ð9

th
 grade (Exhibit 4.8.6). We included both IQ tests and standardized academic tests from specific program 

evaluations and national surveys.  

 

Exhibit 4.8.6 

Meta-Analytic Results at Four Time Periods 

Time of measurement  
Number of 

effect sizes  

Average time 

since the 

beginning of 

preschool 

(years) 

Average effect 

size 
Standard error  

Immediately after preschool 37 1 0.309 0.030 

Kindergarten ð 2
nd

 grade 38 2.9 0.152 0.019 

3
rd 
ð 5

th
 grade 29 5.7 0.097 0.014 

6
th 
ð 9

th
 grade 12 9.4 0.085 0.033 

 

As seen in Exhibit 4.8.6, the average effect size measured immediately after preschool reduces significantly over time. The 

meta-analytic results suggest a non-linear relationship between the effect size and the time since the intervention. We 

tested the quadratic, cubic, logarithmic, and power models to fit a trend line to the data. A power curve provided the best 

combination fit (R
2
=0.98) and a believable pattern of decay (Exhibit 4.8.7). The decrease in effect size by 3

rd
ð5

th
 grade was 

similar to that found by Camilli et al. (2010). We used the power curve model to estimate the effect sizes through 12
th

 

grade. We also modeled the relationship between the effect size and the time since the intervention using meta-regression. 
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 For example, a meta-analysis by Leak et al. (2010) found that early test score gains decreased by at least 54% five or more years after 

the post-test; another meta-analysis by Camilli et al. (2010) estimated that early test score gains fade out by more than 50% by age ten; 

and Goodman & Sianesi (2005) examined fade-out for a single evaluation and found that early test score gains decreased by 30 to 50% per 

follow-up period. Leak, J., Duncan, G., Li, W., Magnuson, K., Schindler, H., & Yoshikawa H. (2010). Is timing everything? How early childhood 

education program impacts vary by starting age, program duration, and time since the end of the program. Paper prepared for presentation 

at the meeting of the Association for Policy Analysis and Management, Boston, MA; Camilli, G., Vargas, S., Ryan, S., & Barnett W.S. (2010). 

Meta-analysis of the effects of early education interventions on cognitive and social development. Teachers College Record, 112(3), 579-

620; and Goodman, A. & Sianesi, B. (2005). Early education and children's outcomes: How long do the impacts last? Fiscal Studies, 26(4), 

513-548.  
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However, various model specifications led to notably different intercepts, thus we opted to use the simpler meta-analytic 

results to model fadeout. We projected these findings out to 12
th

 grade for use in the benefit -cost model. Exhibit 4.8.8 

displays the adjustment factors we use in the benefit-cost model. 

 

Exhibit 4.8.7 

Estimation of Test Score Fadeout: 

Meta-Analytic Results and Power Curve Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

Exhibit 4.8.8 

Fadeout Multipliers for Test Scores:  

Estimates of Effect Size Decay Based on Longitudinal Evaluations of Early Childhood Education 
 

Age at 

measurement  

Grade 

level  

Fadeout:  

Later test score effect size  

as a percentage  of  

pre-K effect size  

Fadeout multiplier:  

Multiply the effect size by the percent  

below  to estimate end -of -high school 

effect  

4 Pre-K 100% 21% 

5 K 66% 31% 

6 1 52% 40% 

7 2 44% 47% 

8 3 38% 54% 

9 4 34% 60% 

10 5 31% 66% 

11 6 29% 72% 

12 7 27% 77% 

13 8 25% 82% 

14 9 24% 87% 

15 10 23% 91% 

16 11 22% 96% 

17 12 21% 100% 
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4.9 Valuation of Higher Education Outcomes  

 

WSIPPõs benefit-cost model estimates the value of achieving certain levels of higher education through a human capital 

approach described in Section 4.2. The benefits of higher education programs come from increasing the probability that 

students obtain an education level with a higher predicted lifetime earnings trajectory than that of a high school graduate. 

The model moderates these gains with the financial costs (tuition, books, etc.) and opportunity costs (forgone earnings) of 

college attendance. We estimate the net benefit of higher education programs in two ways.  

 

Postsecondary Attainment . The postsecondary attainment model captures the value of college enrollment, transfer, 

and/or graduation. We estimate the monetary benefits of higher education programs in this model by first estimating a 

baseline distribution of students in Washington with some college attainment, an associateõs (2-year) degree, and a 

bachelorõs (4-year) degree.
161

 We then predict the change in the baseline distribution of students as a result of program 

participation. We monetize program impacts on one or more of the following outcomes: 2 -year enrollment, 4-year 

enrollment, 2-year degree attainment, and 4-year degree attainment. Because these outcomes are not independent, the 

WSIPP model takes a comprehensive look at the relative distributions of higher education. The process is described in 

Section 4.9a. Section 4.9b describes how the differences in earnings gains due to the distributions are calculated, and 

Section 4.9c covers the calculations used to produce the costs of higher education.  

 

Postsecondary Persistence.  The persistence model captures the value of students returning to (enrolling in) any college in 

the years following initial enrollment. In this way, it can be thought of as a more precise measure of the returns to òsome 

college.ó We estimate the monetary benefits of higher education programs in this model by first estimating a baseline 

percentage of students in Washington who persist to each year at either a two-year or four-year institution.
162

 We then 

predict the change in the probability of persisting as a result of program participation. We mon etize persistence as the 

aggregate of the program impact on one or more of the following: persistence within the first year, persistence to the 

second year, persistence to the third year, persistence to the fourth year,
163

 and persistence to the fifth year.
164

 The process 

is described in Section 4.9c. Section 4.9d describes how the differences in earnings gains due to the distributions are 

calculated, and Section 4.9e covers the calculations used to produce the costs of higher education.  

 

4.9a Determining the Change in the Distribution of Educational Attainment Levels in the Postsecondary Attainment 

Model  

To value postsecondary attainment we examine the lifetime earnings of people with different levels of education. The 

baseline distribution represents the prob ability a high school graduate in Washington will attain a given level of education. 

Changes in enrollment and graduation rates change the probabilities that students achieve higher levels of education. We 

monetize the differences between the baseline distribution of probabilities and the estimated distribution after applying an 

expected effect size from a program or intervention.  

  

Estimating the Baseline Distribution of Educational Attainment Levels. WSIPPõs benefit-cost model includes several 

parameters to model the likelihood that a student enrolls in and completes a degree at a 2 - or 4-year institution. Exhibit 

4.9.1 displays the inputs; individual inputs and their data sources are described below. The diagram in Exhibit 4.9.2 

illustrates the predicted pathways of students in achieving various levels of educational attainment and the resulting 

baseline distribution of educational attainment levels for students in Washington. We also estimate the baseline 

distribution of higher educational attainment for high school students. We added this population because many of the 

higher education programs target Kð12 students, but not all of these students will graduate from high school. We use the 

high school graduation rates reported in  Exhibit 4.9.1 to calculate the college enrollment rate for the high school student 

population by multiplying the college enrollment rate for high school graduates by the high school graduation rate.  
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 We define some college attainment as enrollment in either a 2-year or 4-year institution without obtaining any degree.  
162

 Because the likelihood of persistence and value of an additional year of schooling may differ at two -year versus four-year institutions, 

we monetize persistence for students in two-year institutions and four -year institutions separately. 
163

 Only included in monetization of programs implemented at four -year institutions.  
164

 Ibid.  



Exhibit 4. 9.1 

Distribution of Higher Education Achievement  

 General 

population  

Low-income 

population  

 2-year 

college  

4-year 

college  

2-year 

college  

4-year 

college  

High school students      

Percentage who enroll in college 21.20% 24.88% 18.36% 13.60% 

Of those who enroll, percent who graduate  31.57% 67.79% 29.34% 60.23% 

High school g raduates      

Percentage who enroll in college 27.14% 31.86% 27.00% 20.00% 

Of those who enroll, percent who graduate  31.57% 67.79% 29.34% 60.23% 

2-year college enrollees      

Percentage who graduate from 2-year institution  31.57%  29.34%  

Percentage who transfer to 4-year institution  19.18%  19.18%  

Of those who transfer, percentage who graduate from 4-year 

institution  
56.00%  56.00%  

4-year college enrollees      

Percentage who graduate from 4-year institution   67.79%  60.23% 

 

 

We use data from the State of Washington Education Research & Data Center (ERDC) to estimate the baseline percentage 

of high school graduates enrolling in a 2 -year program, enrolling in a 4-year program, or not enrolling in higher education. 

Calculations are based on the 2014 enrollment percentages in ERDCõs High School Feedback Reports, which measures 

college enrollment in the 12 months following high school graduation.
165

 Estimates for low-income students are based on 

enrollment percentages for students receiving free- or reduced-price lunch. 

 

We estimate the average college graduation and transfer rates using data from the Integrated Postsecondary Education 

Data System (IPEDS) weighted by the number of undergraduates at the college. We calculate the proportion of students 

enrolled at any 4-year institution in Washington (public or private) graduating within six years using data on a cohort of 

students entering college in the 2010-11 academic year. We calculate the proportion of 2-year college enrollees who earn 

an associateõs degree within three years for a cohort of students entering a Washington State 2-year institution in the 2013 -

14 academic year. We also calculate the proportion of students enrolled in a 2-year college who transfer to a 4-year college 

within three years, which we obtain using the same IPEDS data. Estimates for 4-year and 2-year low-income students are 

based on a subset of students who receive the federal Pell Grant, which is a grant for low-income students. We then use 

data from a report from the National Student Clearinghouse Research Center to determine the proportion of transfer 

students that graduate with a bachelorõs degree.
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Exhibit 4.9.2 illustrates a typical Washington high school graduateõs projected educational pathways for the baseline 

distribution . The first panel of the tree illustrates the percentage of high school graduates we estimate enroll in 2-year or 4-

year colleges. The second panel of the tree shows the proportion of students that graduate and/or transfer , conditional on 

their initial enr ollment decision. The final panel of the tree represents the final baseline distribution of high school 

graduates who we estimate obtain some college attainment (2- and 4-year), an associateõs (2-year) degree, or a bachelorõs 

(4-year) degree approximately six years after graduating high school.  
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 We use 2016 as it is the most current enrollment data  at the time of the calculation.  
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 Shapiro, D., Dundar, A., Ziskin, M., Chiang, Y., Chen, J., Harrell, A., & Torres, V. (2013). Baccalaureate attainment: A national view of the 

postsecondary outcomes of students who transfer from two -year to four-year institutions. National Student Clearinghouse Research Center. 

https://erdc.wa.gov/data-dashboards/high-school-feedback-report


Exhibit 4. 9.2 

Higher Education Pathways Example ð All High School Graduates 

 
 

We calculate the degree attainment by multiplying the percent age enrolling by the probability of graduating conditional on 

enrollment . We multiply enrollment by  the percentage not graduating conditional on enrollment to estimate some college 

attainment. When a student can arrive at a final education level through more than one path, we sum the percentage at a 

final education level across all possible paths. For example, to arrive at the percentage of students with a 4-year degree we 

calculate the percentage with a 4-year degree through the direct path as percent age enrolling in a 4-year institution (32%) 

multiplied by  the percentage graduating conditional on enrolling in a 4 -year institution (32% x 69% = 22%). We also 

calculate the percentage graduating with a 4-year degree for those who start at a 2-year institution as the percentage 

enrolling in a 2-year institution , multiplied by  the percentage of 2-year enrollees who transfer to 4-year institutions, 

multiplied by  the percentage of transfer students who graduate (29% x 19% x 56% = 3%). We then calculate the percentage 

of students with a 4-year degree as the sum of these two paths (22% + 3% = 25%). 

 

Estimating the  New Distrib ution of Educational Attainment Levels. Our ultimate goal is to estimate the change in 

educational attainment due to program participation. We allow higher education programs to affect the distribution 

attainment in o ne of four ways. First, a program may change the percentage of high school graduates who attain a 2-year 

or 4-year degree. Second, a program can change the percentage of high school graduates who enroll at 2-year or 4-year 

institutions. Third, for those who are already enrolled at a 2-year or 4-year institution, the program can change the 

percentage of enrolled students who graduate. Finally, a program for 2-year students can change the rates at which they 

transfer to and/or graduate from a 4-year institution. 

 



We apply the effect sizes estimated by each meta-analysis to the affected outcomes to determine the expected change in 

the baseline distribution associated with program participation.
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 For example, suppose that a program meta-analysis finds 

an increase in 4-year college enrollment by five percentage points but studies do not measure changes in college 

enrollment in 2 -year institutions or overall college graduation rates. We would predict that the new rate of 4 -year college 

enrollment from high school w ould be 37% (32% in the baseline distribution plus the five percentage point increase). The 

rate of 2-year college enrollment would remain constant at 29%, the percentage of students with a two -year degree would 

stay at 9%, and the new percentage of students who terminate with a high school degree would decrease by five 

percentage points to 34%. The conditional probabilities on the branches would remain unchanged. The rates of educational 

attainment for student s directly enrolling in 2 -year institutions remain the same (15% obtain some college attainment at a 

2-year institution; 9% receive a 2-year degree; 2% transfer and attain some college attainment at a 4-year institution; and 

3% transfer and attain a 4-year degree, respectively). The percentage of students who attain a 4-year degree after directly 

enrolling in a 4-year institution would increase to 26% (the new 4-year enrollment of 37% x 69%). Finally, the percentage of 

students with some college attainment who enroll directly at a 4-year institution inc reases to 11% (37% x 31%).
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 We 

monetize the change from the baseline to the new distribution as illustrated in Exhibit 4.9.3, which summarizes the above 

example. 

 

Exhibit 4. 9.3 

Hypothetical Change in Educational Attainment Distribution  

  
High school 

gradua te only  

Some college 

attainment  
2-year 

degree  

4-year 

degree  

  2-year 4-year 

Baseline distribution 39% 15% 12% 9% 25% 

New distribution  34% 15% 13% 9% 29% 

Percentage point change 

(Baselineñnew) 
-5 ð +1 ð +4 

 

 

4.9b Estimating Returns to Labor Market Earnings from Changes in Postsecondary Attainment   

To estimate the change in earnings as a result of postsecondary attainment, we begin with the observed earnings streams 

for people with varying levels of educational attainment, modified as described in Section 4.2b and illustrated in Exhibit 

4.2.6. We further adjust our modified earnings streams in three ways: 1) we multiply each stream by a causal factor, 2) we 

remove the earnings during the time that a student is expected to spend earning that degree, and  3) we multiply the 

difference between modified earning streams by an externality multiplier to account for the human capital economic 

externalities of education as introduced in the discussion of the value of high school graduation in Section 4.9c 
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 If the increase in the probability of the affected outcom e(s) is greater than the probability of the lowest educational attainment outcome 

then the probability of all outcomes is divided by the new base rate. For example, if a program predicts that students have a 50% chance of 

enrolling in a 2-year college and a 60% chance of enrolling in a 4-year college, the model assumes that students have a 45.45% chance of 

enrolling in a 2-year college (50/110*100%), a 54.55% chance of enrolling in a 4-year college (60/110*100%), and a 0% chance of having a 

high school degree only. 
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 For programs that measure enrollment and graduation, we estimate the new degree attainment based on the measured changes in 

graduation. Changes in enrollment are used to calculate the new percentage of students that obtain some college.  
























































































































































