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Abstract

Since the first Distributed Denial-of-Service (DDoS) attacks were launched, the
strength of such attacks has been steadily increasing, from a few megabits per
second to well into the terabit/s range. The damage that these attacks cause,
mostly in terms of financial cost, has prompted researchers and operators
alike to investigate and implement mitigation strategies. Examples of such
strategies include local filtering appliances, Border Gateway Protocol (BGP)-
based blackholing and outsourced mitigation in the form of cloud-based DDoS
protection providers.

Some of these strategies are more suited towards high bandwidth DDoS
attacks than others. For example, using a local filtering appliance means that
all the attack traffic will still pass through the owner’s network. This inherently
limits the maximum capacity of such a device to the bandwidth that is available.
BGP Blackholing does not have such limitations, but can, as a side-effect, cause
service disruptions to end-users. A different strategy, that has not attracted
much attention in academia, is based on anycast.

Anycast is a technique that allows operators to replicate their service across
different physical locations, while keeping that service addressable with just
a single IP-address. It relies on the BGP to effectively load balance users. In
practice, it is combined with other mitigation strategies to allow those to scale
up. Operators can use anycast to scale their mitigation capacity horizontally.

Because anycast relies on BGP, and therefore in essence on the Internet it-
self, it can be difficult for network engineers to fine tune this balancing behavior.
In this thesis, we show that that is indeed the case through two different case
studies. In the first, we focus on an anycast service during normal operations,
namely the Google Public Domain Name System (DNS), and show that the
routing within this service is far from optimal, for example in terms of distance
between the client and the server. In the second case study, we observe the
root DNS, while it is under attack, and show that even though in aggregate the
bandwidth available to this service exceeds the attack we observed, clients still
experienced service degradation. This degradation was caused due to the fact
that some sites of the anycast service received a much higher share of traffic
than others.

In order for operators to improve their anycast networks, and optimize it in
terms of resilience against DDoS attacks, a method to assess the actual state
of such a network is required. Existing methodologies typically rely on external
vantage points, such as those provided by RIPE Atlas, and are therefore limited
in scale, and inherently biased in terms of distribution. We propose a new
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measurement methodology, named Verfploeter, to assess the characteristics
of anycast networks in terms of client to Point-of-Presence (PoP) mapping,
i.e. the anycast catchment. This method does not rely on external vantage
points, is free of bias and offers a much higher resolution than any previous
method. We validated this methodology by deploying it on a testbed that
was locally developed, as well as on the B root DNS. We showed that the
increased resolution of this methodology improved our ability to assess the
impact of changes in the network configuration, when compared to previous
methodologies.

As final validation we implement Verfploeter on Cloudflare’s global-scale
anycast Content Delivery Network (CDN), which has almost 200 global Points-
of-Presence and an aggregate bandwidth of 30 Tbit/s. Through three real-
world use cases, we demonstrate the benefits of our methodology: Firstly, we
show that changes that occur when withdrawing routes from certain PoPs can
be accurately mapped, and that in certain cases the effect of taking down a
combination of PoPs can be calculated from individual measurements. Secondly,
we show that Verfploeter largely reinstates the ping to its former glory, showing
how it can be used to troubleshoot network connectivity issues in an anycast
context. Thirdly, we demonstrate how accurate anycast catchment maps offer
operators a new and highly accurate tool to identify and filter spoofed traffic.

Where possible, we make datasets collected over the course of the research
in this thesis available as open access data. The two best (open) dataset
awards that were awarded for these datasets confirm that they are a valued
contribution.

In summary, we have investigated two large anycast services and have shown
that their deployments are not optimal. We developed a novel measurement
methodology, that is free of bias and is able to obtain highly accurate anycast
catchment mappings. By implementing this methodology and deploying it on
a global-scale anycast network we show that our method adds significant value
to the fast-growing anycast CDN industry and enables new ways of detecting,
filtering and mitigating DDoS attacks.



Samenvatting

De kracht van gedistribueerde Denial-of-Service (DDoS) aanvallen neemt voort-
durend toe. Waar dergelijke aanvallen aanvankelijk uit enkele megabits per sec-
onde bestonden, hebben we het inmiddels over terabits per seconde. De schade
die dit soort aanvallen, hoofdzakelijk vanuit een financieel oogpunt, veroorzaken
heeft ervoor gezorgd dat zowel onderzoekers als netwerkbeheerders onderzoek
doen naar strategieën om deze schade in te perken. Voorbeelden van dergeli-
jke strategieën zijn het gebruik van filterapparatuur in het lokale netwerk, op
Border Gateway Protocol (BGP)-blackholing gebaseerde technieken en het uit
handen geven van de verdediging aan gespecialiseerde providers in de cloud.

Een aantal van deze strategieën is geschikt voor DDoS-aanvallen met een
hoge bandbreedte, een ander deel voor lage bandbreedtes. Het gebruik van lokale
filterapparatuur heeft bijvoorbeeld als nadeel dat al het verkeer alsnog door het
netwerk van de eigenaar loopt, wat grenzen stelt aan de maximale omvang van
de DDoS-aanvallen die afgeweerd kunnen worden. Bij het gebruik van BGP-
blackholing gelden deze grenzen niet, maar hierbij kan de te beschermen dienst
(tijdelijk) onbereikbaar worden voor eindgebruikers. Een andere strategie, die
nog niet veel aandacht heeft gekregen in de academische wereld, is er een
gebaseerd op anycast.

Anycast is een techniek die netwerkbeheerders in staat stelt om hun dienst
te dupliceren op meerdere fysieke locaties, terwijl die dienst bereikbaar blijft
op een enkel IP-adres. We spreken in zo’n geval van verschillende instanties van
eenzelfde dienst. Anycast is afhankelijk van BGP om gebruikers te verdelen over
de instanties van de dienst. In de praktijk wordt anycast gebruikt in combinatie
met andere DDoS-verdedigingstechnieken om die zo verder te laten schalen,
en dus grotere aanvallen af te kunnen weren. Netwerkbeheerders kunnen met
behulp van anycast hun capaciteit om aanvallen af te weren horizontaal, dus
door meer servers te plaatsen op meer locaties, uitbreiden.

Omdat anycast afhankelijk is van BGP, en daarmee van de combinatie van
netwerken waar het internet uit bestaat, is het potentieel lastig voor netwerkbe-
heerders om de verdeling van het netwerkverkeer over de verschillende instanties
van hun dienst te optimaliseren. In dit proefschrift laten we aan de hand van
twee casussen zien dat de verdeling van verkeer inderdaad lastig te optimalis-
eren is. In de eerste casus focussen we op een anycastdienst die regulier in
gebruik is, namelijk de Google Public Domain Name System (DNS). We laten
zien dat de routering voor die dienst verre van optimaal is, gelet op de fysieke
afstand tussen de gebruiker van de dienst en de dienst zelf. In de tweede casus
kijken we naar de Root DNS terwijl deze een aanval ondervindt, en laten we
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zien dat hoewel er geaggregeerd voldoende bandbreedte beschikbaar is, gebruik-
ers toch hinder ondervinden. Deze hinder wordt veroorzaakt doordat sommige
instanties van de dienst een veel groter gedeelte van het verkeer ontvangen dan
anderen.

Om netwerkbeheerders in staat te stellen om hun anycastnetwerken te
verbeteren, en te optimaliseren tegen Distributed Denial-of-Service (DDoS)
aanvallen, is er een methode nodig voor beheerders om de huidige toestand
(wat is de huidige verdeling van het verkeer) van hun netwerk te kunnen bepalen.
Bestaande methodes zijn veelal afhankelijk van externe observatiepunten, bi-
jvoorbeeld zoals die worden aangeboden door RIPE Atlas, en zijn daardoor
beperkt in schaal. Verder zijn dergelijke observatiepunten nooit volledig geli-
jkmatig verdeeld over de wereld. Wij stellen een nieuwe methodologie voor,
genaamd Verfploeter, om de eigenschappen van een anycastnetwerk in termen
van de verdeling tussen gebruikers en de instanties van de anycastdienst te
kunnen meten. Deze methode is niet afhankelijk van externe observatiepunten,
is daardoor vrij van het verdelingsprobleem en biedt daarnaast een veel hogere
meetdichtheid. Deze nieuwe methode hebben we gevalideerd door hem te imple-
menteren op een door ons ontwikkeld testbed, evenals op de B Root (onderdeel
van de Root DNS). We hebben aangetoond dat de verhoogde meetdichtheid
van de methode ons in staat stelt om de impact van veranderingen aan het
netwerk beter vast te stellen.

Als laatste validatie hebben we de Verfploeter-methode geïmplementeerd
op Cloudflare’s anycastnetwerk, dat bestaat uit bijna 200 locaties wereldwijd,
met een totale bandbreedte van meer dan 30 terabit per seconde. Door middel
van drie casussen demonstreren we de voordelen van de methodologie. We laten
zien dat veranderingen die ontstaan door het uitschakelen van specifieke any-
castlocaties nauwkeurig gemeten kunnen worden. Daarnaast laten we zien dat
in sommige gevallen metingen waarin individuele anycastlocaties uitgeschakeld
zijn, gecombineerd kunnen worden om vast te stellen wat er zou gebeuren als
beide locaties tegelijk uitgeschakeld worden. We laten ook zien dat Verfploeter
gebruikt kan worden om verbindingsproblemen te troubleshooten. Als laatst
demonstreren we hoe de nauwkeurige metingen gebruikt kunnen worden om
verkeer waarbij het bronadres vervalst is te identificeren en te filteren, en zo
DDoS-aanvallen af te weren.

Waar mogelijk hebben we de datasets die we gedurende het onderzoek verza-
meld hebben, openbaar beschikbaar gemaakt. Hiermee zijn ook twee Best (open)
dataset awards gewonnen, wat aantoont dat deze bijdrage door de netwerkge-
meenschap gewaardeerd wordt.

Samenvattend, we hebben twee grootschalige anycastdiensten onderzocht
en aangetoond dat deze niet optimaal functioneren. We hebben een nieuwe
meetmethode ontwikkeld die vrij is van de verdelingsproblemen die gebruikelijk
zijn bij het gebruik van externe observatiepunten, en die in staat is om zeer
nauwkeurig het gedrag van een anycastnetwerk te meten. Door deze method-
ologie te implementeren en uit te rollen op een wereldwijd anycastnetwerk
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hebben we aangetoond dat de methode een significante toegevoegde waarde
heeft voor de snelgroeiende anycast Content Delivery Network (CDN) industrie
en nieuwe mogelijkheden geeft om DDoS-aanvallen te detecteren, te filteren en
af te weren.
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CHAPTER 1

Introduction

1.1 Motivation
In 1965 development started of what would later be considered the begin-
ning of the Internet at the National Physical Laboratory in the United
Kingdom. Later, this knowledge was used as input for ARPANET, in
the United States, mainly by the Defense Advanced Research Projects
Agency (DARPA) [121]. This system was also influenced by the French
CYCLADES research network. While a number of institutions and people
were working simultaneously on establishing what became the Internet,
there was little regard for security, or really any need for it. Nowadays,
the Internet is all around us. From lighting and heating in houses to air
traffic control, banking and even critical infrastructures such as energy
and water. Everything is now connected, all the time.

Unfortunately, the need for security quickly became apparent. While it is not
exactly clear when the first Denial-of-Service (DoS) attack took place, there are
reports that it happened in the 70s [122], with the first real Distributed Denial-
of-Service (DDoS) attacks following in the 90s [123]. Lately, DDoS attacks
have started to rapidly increase in both quantity and severity, as shown in
Figure 1.1.

It is interesting to note that the relatively stable attack volume from 2008,
through to 2012, was broken by a Dutch company called Cyberbunker (in co-
operation with the German company CB3ROB), which offered hosting services
for everything up to, but not including, child pornography and terrorism. When
this company was put on an anti-spam blacklist maintained by Spamhaus,
they initiated a massive DDoS attack in excess of 300 Gbit/s, which at that
time was by far the largest attack ever seen. For comparison, a typical single
server nowadays has a bandwidth of 10 Gbit/s, and sometimes just 1 Gbit/s.
The effects of this attack were noticeable across the Internet, and not just
at the target, but also elsewhere due to congestion in intermediate networks.
Spamhaus itself remained unreachable for five days.

Services, digital as well as physical, that we interact with daily are dependent
on the Internet, think for example about the ubiquitous presence of contactless
payments, and electronic payment as a whole. These systems can only work
if they have a connection to the underlying banking infrastructure. Somewhat
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Figure 1.1: Increase of DDoS peak attack bandwidth over the years [124].

less obvious are the scheduling of public transport, airplanes, ticketing, entry
to physical infrastructure such as parking lots or buildings, alarm systems,
phones, or even the lights and temperature in our own houses. All of these can
be affected by Internet outages to varying degrees, some systems can still be
controlled locally, and some tasks can still be performed manually, for others
we are completely dependent on an operational Internet.

Of course, a DoS attack, and most commonly the distributed variety, is only
one of many possible attacks on an Internet connected service. Others include
malware, phishing, spear phishing, SQL injection, etc. Of these though, the
DDoS is one which has the lowest barrier of entry. Recent publications [1] show
that high school students regularly purchase DDoS attacks, for example to
delay or prevent an online exam from taking place, indicating that practically
no technical knowledge is required for this type of attack.

There are various solutions to counter DDoS attacks against a service [2].
Some are more effective in particular cases than others, and in practice multiple
solutions need to be deployed in a layered approach. We describe a few solutions
here, also see Figure 1.2.

First, there are mitigation techniques that can be deployed locally, for
example by rate-limiting or completely filtering traffic from specific addresses,
or traffic matching specific signatures or behavior. These solutions generally
work well if the attack volume is within the limits of both the processing
capability of the machine that performs the filtering, as well as within the
available upstream bandwidth. Another advantage is that this solution can
be deployed without any dependency on an upstream party. However, some
DDoS attacks now reach volumes in excess of 1 TBit/s, making it prohibitively
expensive to provision sufficient resources to handle this traffic locally, both in
terms of processing and bandwidth.

Complementary, there are the collaborative methods, where operators col-
laborate with upstream providers to block or limit incoming traffic. Such strate-
gies are typically better suited towards higher attack volumes. These include
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Figure 1.2: Schematic overview of three typical DDoS defense strategies

firewalls where rules are exchanged via some out-of-band channel, as well as
Border Gateway Protocol (BGP) blackholing, where traffic is blocked via the
BGP protocol by adding a specific attribute (a so called Community) to an
announced route. In some cases significant side-effects are incurred where the
targeted service becomes (partially) unreachable, but collateral damage is pre-
vented. Positive aspects of these methods include cost efficiency, as well as the
potential ability to handle much higher volumes of traffic.

The last category of methods we will describe are ones where the network,
and/or the service itself, is changed to provide better resilience against DDoS
attacks. One example of this is a solution where traffic is routed through a so
called scrubbing center, where the DDoS traffic is blocked and only clean traffic
is routed through to the service. Nowadays this is offered as a commercial service
by companies such as Akamai [125] or, in the Netherlands, NBIP [126]. Another
option is to replicate the service across multiple networks, and geographical
locations, in order to achieve resilience against a DDoS attack. With the total
traffic in a single location being much lower, it is easier to apply more local
solutions.

This last option, service replication, is interesting in that it potentially allows
a service to scale (almost) indefinitely by replicating to more and more locations.
A logical question is how a client can know which replica of a service to contact.
There are two basic ways of achieving this, the first one is by leveraging the
Domain Name System (DNS). For example by applying a round-robin load
balancing strategy traffic can be directed to many different replicas of the
same service, thus lowering the bandwidth and processing requirements at each
location. However, this method is not particularly suited towards improved
resilience against DDoS as servers can still be specifically targeted by ignoring
the DNS load-balancer.

The second option is to use anycast, which is a routing strategy that essen-
tially means that the replicas of the service each use the exact same Internet
Protocol (IP) address, and letting the Internet routing protocol take care of
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Figure 1.3: Use of Anycast across all ccTLDs. Interactive map available at
https://wbdv.nl/anycast/

the load balancing. Due to the way BGP works, this causes the clients which
are nearest to a specific location, topologically speaking, to be routed there.
With this method, it is much harder for an attacker to concentrate an attack
on a single location, as the BGP routing is within the collective control of the
networks making up the Internet. In other words, to target a single location
an attacker would have to cause its attack to originate in only those networks
that happen to be routed to a specific location. Depending on the number of
anycast instances this can be infeasible for an attacker to achieve.

Taking a step back from solutions against DDoS attacks, and taking a closer
look at the Internet itself, we can see that the DNS is a major component of
it. The DNS is that part which is responsible for translating between human
understandable names, and the IP addresses that computers understand. If
the DNS were to suffer a (partial) outage, much of the Internet would stop
functioning, as computers would no longer be able to make sense of any domain
names. The fact that this component is so critical, also makes it an interesting
target for DDoS attacks. Many DNS operators, for example those operating
Top Level Domain for their country, use anycast to improve the latency for
clients, as well as the resilience against DDoS attacks. Figure 1.3 shows which
countries use anycast for one or more of their authoritative DNS servers.

Interestingly, of the described DDoS mitigation solutions, anycast has not
seen much research in that context, even though it is in widespread use. There-
fore, in this thesis, we will focus on the use of anycast, particularly by DNS
operators. We will investigate how anycast networks are operated, how they suc-
ceed or fail in the face of DDoS and ultimately we aim to provide measurement
based methodologies to help improve the operation of such networks.

https://wbdv.nl/anycast/
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1.2 Objective, Research Questions & Approach

1.2.1 Objective

An anycasted service has no single point of failure, it also has the added
advantage that when being subject to a DDoS attack it is more resilient, and
can thus handle a higher volume of attack traffic. Even when overwhelmed the
service might become unavailable to only a fraction of its client base.

Theoretically, anycast has interesting properties, however, research into
anycast deployments, both in and out of the context of DDoS attacks is limited.
For example, the attack on the DNS root on November 2015 [127], [3], which
is largely anycasted, shows the need for research in this area: Some servers
received so many requests that it saturated the network connections to some
of them, even though the total available bandwidth across the entire service
was higher than the total attack traffic.

In this thesis we aim to investigate how operators run their networks, to
see how the Internet behaves with regard to anycast in the real world. Then,
to develop methods to help improve the current state of the art in managing
real world anycast deployments. Concretely, the objective is:

To measure anycast deployments and develop methods to optimize anycast
deployments in order to improve service resilience against DDoS attacks

In order to achieve our objective we aim to perform measurements on large-
scale services on the Internet, such as the DNS Root and large Content Delivery
Networks (CDNs). The methods that we develop will be tested on a testbed
that, while not in production use, is active on the Internet. Wherever possible
we will prove their use in a production environment.

1.2.2 Research Questions & Approach

Given that in the modern Internet anycast is already widely deployed, mainly
for network performance reasons, a logical first step towards improvement is
to observe what the current state is. Operators can deploy anycast in a variety
of ways, for example by combining upstream providers, by peering at different
Internet Exchange Points (IXPs) or, more fundamentally, by the choice of
physical locations to deploy the hardware.

We aim to investigate large-scale anycast networks, both in normal opera-
tion, as well as under stress from a DDoS attack, in the real world. Ultimately,
our goal is to learn how we can improve these deployments to achieve better
resilience against such attacks. We thus formulate our first research question
as follows:

RQ1 – What can we learn from analyzing the behaviour of a large-scale
anycast service?
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We approach RQ1 as follows: we will perform a longitudinal analysis of a
large scale anycasted recursive DNS resolver during two and a half years. This
will allow us to see how such a network evolves over time, as well as to see if
there are any performance issues.

RQ2 – How does anycast perform in the face of a DDoS attack?

We approach RQ2 by looking at a recent large attack on a piece of vital
Internet infrastructure: the Root DNS. We argue that the Root DNS is an
excellent subject for three reasons: a) it is a critical system under high load,
which is depended upon by practically every Internet user. b) it is diverse
in network configuration, as it is hosted by multiple (13) parties, each with
their own independent setup. c) this particular system is under continuous
monitoring, data sets of which are made publicly available.

Now that we have learned how current deployments of anycast perform, both
in normal operation, as well as against a large DDoS attack we shift our focus to
the second part of our objective: developing methods to optimize deployments.
Without methodologies that allow operators to accurately measure the current
performance of their network, it is hard to effectively make changes to the
network. Before moving on to developing such methods we first investigate
what difficulties can arise when performing measurements on the Internet,
especially concerning Internet paths, we therefore formulate our third research
question as follows:

RQ3 – What challenges are there in measuring anycast networks?

Our approach to answering this question is to perform measurements of
Internet paths, using standard tools, and investigate what the characteristics
of such paths are. Then, depending on those characteristics, we can develop a
measurement methodology, which leads to the following research question:

RQ4 – How can we accurately measure anycast performance?

To address this research question we set out to develop a methodology
that allows operators to quickly, comprehensively and accurately measure the
performance of an anycast network. Currently, operators have two main choices,
they can a) observe how their network performs by putting operational traffic
on it, and then process the log files or b) use some external probing system,
such as RIPE Atlas, or Thousand Eyes, to measure their network externally.
Unfortunately, both have significant drawbacks. a requires operators to put
production traffic onto the service prior to knowing its performance, and b
relies on an external system, that is not necessarily representative of the client
base of the service.
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We then apply the developed methodology to assist in the improvement of
the performance of anycast networks. This leads to the following, final, research
question:

RQ5 – How can we improve anycast performance and operations?

We approach this research question by implementing our methodology on
a large-scale global anycast network. We then demonstrate several use-cases
on this network, and show how our methodology can be applied to improve
the operations of anycast.

1.3 Thesis Organization & Contributions
Chapter 1: Introduction

Chapter 2: Background

Chapter 3:
A Look at an Anycast DNS Service in
Use

Chapter 4:
Anycast service under DDoS

Chapter 5:
Internet Path Asymmetry

Chapter 6:
Accurately Measuring Anycast Catch-
ments

Chapter 7:
Improving the Performance of Anycast

Chapter 8: Conclusions

Chapter 2 – Background
In this chapter we provide background information on the three main
topics of this thesis, namely the Border Gateway Protocol (BGP), the
Domain Name System (DNS) and Distributed Denial-of-Service (DDoS)
attacks.

Chapter 3 – A Look at an Anycast DNS Service in Use

This chapter provides a deep-dive into the anycast network that Google
utilizes for their global recursive DNS service, 8.8.8.8. We look at passive
logs that were collected over a time span of 2.5 years. Using this data we
provide a look at the efficiency (in terms of latency, distance and load
distribution) of Google’s anycast network.

We highlight the following contributions from this chapter:

• We show that while anycast routing is generally considered rela-
tively stable [4], performance of Google’s anycast network varies
over time. Importantly, we show that traffic is frequently routed to
out-of-country Points-of-Presence (PoPs), even if a local, in-country
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PoP is available. This potentially exposes DNS traffic to state-level
surveillance.

• We show that, based on geolocation of IP addresses, there is often
a PoP available that is closer to the end-user, than the one that is
being used.

• We show that end-users switch away from their Internet Service
Provider (ISP)’s resolver if it is severely underperforming, and more
importantly, that these users will not switch back.

• We show that surprisingly large numbers of Simple Mail Transfer
Protocol (SMTP) servers are configured to perform lookups through
Google Public DNS (GPDNS). This is a potential privacy leak, as it
allows the public resolver and any of the authoritative name servers
involved in DNS lookups to infer that there is likely communication
between two parties. As an additional validation, we verify that a
number of common SMTP daemons perform DNS lookups in their
default configurations.

• We quantify the adoption of QNAME minimization, as a privacy
enhancing technique to counteract the previously found issue.

• We make our passive DNS dataset covering 2.5 years and 3.7 bil-
lion queries, as well as the dataset used to investigate QNAME
minimization available as open data to the research community at
https://traces.simpleweb.org.

This chapter is based on the following publications:

• W.B. de Vries, R. van Rijswijk-Deij, P.T. de Boer, A. Pras. Passive
observations of a large DNS service: 2.5 years in the life of Google. In:
IEEE Transactions on Network and Service Management (TNSM),
2019. Extended version, based on previous conference paper.

• W.B. de Vries, R. van Rijswijk-Deij, P.T. de Boer, A. Pras. Passive
observations of a large DNS service: 2.5 years in the life of Google. In:
Network Traffic Measurement and Analysis Conference, TMA 2018,
26-29 June 2018, Vienna, Austra – Best Open Dataset Award

• W.B. de Vries, Q. Scheitle, M. Muller, W. Toorop, R. Dolmans,
R. van Rijswijk-Deij. A First Look at QNAME Minimization in the
Domain Name System. In: Passive and Active Network Measurement
Conference, PAM 2019, 27-29 March 2019, Puerto Varas, Chile –
Best Dataset Award

Chapter 4 – Anycast service under DDoS

This chapter provides an evaluation of several IP anycast services under
stress with public data. Our subject is the Internet’s Root Domain Name

https://traces.simpleweb.org
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Service, made up of 13 independently designed services (“letters”, 11 with
IP anycast) running at more than 500 sites. Many of these services were
stressed by sustained traffic at 100× normal load on Nov. 30 and Dec. 1,
2015. We use public data for most of our analysis to examine how different
services respond to stress.

We highlight the following contributions from this chapter:

• We show the first evaluation of anycast services under a DDoS attack,
under many different architectures

• We identify different policies of dealing with attack traffic, e.g. absorb
the traffic, or withdraw the anycast site.

• We show the need to understand anycast design to improve service
resilience

This chapter is based following publication:

• G. Moura, R. de O. Schmidt, J. Heidemann, W.B. de Vries, M.
Muller, L. Wei, C. Hesselman. Anycast vs. DDoS: Evaluating the
November 2015 root DNS event. In: Internet Measurement Confer-
ence, IMC 2016, 14-16 November 2016, Santa Monica, USA

The work in this chapter was a significant collaborative effort. To highlight
a number of specific contributions by the author of this thesis we point
at Figure 4.1, Figure 4.2, Figure 4.8 and Figure 4.11, along with their
accompanying analyses. More minor textual contributions are spread
throughout the chapter.

Chapter 5 – Internet Path Asymmetry
Anycast is fully dependent on Internet routing, and the paths that exist
on the Internet. In this chapter we take a closer look at these paths.
Specifically, we focus on the presence of routing asymmetry in the Internet,
where the forward path (from server to client) is different from the reverse
path (from client to server). Routing asymmetry is an important reason
why tools such as traceroute can only capture part of the path between
clients and servers, and it is these paths that are fundamental to anycast
routing.

We highlight the following contributions from this chapter:

• We provide a conclusive overview on the partial asymmetry of In-
ternet routing.

• We have confirmed the presence of asymmetry in the majority of
Internet routes.

• We provide our measurements as open data.

This chapter is based on the following publication:
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• W. de Vries, J.J. Santanna, A. Sperotto, A. Pras. How Asymmetric
Is the Internet? In: Intelligent Mechanisms for Network Configura-
tion and Security, AIMS 2015, 22-25 June 2015, Ghent, Belgium –
Best Paper Award

Chapter 6 – Accurately Measuring Anycast Catchments
Given the importance for operators to understand, and predict, changes
to anycast catchments, and given that determining said catchment is not
trivial, we propose a novel methodology in an effort to solve this issue.
The method introduced in this chapter is able to accurately and quickly
determine the catchments of an anycast network from the inside.

We highlight the following contributions from this chapter:

• We provide a novel methodology to determine catchments.

• We improve upon existing methodologies by offering 430× the num-
ber of vantage points than the well-known probing system RIPE
Atlas.

• We validated the approach using both a real-world test bed as well
as by using it in the deployment of a new anycast site for the DNS
B-root.

• We provide open source implementations for deploying the method-
ology.

This chapter is based on the following publication:

• W.B. de Vries, R. de O. Schmidt, W. Hardaker, J. Heidemann,
P.T. de Boer, A. Pras. Broad and load-aware anycast mapping with
Verfploeter. In: Internet Measurement Conference, IMC 2017, 1-3
November 2017, London, United Kingdom

Chapter 7 – Improving the Performance of Anycast
Now that we have a methodology to measure anycast catchments accu-
rately, we show, by presenting three use-cases, how these can be applied
to an operational anycast network. We also present a deployment of
Verfploeter on one of the largest anycast CDNs in the world.

We highlight the following contributions from this chapter:

• We show how Verfploeter can be implemented on a large-scale net-
work.

• We show how Verfploeter can be used to plan network changes.

• We show how accurate anycast catchment mappings can be used to
detect spoofed IP traffic.

This chapter is based on the following paper, which has been accepted
for publication:
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• W.B. de Vries, S. Aljammaz, R. van Rijswijk-Deij. Global-scale Any-
cast Network Management with Verfploeter. In: IEEE/IFIP Network
Operations and Management Symposium (NOMS), 20-24 April 2020,
Budapest, Hungary.

Chapter 8 – Conclusions

In this final chapter of the thesis we draw conclusions from the preceding
chapters and reflect on our objective. We will also take a look forward
and see what remains te be done in this research area.
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CHAPTER 2

Background

Chapter 1: Introduction

Chapter 2: Background

Chapter 3:
A Look at an Anycast DNS Service in
Use

Chapter 4:
Anycast service under DDoS

Chapter 5:
Internet Path Asymmetry

Chapter 6:
Accurately Measuring Anycast Catch-
ments

Chapter 7:
Improving the Performance of Anycast

Chapter 8: Conclusions

This chapter introduces a number of key background topics that are of
importance in understanding the chapters to come. The intention is not
to provide a full background on each of the topics, but instead to focus
on those parts that are important for understanding the remainder of
this thesis. We will introduce in Section 2.2 what the Border Gateway
Protocol (BGP) is, its history, and how it relates to the Internet. Then,
what anycast is, and how it fits into BGP. We will introduce key concepts
of the Domain Name System (DNS) in Section 2.3, on which we base
many of the measurements in this thesis. Finally, in Section 2.4 we will
briefly describe what Distributed Denial-of-Service (DDoS) attacks are,
how they work, and what categories of DDoS there are.
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2.1 Reading guide
This chapter provides background information about BGP, DNS and DDoS.
Section 2.2 introduces the history of BGP, as well as a basic explanation of how
it is used on the Internet. Readers that already have a basic understanding of
BGP might want to limit themselves to reading Section 2.2.6, which introduces
Anycast. Section 2.3 introduces the concept of the DNS, the underlying protocol,
as well as Extension mechanisms for DNS (EDNS) and EDNS Client Subnet
(ECS) (Section 2.3.2). Understanding of ECS is important for Chapter 3, which
relies on ECS extensively. The final section, Section 2.4, describes what DDoS
attacks are and what enables them. This last section is particularly focused on
DDoS in the context of Anycast.
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2.2 BGP: The Border Gateway Protocol

2.2.1 History

The Border Gateway Protocol (BGP) is a protocol underlying most of the
Internet in terms of routing. Fundamentally, it is a path-vector protocol that
allows routers belonging to different Autonomous Systems to connect to each
other and exchange routes. Path-vector means that the protocol makes decisions
based on a path metric, such as how many routers are crossed, or in the case
of BGP, how many Autonomous Systems (ASes). BGP also includes other
properties in the route selection process (see Section 2.2.5).

BGP was first introduced in 1989 in Request for Comments (RFC) 1105 [5],
building on its predecessor, the Exterior Gateway Protocol, as defined in
RFC904 [6]. It was quickly superseded by BGP version 2 in 1990 [7]. The
main difference between these two versions are: 1) the removal of the 8 bit
Direction field in the update message, which allowed routers to specify the di-
rection of the route with respect to the graph of the network and 2) the addition
of the option to support multiple path attributes in an update message.

In 1991, BGP version 3 was standardized [8]. The most important change
was the addition of a method to prevent two BGP speakers from simultaneously
and successfully setting up two connections to each other (one initiated from
each side), where only one active connection between two BGP speakers should
exist. This version remained current for 3 years, when version 4 was introduced
in 1994 [9]–[11], which remains the current version.

The main and most important difference between version 3 and 4 is the
introduction of Classless Inter-Domain Routing (CIDR), itself introduced in
RFC1519 [12], meaning that the IP(v4) space can be divided into far more
parts than before.

Before BGP version 4, and before CIDR, the total IP space, from the
perspective of BGP, was divided into 3 classes, A, B and C, corresponding
respectively to a /8, /16 and /24. While IP space was still abundantly available
in the early days of the Internet, this changed when entities started to require
more and more space.

Specifically, the problem was that a B class IP block was much larger than a
C class, and there was nothing in between. Thus, if an entity required more than
256 (28) addresses, they were assigned 65,536 (216) addresses, 256× the number
of addresses. Of these B sized blocks there are only 16,384 (214) available, 16
bits minus 2 bits for the required prefix that identifies the class. CIDR was thus
introduced as it became evident that this would lead to a rapid exhaustion of
address space, which was then integrated in BGP version 4.
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Figure 2.1: Number of Autonomous Systems on the Internet [128].

2.2.2 ASes: Autonomous Systems

An AS is a connected group of one or more IP prefixes run by one or
more network operators which has a SINGLE and CLEARLY DEFINED
routing policy. – RFC1930

An Autonomous System is essentially an entity that comprises a part of the
Internet. Each AS on the Internet is identified by a uniquely assigned number,
the Autonomous System Number (ASN). These numbers are assigned by the
Regional Internet Registries (RIRs), which in turn depend on the Internet
Assigned Numbers Authority (IANA) for allocations. Initially the ASN was
a 16-bit number, but in 2007 with the standardization of RFC4893 [13] these
were extended to 32-bit, allowing for far more ASes. As of writing, the number
of unique ASes that have been assigned an ASN is approaching 100,000 1. The
number of ASes that are announcing at least a single prefix in the routing
system can be seen in Figure 2.1.

ASes are one important part of the Internet, another part are the connections
between them. In the coming subsections we will describe how ASes connect
to each other, and how route selection decisions are made.

2.2.3 AS Interconnection

Consider the scenario in Figure 2.2, here we see 6 autonomous systems (num-
bered 1 through 6), some of which are connected to each other. This can be
considered a small version of the Internet. In this example, the only AS that
announces any IP-space is AS1: 1.1.1.0/24.

Internally, the ASes can use any means to distribute routes between their
own routers. Externally, however, it is typically required to use BGP, which

1https://www-public.imtbs-tsp.eu/~maigron/RIR_Stats/RIR_Delegations/World/
ASN-ByNb.html

https://www-public.imtbs-tsp.eu/~maigron/RIR_Stats/RIR_Delegations/World/ASN-ByNb.html
https://www-public.imtbs-tsp.eu/~maigron/RIR_Stats/RIR_Delegations/World/ASN-ByNb.html
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Figure 2.2: Example of a BGP connected network.

19
85

19
91

19
96

20
01

20
07

20
12

20
18

0

200,000

400,000

600,000

800,000

Year

N
um

be
r
of

ro
ut
es IPv4

IPv6

Figure 2.3: Increase of BGP routing table size over time [128].

is the common language spoken between ASes. BGP allows ASes to announce
routes that they have learned towards certain IP prefixes to other ASes, so that
those other ASes can learn where to route traffic destined for those IP-prefixes.
If BGP is also used internally, it is referred to as iBGP, otherwise as eBGP. If
a route is accepted then it is added into the routers routing table. Currently,
a full route table consists of approximately 800,000 entries. As can be seen in
Figure 2.3, this number keeps increasing as the Internet grows.

In the given scenario, traffic from AS6 trying to reach a system in 1.1.1.0/24
will take the path AS6-AS4-AS3-AS1. In the real Internet there are specific
ASes that have the role of providing “Internet connectivity” to the other ASes
in exchange for money. These are known as transit providers. Examples of these
include CenturyLink, AT&T, NTT Communications, and, in the Netherlands,
KPN.
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2.2.4 IXPs: Internet Exchange Points
As mentioned in the previous subsection, there are ASes that have the sole
goal of providing connectivity to other ASes, in exchange for money. However,
in some cases ASes also exchange traffic directly, this can be implemented by
interconnecting the two ASes physically, or by peering via a so called Internet
Exchange Point. The idea is that the Internet Exchange Point (IXP) provides
a switch to which an AS can connect, and through which it can then peer with
(many) other ASes. Compared to directly linking this saves manual effort as
well as saving resources in terms of physical network ports.

BGP Sessi
on

B
G

P Session

BGP Session

BGP Session

BGP Session
AS1

AS3

AS4

AS2

AS6

AS5

1.1.1.0/24

IXP

BGP Session over IXP

Figure 2.4: Example of a BGP connected network, including an IXP.

Compared to the previous scenario in Figure 2.2, Figure 2.4 also includes an
IXP. There are three ASes connected to it, and two of the ASes actually “peer”
with each other. Theoretically, there is no requirement for any AS connected
to an IXP to actually peer with any other ASes, in which case no traffic will be
exchanged over the IXP. This demonstrates how two ASes can connect directly
through each other through the use of an IXP. In practice, IXPs typically
facilitate the peering process by providing a so-called route server, which allows
ASes to exchange routes with other ASes without having to negotiate with
each AS that peers at that IXP separately, at the cost of some flexibility.

2.2.5 Route selection
It is quite common to have multiple possible routes to the same destination.
For example when an IP prefix can be reached both via an IXP, as well as
via a transit provider, or if it can be reached via two or more different transit
providers. In such cases the selection process works as follows according to the
standard (RFC4271, section 9.1.2):

1. Select the route which has the highest local preference (this can be man-
ually determined by the operator).

2. Select the route which has the shortest AS_PATH, in case of a tie remove
all routes with a longer path from consideration.
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3. Select the route with the lowest origin number, in case of a tie: remove
all routes with a higher origin number.

4. Select the route with the highest preferred MULTI_EXIT_DISC at-
tribute, but only between routes learned from the same neighbor AS. In
case of a tie: remove all routes that are less-preferred.

5. Select the route that was learned via external BGP, in case of a tie:
remove all routes that were learned via internal BGP.

6. Select the route with the lowest interior cost, in case of a tie: remove all
those with higher interior costs.

7. Select the route which was learned from the BGP neighbor with the
lowest BGP Identifier value, in case of a tie: remove all those with a
higher value.

8. Select the route which was learned from the lowest peer address.

Most real ASes on the Internet are opaque, i.e. they give no insight into
their decision processes or the data that those decisions are made on. However,
in some cases a so called looking-glass is provided [14]. This allows external
users to view the routing table on routers within an AS, depending on the
specific looking-glass in some cases also routes that have not been selected as
the best are shown. These are provided for debugging purposes, for example
in the case a sub-optimal route is selected, or to verify that a specific prefix is
visible at an AS.

2.2.6 Anycast

IP anycast is an addressing and routing strategy in which multiple physical
servers in the Internet are configured with the same logical IP address. This
strategy is widely used to achieve high availability and redundancy of services
over the Internet, such as DNS and Content Delivery Networks (CDNs).

IP anycast takes advantage of the route selection mechanism of BGP. Users
are routed to the anycast instance that has the highest preference according to
the route selection algorithm (see Section 2.2.5). The term anycast catchment
refers to the distribution of clients between the anycast sites, i.e. the mapping
of which client is routed to which anycast instance.

In this thesis we talk about the catchment of an anycast service as a whole,
which means the complete mapping of each user and the anycast instance that
it reaches. In contrast, the catchment of a specific anycast instance means that
we are referring to just those users that are routed to that instance.

Anycast catchments can be hard to predict mainly due to a large variety
of routing policies that are applied within and between Autonomous Systems
(ASes) [15], [16], see also Section 2.2.5.
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Figure 2.5: Client connecting to 1.1.1.1, an anycasted service.

Examples of services that are using anycast are the DNS (e.g. the Root
DNS as well as many others, see also Section 2.3), DDoS mitigation providers
(e.g. Akamai, Cloudflare) and CDNs

In Figure 2.5 we show a simple routing graph containing a client connecting
to an IP address in the IP prefix 1.1.1.0/24. In this case, AS2 has two possible
routes towards this destination prefix, one leading to a location in Amsterdam,
and the other leading to a location in Paris. BGP Route selection determines
which route will be selected as the best and, barring local preference settings,
will pick Amsterdam as the closest, due to it having a shorter AS Path (AS2,
AS5 (length 2), versus AS3, AS4, AS5 (length 3)).
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2.3 DNS: The Domain Name System

In this thesis we structure many of our experiments around the DNS [17]. In
this section we will briefly explain what the DNS is, and explain in more detail
a number of aspects of it that are particularly relevant for the rest of this thesis.

In essence the DNS is what provides a mapping between a domain name (e.g.
utwente.nl), and its corresponding IP address (e.g. 130.89.3.249 ). This allows
humans to use meaningful names, which computers can automatically translate
to an address usable for IP routing protocols. The DNS stores this data in
so-called A-records (for IPv4) and AAAA-records (for IPv6) [17]. Translating
from a domain name to an IP address is referred to as “resolving”, a service that
performs this function is called a “resolver”. While that is the main function of
the DNS, it also allows for resolving different types of data, for example where
e-mail should be delivered for a specific domain in a so called MX-record [18].

The DNS itself is structured as a tree, where each part of a domain, separated
by a dot, potentially falls under a different authority. In Figure 2.6 we show a
number of domain names, and how they are represented in the DNS. Note that
domain names actually have a dot at the end which is typically not displayed
to the user, e.g. “utwente.nl” actually means “utwente.nl.”, where the final dot
represents the root.

.

nl de com

utwente surfnet bild google

root

top level domain

second level domain

Figure 2.6: The Domain Name System is structured like a tree. Showing the
domains utwente.nl, surfnet.nl, bild.de and google.com.

For a resolver to translate a domain name to an address, it always has
to start at the root authoritative DNS server, for which the addresses must
be hard coded (bootstrapped). From there, the root will indicate to which
authoritative server the authority over a specific Top-Level Domain (TLD) has
been delegated. In Figure 2.7 we show the complete process for www.utwente.nl.
Aside from the record type (A vs AAAA) the process is identical for IPv4 and
IPv6.

2.3.1 Protocol

The DNS is a Query/Response protocol, using a single message structure for
both, which is shown in Figure 2.8. Both queries and responses are typically
transmitted using the User Datagram Protocol (UDP), but may fall back to
the Transmission Control Protocol (TCP), both use port 53. A client sending
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Figure 2.7: Steps taken to resolve utwente.nl recursively.

+---------------------+
| Header |
+---------------------+
| Question | the question for the name server
+---------------------+
| Answer | RRs answering the question
+---------------------+
| Authority | RRs pointing toward an authority
+---------------------+
| Additional | RRs holding additional information
+---------------------+

Figure 2.8: Structure of DNS Message (RFC1035)

a query leaves the Answer, Authority and Additional fields empty, which can
be filled in by the server in the response. The server copies the message in
the query when it answers, filling the fields as required, this means that the
server also sends the question, verbatim, back to the client. The Answer field is
reserved for data that contains an actual answer to the questions asked by the
client, as opposed to a delegation to a different authoritative name server, for
which the Authority field is to be used. Additional answer data, which is neither
an answer to the question nor a delegation to a different authoritative name
server can be included in the Additional field. This is typically used to provide
the client with the IP addresses (A and/or AAAA records) corresponding to
the authorities specified in the Authority field, for efficiency reasons.

The Header field is filled according to Figure 2.9. It contains a random ID,
to be able to match responses to queries. The QR field indicates whether the
message is a query or a response. It also contains several flags, for example to
request the resolver to perform recursion (RD), or for the resolver to indicate
whether recursion is available (RA). It also contains several fields to indicate the
number of question records, answer records, authority records and additional
records the message contains.

Each question record is structured as shown in Figure 2.10. The qname field
indicates the query name, in other words, the domain name (e.g. utwente.nl,
see Figure 2.7). The qtype indicates the type of record that the query is for,
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+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| ID |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
|QR| Opcode |AA|TC|RD|RA| Z | RCODE |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| QDCOUNT |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| ANCOUNT |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| NSCOUNT |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| ARCOUNT |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+

Figure 2.9: Structure of DNS Message Header [17].

+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| |
/ QNAME /
/ /
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| QTYPE |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+
| QCLASS |
+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+--+

Figure 2.10: Structure of DNS Message Question [17].

see Table 2.1 for a non-exhaustive list of possible query types. For example to
retrieve the A record of a domain this would be set to 1. Finally the qclass
indicates the query class, there are only two classes in widespread use, the
first is Internet (IN, code 1), which is the normal class. The other is Chaos
(CH, code 3), which is typically used to retrieve metadata associated with the
name server. The name Chaos referred to Chaosnet, which was conceived as
an alternative to the Internet, the use of the class nowadays is unrelated to its
origin. Note that while it is technically possible to include multiple questions in
a single query, this is not supported by any current implementation. The main
reason for this is that the flags in the header of the query are not repeatable,
and are only applicable to a single question record. Having multiple questions
and answers would therefore result in ambiguity.

2.3.2 EDNS and EDNS Client Subnet

EDNS: The original DNS protocol [17] puts limits on both the size of DNS
responses (512 bytes in a UDP datagram) and what options and flags a DNS
message can have. However, many modern applications of the DNS have re-
quirements that exceed these limits. For that reason, RFC6891 [19] introduced
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Type Type id. Description

A 1 Address record
NS 2 Name server record
CNAME 5 Canonical name record
SOA 6 Start of authority record
PTR 12 Pointer record
MX 15 Mail exchange record
TXT 16 Text record
AAAA 28 IPv6 Address record
SRV 33 Service locator

Table 2.1: Common DNS query types [17].

the Extension mechanisms for DNS (EDNS). EDNS uses a special pseudo-
record in the additional section of a DNS query or response. This so-called OPT
record specifies EDNS parameters, it can be used to specify additional flags
and can be used to specify new DNS options (e.g.,to increase the maximum
message size). The options, are encoded in the form of <tag,value> pairs and
can be used to convey arbitrary metadata about a DNS message.

Client Subnet: Many CDNs and other applications make use of the IP
address from which queries are made to their authoritative DNS servers. The
primary reason for this is to geolocate the user by performing an IP lookup,
which provide the operator with a rough approximation of the location of the
user. This information can then be used to direct this user to the nearest
server, to redirect them to locale specific content or provide location-based
access control. However, with the rise of public DNS resolvers, such as Google
Public DNS (GPDNS), the accuracy of this method has strongly declined, as all
queries originated from such a resolver appear to be coming from the physical
location of that resolver. Even if the geo IP database is accurate enough to
pinpoint the resolver location, they might not reside in the same country as
the user, or might still not be accurate enough even if the country is correctly
identified.

To solve the geolocation problem, the ECS option was introduced in RFC
7871 [20]. This option can be used by DNS resolvers to provide information
about where a query originated. Specifically, DNS resolver includes two fields
in the ECS option: the IP prefix from which the query originated and a source
prefix length field that specifies the size of the provided prefix (e.g. /24). For
privacy reasons, DNS resolvers typically limit how specific the scope is that
they send in a request. The ECS standard [20] recommends using a maximum
scope of /24 for IPv4 and /56 for IPv6. An authoritative name server can
then use this information to decide which region-specific response to return
to a query. To ensure that responses from the authoritative name servers are
only cached for users in the correct prefix, the authoritative name server also
includes its own scope prefix length field in the response. This field must be
used by the DNS resolver when caching the response.
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Figure 2.11: Explanation of EDNS0 Client Subnet

Figure 2.11 shows an example of 1) a local resolver, 2) a public resolver
without ECS and 3) a public resolver with ECS. The figure shows the potential
impact of not using ECS for a public resolver. The example is based on a client
we control, located in São Paulo, Brazil. Without ECS, a CDN using Geo IP
will assume this client is in Santiago de Chile, 2600km away as the crow flies,
adding a potential 26ms to each network round-trip.

2.3.3 QNAME Minimization
When DNS was first introduced in the 1980s, there was no consideration for
security and privacy. These topics have now gained considerable importance,
leading to a plethora of RFCs that add security and privacy to the DNS. For
example, DNSSEC [21]–[23] introduces end-to-end authenticity and integrity,
but no privacy. More recently, DNS-over-TLS [24] and DNS-over-HTTPS [25]
added transport security. “Aggressive Use of DNSSEC-Validated Cache” [26],
reduces unnecessary leaks of non-existing domain names. Furthermore, running
a local copy of the root zone at a resolver avoids sending queries to root servers
completely [27].

Typically, resolvers send the full qname to each authoritative name server
involved in a lookup. Consequently, root servers receive the same query as
the final authoritative name server. Since the Internet Engineering Task Force
(IETF) states that Internet protocols should minimize the data used to what
is necessary to perform a task (see RFC6973 [28]), qname minimization (qmin)
was introduced to bring an end to this. Resolvers that implement qmin only
query name servers with a name stripped to one label more than what that name
server is known to be authoritative for. E.g., when querying for a.b.example.com,
the resolver will first query the root for .com, instead of a.b.example.com. The
reference algorithm for qmin also hides the original query type by using the



26 BACKGROUND

Standard DNS resolution

a.b.example.com. A → .
com. NS ← .

a.b.example.com A → com.
example.com NS ← com.

a.b.example.com A → example.com.
a.b.example.com A ← example.com.

qmin Reference (RFC7816)

com. NS → .
com. NS ← .

example.com NS → com.
example.com NS ← com.

b.example.com NS → example.com.
b.example.com NS ← example.com

a.b.example.com NS → example.com.
a.b.example.com NS ← example.com

a.b.example.com A → example.com.
a.b.example.com A ← example.com

Table 2.2: DNS queries and responses without (top) and with (bottom) qmin.

NS type instead of the original until the last query. In Table 2.2 we show
what queries are performed for both standard DNS and the qmin reference
implementation.

This reference algorithm, however, faces two challenges on the real Internet:
First, it does not handle configuration errors in the DNS well [29]. E.g., in
case b.domain.example does not have any RRs but a.b.domain.example does, a
name server should respond with NOERROR for a query to b.domain.example[30],
but in fact often responds with NXDOMAIN, or another invalid RCODE. This would
force resolvers that conform to the standard to stop querying and thereby not
successfully resolve the query. Also, operators report other issues, such as name
servers that do not respond to NS queries, which would break qmin as well [129].

Second, qmin can lead to a large number of queries. For example, a name
with 20 labels would make the resolver issue 21 queries to authoritative name
servers, causing excessive load at the resolver and authoritative. Attackers can
abuse this for Denial-of-Service (DoS) attacks by querying excessively long
names for victim domains.
Both of these issues led resolver implementors to modify their qmin imple-
mentations, as well as adding so called “strict” and “relaxed” modes, which we
investigate in Section 3.4.

As of October 2018, three major DNS resolvers support qmin. Unbound
supports qmin since late 2015 and turned relaxed qmin on by default in May
2018 [129]. Knot resolver uses relaxed qmin since its initial release in May
2016[130], and the recursive resolver of BIND supports qmin and turned the
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Figure 2.12: Root DNS structure, terminology, and mechanisms in use at each
level.

Letter Operator Sites

A Verisign, Inc. 28/0
B Information Sciences Institute 3/0
C Cogent Communications 10/0
D University of Maryland 154/0
E NASA Ames Research Center 247/7
F Internet Systems Consortium, Inc. 235/1
G U.S. DOD Network Information Center 6/0
H U.S. Army Research Lab 2/0
I Netnod 49/8
J Verisign, Inc. 164/0
K RIPE NCC 69/0
L ICANN 168/35
M WIDE Project 9/0

Table 2.3: The 13 Root Letters, each operating a separate DNS service, with
their reported architecture (number of sites with global/local sites [133], Date:
2019-08-26.

relaxed mode on by default in July 2018 [131]. Another frequently used resolver,
PowerDNS Recursor, does not support qmin yet [132].

2.3.4 Root DNS

The Root DNS service is implemented with several mechanisms operating
at different levels (Figure 2.12): a root.hints file which bootstraps the IP
addresses of the root services in the recursive resolver. Multiple instances of
the root (the root letters) operating on different IP addresses. Each of these
IP addresses may be anycast using BGP. Then, at each of the anycast sites,
one or multiple (using load-balancing) servers handle the actual requests.

The Root DNS is implemented by 13 separate DNS services (Table 2.3), each
running on a different IP address, but sharing a common master data source.
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These are called the 13 DNS Root Letter Services (or just the “Root Letters” for
short), since each is assigned a letter from A to M and identified as <letter>
.root-servers.net. The letters are operated by 12 independent organizations
(Verisign operates both A and J), and each letter has a different architecture,
an intentional diversity designed to provide robustness, both against DDoS
attacks, as well as software and/or hardware vulnerabilities.

Root Letters have different policies, architectures, and sizes, as shown in
Table 2.3. Some letters constrain routing to some sites to be local, using BGP
policies (such as NOPEER and NO_EXPORT) to limit routing to that site to only
itself neighboring ASes. Routing for global sites, by contrast, is not constrained.

2.4 DDoS: Distributed Denial-of-Service
In essence, a Distributed Denial of Service attack is a type of attack that aims
to prevent legitimate users from accessing a service, i.e. denying service. A
DDoS attack can take many shapes, and have various sources. For example,
an attack can be:

1. Volumetric: the goal is to overwhelm the target with traffic.

2. Protocol based (layer 3/4): e.g. SYN floods, the goal is to make the
receiving server consume more resources than it has.

3. Application based (layer 7): the goal is to overwhelm an application
such as Apache, or Nginx, or underlying databases by performing many
requests.

Aside from the type of attack, the source can also be varied:

1. Servers hosting UDP-based services: for example many DNS servers
can be used to amplify attack traffic, by requesting information from these
servers while spoofing the IP address of the target of the attack.

2. Botnets: a group consisting of hacked systems.

3. Direct: uncommonly, an attacker can choose to perform an attack
directly from its own systems, either alone or in coordination with others.

There appear to be three main factors that enable today’s DDoS attacks:
First, source-address spoofing allows a single machine to masquerade as many
machines, making filtering difficult, while also allowing attackers to make re-
quests apparently on behalf of their victim. Secondly, some protocols, such
as DNS and Network Time Protocol (NTP), have the property that they al-
low queries using UDP, which is connection-less and can thus be used with
a spoofed source-address. Also, perhaps more importantly, the responses to
these queries can be much larger than the requests, essentially amplifying the
attack traffic [31]. Third, botnets of thousands of machines are widespread [32],

<letter>.root-servers.net
<letter>.root-servers.net
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making vast attacks possible even without spoofing and amplification. A botnet
typically consists of hacked devices, historically personal systems or servers, but
with the rise of the Internet-of-Things such devices are also becoming popular.
Large attacks ranged from 50–540Gb/s [134] in 2016, and have increased since
then to 1.3 Tb/s and higher.

Many protocol-level defenses against DDoS attacks have been proposed.
Source-address validation prevents spoofing [33]. Response-rate limiting [135]
reduces the effect of amplification. Protocol changes such as DNS cookies [34]
or broader use of TCP [35] can blunt the risks of UDP. While these approaches
reduce the effects of a DoS attack, they cannot eliminate it. Moreover, deploy-
ment rates of these approaches have been slow [36], in part because there is
a mismatch of incentives between who must deploy these tools (all Internet
Service Providers (ISPs)) and the victims of attacks.

There are commercial services that promise to defend against DDoS, either
by offering DDoS-filtering as a service (as provided by Verizon, NTT, and
many others), or by providing a service that adapts to DDoS attacks (such as
Akamai [37], Cloudflare [136], and others).

2.4.1 Anycast and DDoS: Design Options

In this thesis we are primarily interested in how anycast can be employed to
mitigate DDoS attacks. So how should an anycast service react to the stress
of a DDoS attack? Here we provide a theoretical evaluation of options, which
is based on a research paper [3]. In Chapter 4 we will supplement these with
empirical observations.

A site under stress, overloaded with incoming traffic, has two options. It
can withdraw routes to some or all of its neighbors, shrinking its catchment and
shifting both legitimate and attack traffic to other anycast sites. Possibly those
sites will have greater capacity and service the queries. Alternatively, it can
become a degraded absorber, continuing to operate, but with overloaded ingress
routers, dropping some incoming legitimate requests due to buffers overflowing.
However, continued operation will also absorb traffic from attackers in its
catchment, protecting other anycast sites [137].

These options represent different uses of an anycast deployment. A with-
drawal strategy causes anycast to respond as a waterbed, with stress displacing
queries from one site to others. The absorption strategy behaves as a con-
ventional mattress, “compressing” under load, with queries getting delayed or
dropped. We investigate these behaviors in Chapter 4.

Although described as strategies, these options are the result of several
factors: the combination of operator and host ISP routing policy, routing im-
plementations withdrawing under load [38], the nature of the attack, and the
locations of the sites and attackers. Some policies are explicit, such as the
choice of local-only anycast sites, or operators removing a site for maintenance
or modifying routing to manage load. However, under stress, the choices of
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Figure 2.13: An example anycast deployment under stress.

withdrawal and absorption can also be a result that emerges from a mix of
explicit choices and implementation details, such as BGP timeout values.

We can illustrate the options an operator has in terms of mitigation strate-
gies with the following thought experiment. Consider the anycast system in
Figure 2.13, it has three anycast sites: s1, s2, S3, four clients c0 and c1 in s1’s
catchment, with c2 in s2 and c3 in S3’s. Let A0 represent both the identity of
the attacker and the volume of its attack traffic, and s1 represent the site and
its capacity.

The best choice of defense depends on the relative sizes of attack traffic
reaching each site. For simplicity, we can ignore legitimate traffic (c∗), since
DNS deployments are greatly overprovisioned (c∗ � A∗). Overprovisioning by
3× peak traffic is expected [39].

To consider alternative responses to attack we evaluate a deployment where
s1 = s2 and S3 = 10s1, as attack strength A0 = A1 increases. We measure the
effects of the attack by the total number of served clients (H, “happiness”).

1. If A0 +A1 < s1, then the attack does not hurt users of the service, H = 4.

2. If A0 + A1 > s1 and A0 < s1, then s1 is overwhelmed (H = 2) but can
shed load. If it withdraws its route to ISP1, A1 and c1 shift to s2 and if
A1 < s2, then and all clients are served: H = 4.

3. If A0 > s1 and A0 + A1 < S3, then the attackers can overwhelm the
smaller site, but not the bigger site. Both s1 and s2 should withdraw all
routes and let the large site S3 handle all traffic, for H = 4.

4. If A0 > s1, A0 +A1 > S3, but A1 < S3, one can re-route ISP1 (with A1

and c1) to S3, for H = 3.
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5. If A0 > S3, the attack can overwhelm any site; making no change is
optimal. s1 becomes a degraded absorber and protects the other sites
from the attack, at the cost of clients c0 and c1. H = 2.

(Of course, withdrawing routes in response to attacks may also increase
latency as catchments change. The definition ofH we chose here ignores latency
as a secondary factor, focusing only on the ability to respond.)

Implications of this model: This model has several important implica-
tions, both about the range of possible strategies, which are practical today,
and directions to explore in the future.

This thought experiment shows that for small attacks, the withdraw strategy
can improve service by spreading the attack (although perhaps counter-intuitive,
less can be more). For large attacks, degraded absorbers are necessary to protect
some clients, at the cost of others. We cannot directly apply these rules in this
thesis, specifically Chapter 4, since we know neither site capacity (something
generally kept private by operators as a defensive measure), nor how much
attack traffic reaches each site (a function of how attackers align with catchment,
again, both unknown to us).

A second implication is that choice of optimal strategy is very sensitive
to actual conditions—which of the five cases applies depend on attack rate,
location, and site capacity. The practical corollary is that choosing the optimal
strategy is not easy for operators, either. Attack traffic volumes are unknown
to operators when the attack exceeds capacity; attack locations are unknown,
due to source address spoofing; the effects of route changes are difficult to
predict, due to unknown attack locations; and route changes are difficult to
implement, since routing involves multiple parties. In the face of uncertainty
about attack size and location, absorption is a good default strategy. However,
route withdrawals may occur due to BGP session failure, caused by the DDoS,
so they may occur regardless of operator intervention.

Finally, a key implication of this model is that there can be better possible
strategies than just absorbing attacks. As described above, they require infor-
mation about attack volume and location that is not available today, but their
development is promising future work.
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In this chapter we aim to investigate a large scale anycast network, and
find out what we can learn from it. We achieve that by looking at the
Google Public DNS (GPDNS), which was launched in 2009. Since that
time it has grown to become the largest Domain Name System (DNS)
server in existence, running on an anycast network with many Points-
of-Presence (PoPs). We leverage EDNS Client Subnet (ECS), which
is explained in the previous chapter (Section 2.3.2), to observe where
clients of GPDNS are routed, from the perspective of a large authori-
tative DNS server. Using ECS we can precisely determine which PoP
was used to handle a specific query. In this chapter we show that while
GPDNS has PoPs in many countries, traffic is frequently routed out of
country. This routing behavior can reduce performance, and expose DNS
requests to state level surveillance. We also show that end users are often
served by a suboptimal PoP. Second, we show that end users switch to
GPDNS en masse when their Internet Service Provider (ISP)’s resolver
is unresponsive, and do not switch back. Third, we find that many e-mail
providers configure GPDNS as resolver on their servers, causing serious
privacy concerns. Finally, we perform an investigation the privacy en-
hancing technique named qname minimization that partially counteracts
the previously found privacy issue. The key takeaway from this chapter
is that operating an anycast network requires careful design, and network
engineering in the context of anycast is difficult to get right. The work
presented in this chapter was published as two research papers [40], [41].
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3.1 Introduction

The DNS is an important part of what the Internet is today. It resolves domain
names to IP addresses. As described in Section 2.3, the DNS is a hierarchical
system where different name servers are responsible for different parts of a
domain name. In order to resolve a domain name, a so-called recursive resolver
queries each name server responsible for part of a domain name in turn, until it
has the final answer. A customer of an ISP, typically uses a recursive resolver
that is provided by the ISP, and that is usually automatically configured. While
most ISPs provide their own recursive resolver for their customers, it is usually
not mandatory to use these. Customers can either run their own resolver, or
use a third party resolver. Examples of organizations offering such third-party
services include OpenDNS, Quad9 and Google. There are many reasons why
an end-user might use a different resolver than the one operated by their ISP,
such as stability, performance, privacy or to circumvent censorship.

In this chapter we mainly focus on one particular public resolver, GPDNS,
which was launched in 2009. Since its inception, GPDNS has grown to be the
largest public resolver in existence, serving hundreds of billions of requests per
day [138]. While GPDNS uses only a few public IP addresses, its servers have
a global presence. Google uses anycast to ensure traffic to GPDNS is routed
to a nearby PoP. This increases resilience and reduces latency for clients.

Now while services such as GPDNS have a global presence, they typically
do not have PoPs in every country. In early 2018, GPDNS had 21 active
locations on 5 continents. It turns out that this poses challenges for Content
Delivery Networks (CDNs). CDNs frequently rely on the geo-location of the
IP address of recursive resolvers as a proxy for the location of end customers.
This information is then used to route requests to content caches near the end
customer and to serve local content. The underlying assumption is that DNS
queries are typically handled by a resolver ‘near’ the end customer, e.g., their
ISP’s resolver. In the case of a public resolver such as GPDNS, this assumption
breaks down as requests appear to come from the PoP that handled the user
request.

To address this problem an extension to the DNS called ECS [20] was
introduced. This extension allows recursive resolvers to include part of the
IP address of the client that sent a query in requests to authoritative name
servers. This can assist CDNs in more accurately determining where clients
using public resolvers come from.

Interestingly, the use of ECS by name servers has unintended side effects.
By collecting ECS-enabled queries from CDNs that support the extension, it
becomes possible to study the geographic distribution of their services, and
how clients are mapped to certain services, as a number of existing studies have
shown [42]–[46]. ECS, however, can also be used to examine how a public re-
solver works and is used. For more information about ECS refer to Section 2.3.2.
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Continent PoPs Prefixes IPv4 IPv6 # of queries

Asia 4 13 4 391 523 557
Europe 6 19 6 1 800 743 147
North America 8 40 8 1 450 006 164
Oceania 1 3 1 2 633 248
South America 2 3 2 29 143 338

Total 21 78 21 3 711 406 022

Table 3.1: Distribution of Google PoPs (state of 8 November 2017) and received
queries at our authoritative name server

In this chapter, we are the first to study a large scale public DNS resolver
(GPDNS) over a 2.5-year period using passive observations of ECS data in
DNS queries collected at a major authoritative name server.

3.2 Methodology

As discussed in the introduction, ECS provides a unique opportunity to observe
the behaviour of large public DNS resolvers. In this section, we outline how
we collected our data, and how we will use this to study one particular public
DNS resolver operator: Google.

3.2.1 Data collection

Collection point: We used one of the authoritative name servers of SURFnet,
the National Research and Education Network (NREN) in The Netherlands,
to passively collect DNS queries from GPDNS. Data was collected from the
end of June 2015 to the end of December 2017. Only DNS queries that include
an ECS option are collected, and for these queries, we record the origin IP of
the query (i.e. the IP of the Google resolver that sent the query), and the IP
prefix and source prefix length included in the ECS option. In addition to this,
we use CAIDA’s IP prefix to Autonomous System (AS) dataset [139] to map
the ECS IP prefix to an AS and we use the free IP2Location [140] dataset to
map the ECS IP prefix to a country.

The SURFnet name server we used is authoritative for approximately 10,000
DNS zones, including a number of popular public suffixes1 such as .ac.uk,
.gov.uk and .ac.be. As a result of this, this name server sees a wide spread
of queries from all over the Internet and world. Note though, as we discuss in
more detail below in Section 3.2.3, we do expect bias in which Google PoPs
send traffic to this server, due to resolver-to-authoritative Round Trip Time
(RTT) optimisation. Table 3.1 shows an overview of the data we collected for
this study, broken down per continent from which queries originated.

1For an explanation of public suffixes, see https://publicsuffix.org.

https://publicsuffix.org
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Figure 3.1: Ramp-up of GPDNS detecting and enabling ECS

BIND patch: GPDNS automatically detects support for ECS on authori-
tative name servers. In order to do this, Google regularly sends probing queries
that include an ECS option. If an authoritative name server includes an ECS
option in the response, this is interpreted as an indication of support. To ensure
that Google would detect our name server as ECS-capable, we implemented
a patch for the popular BIND DNS implementation. After this patch, BIND
will accept the ECS option, and will include an ECS option in the response
that mirrors the source address and prefix length in the scope prefix length
field. Figure 3.1 shows the number of ECS-enabled queries per 5 minutes from
Google PoPs increasing after we have enabled ECS on our patched name server
as resolvers at these PoPs detect support for ECS.

Ethical Considerations: As the ECS standard [20] already specifies, there
are inherent privacy concerns in the protocol, as a resolver that supports ECS
includes a (sometimes significant) part of the client’s IP address in queries.
We are interested in how clients are routed to GPDNS and in general terms
how GPDNS is used at the network operator level. Therefore, to protect user
privacy, we take two measures: 1) we do not store query names, we only record
query types and 2) we aggregate ECS client IP prefixes at the AS level when
analysing the data, with one exception; if we believe the prefix contains servers
that use GPDNS (rather than individuals), we analyze if certain types of hosts
(specifically, e-mail servers) exist in these prefixes (Section 3.3.5). See Section 3.6
for further discussion on this topic.

A secondary concern is the effect on query and cache efficiency. While
we implement ECS on the authoritative name server where we collect data,
we do not differentiate DNS responses based on ECS. Since DNS resolvers
that implement ECS should cache responses based on the ECS information,
this may impact caching efficiency. Consequently, GPDNS may have to cache
responses from our patched name server for every client prefix they send in
ECS-enabled queries. The standard [20], however, provides clear guidelines for
resolver implementers to avoid cache pollution. In addition to these guidelines,
the impact of us implementing ECS will be limited as the other authoritative
name servers for domains for which our patched name server is authoritative
do not implement ECS. In many cases this means only one in four queries sent
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from Google will result in an ECS-enabled response (of course depending on
how Google’s resolvers distribute queries over the set of authoritative name
servers for a domain).

3.2.2 Resolver IP to Point-of-Presence mapping

While end-users query GPDNS via the front-end IP addresses 8.8.8.8 and
8.8.4.4 or their IPv6 counterparts, an individual Google DNS resolver then
uses different IP addresses to actually resolve the query. The IP-prefixes that
are used are published and are frequently updated [141]. Google identifies their
PoPs using the three-letter International Air Transport Association (IATA)
code of the nearest airport. During the first part of the measurement period
we did not store the mapping of prefixes to Google PoPs, but we recovered
it using The Wayback Machine (TWM) [142]. Specifically, we collected 25
mappings between the start of our measurement period and the 3rd of August
2017 through TWM. From that point onward, we collected the mapping on a
daily basis directly from Google through a DNS query, as described in Google’s
FAQ [141].

Figure 3.2 shows the number of prefixes associated with each PoP and
how this varies over time. As the figure shows, several new PoPs were added
over the period covered by our dataset, for example, approximately halfway
through 2017 the Sydney PoP was added. We also observe, over the total
duration, 4 instances where a prefix was reassigned to a different PoP. It
is likely that due to the significant delay in mappings which we obtained via
TWM we mismapped a portion of the traffic when such a reassignment occured.
However, considering the large amount of total prefixes, the vast majority of
which were not reassigned at any point, the impact of this is likely to be small.
For our study, we use the prefix-to-PoP mapping we recorded to map queries to
Google PoPs based on the prefix in which the source IP of a query is contained.
In total we were unable to map 26 548 020 queries to their corresponding PoP
(0.7% of all queries in our dataset).

3.2.3 Distribution of queries over authoritative name
servers

As we discussed in Section 3.2.1, we collect data on a single authoritative name
server. The median number of name servers configured per DNS zone on that
name server, however, is 4, which means that not all queries from Google for
domains hosted on that name server will be sent to that particular name server.
Typical resolver implementations will distribute queries over all authoritative
name servers for a domain, usually favoring servers with shorter RTTs [47].

While it is infeasible to exhaustively determine RTTs from all Google PoPs
to all authoritative name servers for domains for which our test server is also
authoritative, we did want to get an idea how GPDNS resolvers factor in
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Figure 3.2: Number of Google Prefixes associated with each of the GPDNS
PoPs. The gray background indicates where we have data.
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Figure 3.3: Division of queries from Google to our 4 name servers. Every vertical
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RTT when selecting an authoritative name server. Therefore, we conducted
an experiment in which we set up four authoritative name servers for a single
domain, each with a different public IPv4 address, but hosted on a single
machine. This ensures uniform performance characteristics from an external
viewpoint. We then measured the distribution of queries by GPDNS over several
hours, where we artificially increase the RTT for one of the name servers every
hour.

Figure 3.3 shows that a server which has an increased latency compared
to the others, receives fewer queries. The ratio appears to be constant given
a certain RTT distribution. In other words, as long as the latency remains
constant, so does the distribution of queries over the authoritative name servers.

Based on this experiment, it is clear that by counting queries to our single
vantage point, we cannot make claims about the total number of queries from
GPDNS for domains for which our vantage point is authoritative. Since, how-
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Figure 3.4: Ratio of DNS queries per GPDNS PoP seen at our authoritative
servers

ever, the distribution of queries appears directly linked to RTT, and given that
our vantage point is well-connected (a single hop away from major Internet
Exchange Points (IXPs), including AMS-IX and LINX), we can measure trends
in traffic coming from GPDNS over time.

3.3 Results

3.3.1 Query distribution

The front-end IP address of GPDNS is 8.8.8.8, however, as the service is
anycasted, this means that an end-user can potentially reach any of the PoPs,
as determined by Border Gateway Protocol (BGP) routing [48]. In this section,
we look at the actual distribution of queries over the PoPs that are available.
Figure 3.4 shows the relative distribution of the traffic over PoPs. The three
letter acronyms in the legend indicate IATA airport codes. Since the authori-
tative DNS server where we captured the traffic is located in the Netherlands,
and is authoritative for mostly Dutch domain names, we expect the PoPs near
or in The Netherlands to handle most of the load.

Prior to October 2015 most traffic was handled in the BRU PoP (Brussels,
Belgium). Then, when GRQ (Groningen, The Netherlands) was brought online,
marked by (1) in the plot, there was a major shift. The traffic to the BRU PoP
was significantly reduced at the same time, with all the other PoPs showing a
reasonably constant amount of traffic. This is likely due to the fact that the
majority of users in The Netherlands have a shorter path to GRQ than to BRU.
In the period marked by (2), the situation temporarily reverted to its previous
state as, for an unknown reason, the GRQ PoP was deactivated. We see that, as
with the previous change, the amount of traffic handled by BRU PoP increases
significantly.
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Figure 3.5: Ratio of DNS query types and absolute number of queries per day.

After the GRQ PoP was re-enabled, in the period marked by (3), the distri-
bution of traffic is largely stable with no significant changes in almost a year,
other than a slow increase in the share of traffic from PoPs in Asia (TPE and
SIN).

Figure 3.5 shows the distribution of the top-10 query types. The fraction
of PTR records is surprisingly high, almost equivalent to the fraction of A
queries. This can be explained by the fact that the authoritative name server
on which we collected queries, is also responsible for over 2,100 reverse DNS
zones (including many at the /16 level in the IPv4 hierarchy). We suspect that
most of these PTR queries are sent by mail servers, and examine this in more
detail in Section 3.3.5.

Lastly, we see no significant increase in AAAA queries (IPv6) over the full
measurement period, indicating a surprising lack of uptake of IPv6 among
clients of GPDNS.

3.3.2 Out-of-country answers

Earlier work [49] showed that for public DNS services such as GPDNS, the
distance between a resolver and a client varies greatly. This can lead to perfor-
mance penalties if the anycast PoP serving the client is geographically remote
from the client. Another question to ask in this context is: are clients in a cer-
tain country always served by a PoP in that country? This is especially relevant
in an age of ubiquitous surveillance by intelligence services, because if traffic
is routed through or to another country, this exposes that traffic to potential
prying eyes. With an anycasted service such as GPDNS, one might expect that
if there is a PoP available in country X, while making a request from that
same country, that queries are answered from that PoP. However, depending
on various parameters influencing BGP routing this is not necessarily the case.
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As mentioned before, we map client prefixes to countries by using the
IP2Location [140] database. Figure 3.6 shows the fraction of queries answered
from outside the country of the end user, while a resolver inside was available.
This type of out-of-country answers occur for approximately 30% of queries.
We observe two deviations from the overall trend, marked by (1) and (2), from
late April 2016 to early September 2016 and from December 2016 to July 2017
respectively.

In Table 3.2 we show the top 5 queries that are answered out of country,
while an in-country resolver was available. Queries are grouped by resolver
country and client country. We compiled this top 5 over five time periods,
A through E, each representing a month of data, either before or after the
beginning or end of one of the deviation periods (1) and (2), as labeled at the
top of the table.

In period A, before the start of event (1), the top 5 are all answered from
the US, while at the same time the Brussels datacenter is clearly active (see
Figure 3.4). Then, in period B, during event (1), the total number of OOC
queries drops dramatically, and the ones that do still occur are significantly
closer in terms of geographic distance. The relative amount of OOC queries
returns to its previous level in period C, between events (1) and (2), although
the distribution has changed significantly, arguably for the better (i.e., less
geographical distance between resolver and client).

The changes that occur at the event marked as 2 appear less dramatic, the
number of clients who receive answers from a resolver in Belgium while located
in Great Britain does increase significantly at that time, according to Table 3.2.
The fact that these countries are relatively close to each other means that the
performance impact is limited, although there is still a privacy impact. The
situation for clients located in the Netherlands improved, as the number of
queries served from Belgium decreased.
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A – before (1) B – during (1) C – after (1), before (2)
1 month before 2016-04-29 1 month after 2016-04-29 1 month after 2016-09-07

# R C Count R C Count R C Count

1 US NL 55 258 986 NL BE 825 902 BE NL 33 545 772
2 US SG 1 633 927 BE IE 733 032 US NL 14 007 550
3 US BE 895 542 BE NL 394 837 JP US 966 666
4 US IE 709 332 TW SG 184 409 BE IE 922 468
5 US TW 520 368 TW US 173 502 TW JP 822 037

D – during (2) E – after (2)
1 month before 2017-07-10 1 month after 2017-07-10

# R C Count R C Count

1 BE NL 8 246 080 BE GB 18 155 553
2 US SG 2 179 035 BE DE 4 011 011
3 BE IE 1 035 833 US BR 3 092 432
4 BE GB 613 909 SG IN 2 573 892
5 TW JP 476 647 BE NL 2 509 740

Table 3.2: Queries answered out of country, while an in-country resolver exists.
R = Resolver country, C = Client country
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Figure 3.7: Deviation between optimal and actual PoP on 2016-04-29

3.3.3 Physical distance between end-user and PoP

While traffic being routed in or out of the user’s country is particularly relevant
for privacy, in terms of performance the physical distance between the end-user
and the PoP is a better indicator of network distance. Consider that an end-user
might reside close to a country’s border, and as such a PoP in the neighboring
country is potentially closer.

In this section we investigate the physical distance between the end-user,
the PoP that that end-user was served by, and the closest PoP that that end-
user could have been served by. We calculate the distance between the end user
and each possible PoP, using the Haversine formula. This formula calculates
the great circle distance between two coordinates, and it works under the
assumption that the earth is a perfectly round sphere. We subtract the distance
between the end-user and the used PoP and between the end-user and the PoP
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Figure 3.8: Deviation between optimal and actual PoP on 2017-07-10

that had the shortest distance. We refer to this value as the deviation between
optimal and actual PoP.

Considering Table 3.2, we expect the Cumulative Distribution Functions
(CDFs) of the deviation between the actual and optimal PoP on 2016-04-29 and
on 2017-07-10 to show a significant difference, considering that the distance
between The Netherlands and the United States is much larger than between
Belgium and the Netherlands. As shown in Figure 3.7 and Figure 3.8, this is
indeed the case.

To show the development of the deviation between optimal and actual PoP,
we plotted this deviation as a colour plot. Figure 3.9 shows the result; in essence,
each vertical line in the plot can be viewed as if looking down on a CDF as
plotted in e.g. Figure 3.7 or Figure 3.8. Because the maximum deviation can
be quite large, we also include a zoomed in version of this plot, which provides
a view of the first 1000 km.

Interestingly, these graphs do not (completely) align with those in the
previous analyses (e.g. Figure 3.6). The reason is that queries being answered in-
country or out-of-country does not necessarily involve a big change in distance.
Likewise, the GRQ PoP going down saw most clients moving to BRU, which is
a relatively short distance. The large blocks marked by (1) and (2) are caused
by a small amount of heavy hitters, doing reverse lookups, originating in The
Netherlands, now reaching the IAD PoP in Washington DC.

3.3.4 Events leading to Google DNS adoption

There are various reasons why an end-user might switch from their ISP’s DNS
resolvers to GPDNS, such as performance, security (in the form of DNSSEC)
or resilience. In this section we take a closer look at an event that led to a
drastic increase in the use of GPDNS for a particular ISP.

The example we analyze in this section involves Ziggo, one of the largest
ISPs in The Netherlands. Around August 2015 the DNS servers of this ISP
suffered a Distributed Denial-of-Service (DDoS) attack, causing serious service
disruption for its customers. Major national news services (e.g., [143]) reported
that configuring a third-party DNS service could help users. We asked ourselves:
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Figure 3.10: Ziggo (AS9143)
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Figure 3.11: Total queries (including Non-Google) from Ziggo (AS9143)

does an attack on a major provider and subsequent media coverage suggesting
the use of e.g., GPDNS lead to increased adoption of GPDNS?

As it turns out, an attack does lead to increased adoption. In Figure 3.10a
we show the number of queries that originate from Ziggo’s AS (9143) per day,
using a moving average of -5 to +5 days. The uptake around the date of the
attack can be clearly seen, marked by (1). The event indicated by (2) indicates
a gap in our data collection, while (3) is caused by a single /24 temporarily
issuing tens of thousands of requests. Figure 3.10b shows the number of tweets
that used the words DNS and Ziggo over the entire measurement period. The
tweets were collected using Twitter’s web Application Programming Interface
(API). The clear spike coincides with the DDoS attack, and marks the beginning
of the increase in GPDNS use.
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Another takeaway from Figure 3.10a is that uptake remains high, even after
the attack has passed and Ziggo’s DNS servers return to normal operation.
Interestingly, while DNS is a fairly technical concept, in case of a major outage
such as this people will switch away from their ISP’s DNS servers, and more
importantly: never switch back. How dramatic this effect really is, is illustrated
by Figure 3.11. This graph (which zooms in on the two-month period around
the attack) shows what fraction of queries to our vantage point arrives directly
from Ziggo’s AS, and what fraction arrives through Google.

3.3.5 SMTP, Google, and EDNS0 Client Subnet

As we hinted at in Section 3.3.1, the distribution of query types shows a large
percentage of PTR queries. Pointer (PTR) records are used to define reverse DNS
names for IP addresses. For example, given IP address 10.0.0.1 there might
be a PTR entry for 1.0.0.10.in-addr.arpa which points to a hostname, for
example my.host.com. For a complete configuration there should then also be
an A record for my.host.com that resolves to 10.0.0.1. Using this methodology
an IP address can be converted to its corresponding hostname and vice versa.

Reverse DNS (rDNS) is commonly used by mail servers to authenticate a
sending host. Upon an incoming connection, an Simple Mail Transfer Protocol
(SMTP) server typically performs a lookup of the reverse hostname of the
connecting IP. If a hostname is returned, it will subsequently attempt to resolve
this hostname back to the corresponding IP address. In typical configurations
SMTP servers may not accept e-mail from other SMTP servers if they do not
have a correctly configured reverse hostname [50].

The fact that we see large numbers of PTR queries coming via Google,
suggests that there may be SMTP servers that have configured GPDNS as their
resolver. This is a potential privacy issue, as an SMTP server then discloses
to Google which servers are connecting to it to deliver e-mail. Even worse,
though, GPDNS may in turn disclose this information to authoritative name
servers through the ECS extension. While intuitively one might think this
disclosure is not a serious issue, consider that these queries are not only sent to
the authoritative name server for a domain or rDNS zone, but also to the name
servers of their parent domain. Concretely, this disclosure exposes information
about e-mail traffic to Top-Level Domain (TLD) and Root operators, as well
as reverse DNS operators higher up the DNS hierarchy.

Figure 3.12 illustrates this scenario. In step (1) a sending SMTP server A
connects to a receiving SMTP server B. In step (2), B then performs a reverse
DNS lookup for the IP address of A via resolver C (which could be GPDNS).
Resolver C resolves the actual IP address to a hostname by contacting the
authoritative nameserver D in step (3). Once the reverse hostname is known
usually the reverse hostname is again resolved to an IP address, following a
similar pattern as before, in steps (4) and (5). If GPDNS is used, it may include
ECS information in the queries to name servers D and E (if they support ECS),
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exposing information about which host is sending mail to this mail server to
the authoritative name server operators. This becomes worse if GPDNS does
not have sufficient information in its cache to contact D and E directly, and
first needs to perform a full DNS recursion, hitting servers further up the DNS
hierarchy (TLD, root, . . . ). If these also support ECS, information also leaks
to these parties. Table 3.3 describes for different scenarios what information is
leaked.

While we cannot be certain that it is in fact an SMTP daemon that performs
the lookups as opposed to, for example, the firewall, this makes no difference
to the privacy risks.

In order to verify this scenario in practice, we first extracted the subnets
responsible for the bulk (80%) of the PTR queries, resulting in approximately
2,000 /24 subnets. We then used a standard scanning tool (nmap) to find
systems which had port 25 (most likely SMTP) open. The scan found that a
little over 50% of the subnets contain at least one system listening on port 25,
for a total of roughly 15k systems.

We connect to each of the systems that have port 25 open, with a timeout of
3 seconds. We immediately transmit our identity in the client initiation phase of
the SMTP session. We then read data for 6 seconds, checking for SMTP status
codes as specified in [51], or until we receive a 250 message, indicating that
our HELO message has been accepted. To determine if the SMTP daemon uses
GPDNS to lookup the reverse hostname of our connecting system, we monitor
the incoming DNS queries on system D in Figure 3.12. If we see an incoming
DNS query for our domain between the time of connecting and the time of
disconnecting we assume that this DNS query is a result of our connection.

Table 3.4 summarizes our results. Of the approximately 10k SMTP servers
that we found that transmitted a valid status (a 3 digit number at the beginning
of a line), we saw an incoming DNS query from roughly two thirds, and half
of those came through GPDNS. We repeated the experiment without sending
an initial HELO message from our side, with similar results.

For comparison, we also scanned the top 2 000 /24s responsible for MX
queries. In contrast to PTR queries, these are likely to originate from “sending”
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SMTP sender

Auth. DNS

Auth. rDNS
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Resolver

connect and send “HELO”
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DNS
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Figure 3.12: SMTP DNS Lookup process
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Google DNS at Sender

Operator of service below can see About sender About receiver

Google DNS* IP (Query source) IP (DNS record)
Authoritative DNS for Reverse** n/a n/a
Intermediate DNS** n/a n/a

Authoritative DNS for Forward** /24 prefix (ECS) IP (DNS record)
Intermediate DNS** /24 prefix (ECS) IP (DNS record)

Google DNS at Receiver

Operator of service below can see About sender About receiver

Google DNS* IP (DNS record) IP (Query source)
Authoritative DNS for Reverse** IP (DNS record) /24 prefix (ECS)
Intermediate DNS** IP (DNS record) /24 prefix (ECS)

Authoritative DNS for Forward** IP (DNS record) /24 prefix (ECS)
Intermediate DNS** IP (DNS record) /24 prefix (ECS)

* Unless already in local cache (subject to TTL),
** Unless already cached by Google (subject to TTL)

Table 3.3: Information leak schema

IPs (PTR) IPs (MX)

Connectable 15 374 42 693
Valid SMTP Status code 9 681 32 391

DNS query in timeframe 6 503 20 107
From Google AS 3 188 11 208

Total unique 14 204

Total DNS queries received 11 076 27 723

Table 3.4: Results of connecting to each of the SMTP servers

SMTP servers. We find approximately 43k systems with this scan. Similar to
our previous results, approximately two thirds of these 43k systems perform a
DNS query on connection, and half do this via GPDNS.

Summarizing, SMTP servers that (indirectly) use GPDNS as a resolver
are common. Worryingly, we find 14,204 SMTP servers that, upon connection,
leak our IP address or our prefix to GPDNS and any DNS servers that are hit
during recursion.

There is a continuous effort to improve privacy in the DNS. A lot of atten-
tion is given to securing the connection between the end-user and the public
resolver, such as DNS-over-TLS and DNS-over-HTTPS. However, one standard
in particular focuses on reducing the amount of information leaked through
query names from the public resolver to the authoritative name servers, namely
QNAME Minimization (qmin), which is defined in RFC7816 [52]. In Section 3.4
we investigate this standard, and assess whether it has achieved traction in the
Internet at large.
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Qmail Sendmail Postfix Exim
v1.06 v8.15.2 v3.1.9 v4.89

1. Performs reverse lookup on
connecting IP Yes Yes No Yes
2. Performs forward lookup on
result of 1 No Yes No Yes
3. Performs lookup on domain
of from email address No Yes No No

Table 3.5: SMTP Daemons

3.3.6 Verification of Lookup Behaviour of SMTP dae-
mons

To verify that SMTP daemons do indeed perform DNS lookups as part of their
default configuration we performed a lab experiment testing four common open
source SMTP daemons. These are Qmail, Sendmail, Postfix and Exim, which
appear to be in wide spread use across the Internet, although real statistics of
their market share are lacking.

We setup a Docker environment with a container for each of the daemons,
and an additional container running the BIND DNS daemon. BIND is config-
ured with a reverse PTR record for the IP address that we will use to connect
to each of the SMTP daemons, as well as a forward record for the hostname.

The containers in which the SMTP daemons run are configured to resolve
their DNS queries via the BIND daemon. They also run tcpdump to capture
any DNS queries going to or coming from this container. Once configured we
attempt to send a single e-mail through the SMTP daemon, to a local user
(i.e. root@dns-smtp-${daemon}.localhost). The resulting DNS lookups are
listed in Table 3.5.

Notably, all daemons but Postfix perform a DNS lookup in the standard
configuration (as provided by the Debian maintainers). Sendmail and Exim
both also perform a forward lookup, and the former also performs a lookup
on the domain in the “From” address in the message. We note that Postfix
can also trivially be configured to perform these DNS lookups, for example by
setting the reject_unknown_client_hostname or one of the variations thereof.

3.4 DNS Privacy: QName minimization

In the previous section we found that exposure of privacy sensitive information
due to the combination of SMTP and ECS is common place. In this section we
take a step back from the main topic of this chapter and investigate a privacy
enhancing technique called qmin that partially counteracts this problem.

For a more detailed description of qmin refer to Section 2.3.3, In the standard
DNS resolution process, described in Section 2.3, the recursive resolver, unaware
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of zone cuts in which different parts of the domain are under control of different
authorities, sends the full qname to each of the authoritative name servers in
the chain of responsible name servers.

Since the first two (the root and TLD) name servers in the recursion are
very unlikely to be authoritative for the requested qname, this particular aspect
causes unnecessary exposure of potentially private information [53], as we have
shown in the previous sections. Exposing the qname of a website that is illegal in
some countries to more parties than necessary might put the querying end-user
at serious risk. A solution for this issue is proposed in RFC7816 [52], which
introduces query name minimization (qmin), preventing recursive resolvers
from sending the full qname until the authoritative name server for that qname
is reached.

End-users typically do not run a recursive resolver, but instead depend on
others, such as their ISP, to enable this privacy-preserving feature. From a
user’s perspective, qmin is difficult to detect except by querying a domain that
is specifically setup to show whether or not it is enabled, making it hard to
judge adoption.

In this section we study the adoption and performance of qmin. Specifically,
we will quantify the adoption of qmin over time, both with active measure-
ments from the end-user perspective, and with passive measurements from the
authoritative name server perspective, at the root and a TLD. We will also
investigate three resolver implementations of qmin and provide insight into its
impact on performance and result quality.

3.4.1 Active Internet-Wide Measurements

We conduct active Internet-wide measurements to assess the adoption of qmin
using two methods. First, we use RIPE Atlas probes to query a domain under
our control. Second, we query open resolvers for the same domain. RIPE Atlas
is a global measurement network with over 10,000 small devices called probes,
and 370 larger probes, called anchors. In this section, we measure qmin adoption
over time, classify the various qmin implementations in use, and shed light on
qmin use by open resolvers.

Resolver Adoption over Time: We detect qmin support by relying on
the fact that a non-qmin resolver will miss any delegation that happens in one
of the labels before the terminal label. So, if we delegate to a different name
server, with a different record for the terminal label in one of the labels before
the terminal label, qmin resolvers will find a different answer than non-qmin
resolvers.

We scheduled a RIPE Atlas measurement for all probes to perform a lookup
with all the probe’s resolvers for “a.b.qnamemin-test.domain.example” with
type TXT [144], repeating every hour. Each probe uses its own list of resolvers,
typically obtained via Dynamic Host Configuration Protocol (DHCP), and
assumed typical for the network that hosts the probe.
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Figure 3.13: Adoption over Time

A non-qmin resolver will send a query for the full qname to the authoritative
name server for “qnamemin-test.domain.example”, and will end up with a TXT
reply containing the text: “qmin NOT enabled.” A qmin resolver will send a
query for just the second-to-last label, “b.qnamemin-test.domain.example”, to
the authoritative name server for “qnamemin-test.domain.example”. For this
minimized query, it will receive a delegation to a different name server, which
will return a TXT record containing the text: “qmin enabled.”

This measurement runs since April 2017, and allows us to see the long term
adoption of qmin. Figure 3.13b shows the overall adoption of qmin as seen from
all RIPE Atlas probes. We count both probes and probe/resolver combinations,
as a significant number of probes uses multiple resolvers. Adoption grew from
0.7% (116 of 17,663) of probe/resolver pairs in April 2017 to 8.8% (1,662 of
18,885) in October 2018. Also in April 2017, 0.9% (82 of 9,611) of RIPE Atlas
probes had at least one qmin resolver, growing to 11.7% (1,175 of 10,020) in
October 2018.

In Figure 3.13a only probe/resolver pairs supporting qmin are shown. We
see a steep rise of qmin resolvers in April 2018. Figure 3.13a also shows probes
that have at least one qmin resolver as well as at least one resolver that does not
do qmin. It is noteworthy that at the last measurement (October 15, 2018) at
least 31% of probes that have a qmin resolver, also have at least one non-qmin
resolver.

Alongside the qmin measurement, we run measurements that return the
IP address of the resolver as seen from an authoritative name server [145]–
[147]. By identifying the Autonomous System Numbers (ASNs) associated
with the IP addresses seen at the authoritative name server we gain insight
in the organizations providing the qmin resolvers. From this we learn that
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Figure 3.14: Internal, Forwarding and External resolvers supporting qmin

the adoption of Cloudflare (1.1.1.1) is responsible for the fast rise of qmin
resolvers in April 2018.

We also found some public resolvers, such as GPDNS, that in some cases
appear to support qmin according to our test, but in fact do not. This is
likely caused by a qmin-enabled forwarding resolver, which forwards to, in
Google’s case, 8.8.8.8. Additionally, the non-qmin resolver successively caches
the authoritative for the second-last label and will appear to support qmin for
the Time to Live (TTL) of the delegation (10 seconds in our test). We have
developed an improved test without these issues in the course of this research,
but this corrected test did not yet exist during scheduling of the RIPE Atlas
measurement in April 2017.

The improved test, “a.b.random-element.domain.example. TXT”, uses a ran-
dom pattern as the third-last label which is uniquely chosen for each query,
preventing other measurement queries to find a cached delegation for the second-
last label. This improved test is used in measuring the adoption by open re-
solvers in “Adoption by Open Resolvers” in this section, removing false positives
from that measurement.

We argue that this flaw had little impact on our results, as i), RIPE Atlas
measurements are spread out over an hour, whereas our test record has a small
TTL, reducing this risk and ii) the overall trend over time is still indicative.

The ASNs seen at the authoritative were further used to classify resolvers
in three categories: 1) Internal resolvers have the same ASN for the probe
and the observed resolver IP, 2) External resolvers for which the ASN of the
resolver IP configured on the probe matches the ASN for the IP observed
on the authoritative, but differs from the ASN in which the probe resides, 3)
Forwarding resolvers, for which the ASN seen on the authoritative differs from
both the ASN associated with the resolver IP configured on the probe and the
ASN the probe resides in.

Figure 3.14 shows that both External and Forwarding probe/resolver pairs
supporting qmin are on the rise, which is mainly due to adoption of the Cloud-
flare resolver in April 2018. We can also see that qmin support is steadily
growing with Internal resolvers, which do not include the larger public re-
solvers.
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Looking more closely at the Internal resolvers we have identified, we see
that several ISPs started supporting qmin over the past 1.5 years. Most notably
Versatel Deutschland GmbH started supporting qmin on November 9th, 2017;
Init Seven AG on August 2nd, 2017; OVH Systems on February 1st, 2018;
and M-Net Telekommunikations GmbH, Germany on May 1st, 2018. Note that
these do not necessarily cause a visible change in Figure 3.14.

Adoption by Open Resolvers: Aside from resolvers that can be reached
from inside networks, such as those offered by ISPs, there are also a large
number of open resolvers on the Internet. These can range from unsecured
corporate DNS resolvers, to large scale public DNS services, such as those run
by Google, OpenDNS, Quad9 and Cloudflare.

Rapid7 provides a list of servers that are responsive on User Datagram
Protocol (UDP) port 53, which are typically DNS servers. We query each such
server using the method outlined in “Resolver adoption over Time”. The list
contains a total of 8M IPv4 addresses, we receive a response from 64% of these.
Of those responding, 32% respond with a NOERROR reply, of which only 72%
(≈1.2M) provide a correct reply.

Of those 1.2M, only 19 717 (1.6%) resolvers support qmin. On the authori-
tative side, we only observe 110k unique source IPs, which suggests that many
of the queried resolvers are in fact forwarders. Of the resolvers that implement
qmin, 10 338 send queries from a Cloudflare IP, 2 147 from an OVH IP, and 1 616
from a TV Cabo Angola IP address. This shows that most qmin-supporting
open resolvers simply forward to larger public DNS resolvers that implement
qmin.

For qmin-enabled resolvers, we compare the ASN of the IP we send our
query to with the ASN of the IP seen at the authoritative name server for that
same query. We find 11.5k resolvers that resolve externally, and 8.2k resolvers
that resolve internally.

The key takeaway is that many open resolvers on the Internet actually
forward to centralized public DNS services. Thus, efforts to drive adoption of
qmin should focus on large public DNS providers (e.g. Google, which does not
support qmin yet).

3.4.2 Passive Measurements at Authoritative Name Servers

As qmin limits the visible information of a query at authoritative name servers,
adoption of qmin likely changes the query profile of resolvers as observed on
the authoritative side. We measure the impact and adoption of qmin with
query data collected at the authoritative name servers of the Country Code
Top-Level Domain (ccTLD) .nl and of K-Root.

Name servers of .nl are authoritative for the delegation of 5.8 million domain
names. If they receive queries for a .nl domain name with 2 or more labels then
they almost always (except for DS records) respond with a set of name servers
that are actually responsible for the queried domain name. Thus, a query for
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Figure 3.15: Minimized queries to .nl. Whiskers at 0.05 and 0.95.

the NS record of a second level domain name is sufficient for the .nl name
servers to answer the query. Similarly, the root servers are authoritative for the
1.5k TLDs as of October 9, 2018, and a query for just the TLD is sufficient in
most cases.

We cannot be certain whether resolvers send minimized queries to the au-
thoritative name servers, but we can count the queries that follow the expected
patterns if resolvers were to send minimized queries. For the rest of this sec-
tion, and following the observations made in Section 3.4.1, we count queries as
minimized if the query contains only 2 labels (at .nl) or 1 label (at K-Root).
With increasing qmin adoption, we expect to see an increase in queries that
follow these criteria.

Identifying qmin: First, we measure how query patterns seen at the
authoritative name servers differ when resolvers implement qmin. We use the
list of open resolvers from “Adoption by Open Resolvers” in Section 3.4.1 of
which we know whether they have qmin enabled. Then, we count how many
queries these resolvers send to the authoritative name servers of .nl for names
with just two labels on 2018-10-11. In total, we observe 1 918 resolvers that do
and 27 251 resolvers that do not support qmin.

In Figure 3.15 we see that qmin-enabled resolvers send a median of 97% of
queries classified as minimized, whereas resolvers that have not enabled this
feature send only 12% of their queries classified as minimized. This confirms
that qmin has an observable impact at authoritative name servers.
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Figure 3.16: Share of minimized queries sent to .nl and K-Root

Resolver Adoption over Time: Based on the results of Section 3.4.1
we expect a visible impact from increasing adoption of qmin at authoritative
name servers. To verify this expectation we count how many queries overall
are sent for 2nd level domain names and TLDs respectively. We analyze .nl
data collected from 2017-06-01 to 2018-09-30 at 2 of the 4 authoritative name
servers [54] and rely on the Day in the Life of the Internet (DITL) data sets
of K-Root on 2017-04-11 and 2018-04-10 collected by DNS-OARC [148]. We
observe more than 400B queries from 2017-06-01 to 2018-09-30 at .nl and 12B
queries on the two days of the DITL data sets. Figure 3.16 shows the fraction
of minimized queries.

In the beginning of our measurement, roughly 33% of the queries to .nl
where minimized. A year later, at least 40% of queries were minimized. A peak
around May 2018 correlates with the date on which Unbound enabled qmin by
default. This peak, however, is followed by a steep decline shortly after, which
means we cannot confirm if Unbound enabling qmin by default caused this
peak.

At K-Root we also observe an increase from 44% to 48% in queries for
domain names with only one label. Note that query patterns at the root may
strongly vary from one day to another and that many queries are sent to
non-existing domain names which can influence our results [55].

3.4.3 Controlled Experiments: Impact on Resolver Per-
formance and Result Quality

As qmin is deployed at the recursive resolver, we explore how it impacts the
performance and the result quality of such a recursive resolver. We compare
three popular qmin-enabled resolvers in their most recent version: Unbound
1.8.0, Knot 3.0.0, and BIND 9.13.3. We use all three resolvers with their default
options, only adjusting to an equal cache size of 4GB and turning DNSSEC
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Unbound 1.8.0 Knot 3.0.0 Bind 13.3.2

qmin mode off relaxed strict relaxed off relaxed strict

# packets 5.70M 6.82M 6.71M 5.94M 5.07M 6.39M 5.84M
Errors 12.6% 12.6% 15.9% 13.5% 16.6% 17.1% 21.6%

Table 3.6: Performance and result quality across qmin modes and resolvers.
Results are mean (µ) across all runs, with all standard deviations σ < 2%µ.

validation off2. We cycle through all configurable qmin behaviors for Unbound
and BIND; Knot has relaxed qmin hardcoded. As target domains, we use the
Cisco Umbrella Top 1M [149] list as a sample of popular domain names, and
aggregate all domains names for a 2-week period to avoid daily fluctuations and
weekly patterns [56], resulting in 1.56M domain names. To even out caching
effects, we sort our target domain names in 4 different random orders. We
conduct several iterations of these measurements from October 1 through
October 15, 2018, starting each measurement with an empty cache. We report
means from all measurement runs, and find little variation in all numbers,
typically one standard deviation σ is smaller than 2% of the mean µ. Table 3.6
gives an overview of our results.

Performance: qmin shows a clear impact on the number of packets
sent to resolve our 1.56M domains. For Unbound, the 5.7M packets without
qmin require 6.82M (relaxed) and 6.71M (strict) packets with qmin, a 17–19%
increase. For BIND, the increase is 15–26%. It is to be expected that the
strict mode requires fewer packets, as it will give up on receiving an error,
whereas relaxed modes continue through SERVFAIL or NXDOMAIN error codes.
This increase in packet count is not offset by smaller packets, across resolvers
we see average packet sizes only decrease by 5% or less with qmin enabled.

This confirms that qmin in its current form does come with a performance
penalty of up to 26%. We argue that the full cache in a production resolver will
soften that overhead, since many queries will be served from cache, and thus
not initiate a qmin chain. Please note that a comparison of packet counts be-
tween different resolvers implicitly compares many other details such as caching
strategies, which is why comparison between resolvers should be conducted
very carefully.

Result quality: Another critical aspect of resolver performance is the
result quality: Will a resolver be able to work through numerous edge cases
and misconfigurations to deliver a response, or will it hang up on certain
errors? To answer this question, we compare the amount of errors (NXDOMAIN
or SERVFAIL) in our resolution results between different resolver and qmin
approaches. Across resolvers, we see a significantly higher share of errors with

2We turn DNSSEC validation off to achieve comparable behavior (validating DNSSEC
requires more queries to be sent); we also note that the combination of qmin and DNSSEC
may induce further complexities beyond the scope of this work.
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strict qmin enabled. For example, the 3.3% increase for Unbound translates to
≈50k domains, a significant share of these popular DNS domain names. The
difference in resolvers corresponds to our observations on resolver behavior:
As reported in Section 2.3.3, a portion of authoritative name servers fails to
respond to NS queries. As Unbound uses type A queries to discover zone
boundaries, and Knot and BIND use NS queries (as suggested by RFC7816),
higher error rates are expected for Knot and BIND. The surprisingly high
baseline of non-resolving domains of 12-16% is a characteristic of the Umbrella
Top 1M list recently discussed in [56].

These findings show that qmin comes with two drawbacks: Packets and
bytes transferred increase, and, depending on the detailed algorithm, also a
significant share of popular DNS names fails to resolve.

3.4.4 Discussion

This section covered qmin from various angles: we performed 1) active and
passive measurements in the Internet that confirm from both the client and
authoritative server side that qmin adoption is rising, and 2) controlled ex-
periments that confirm that qmin can have negative performance and result
quality implications We also explored the various problems and workarounds
that have been deployed, and want to conclude and discuss further aspects:

qmin is complex: Like many DNS mechanisms, qmin sounds simple,
but broken deployments make it difficult to implement without collateral dam-
age. Resolvers’ iterations towards a relaxed qmin algorithm reflect this, and
important take-aways are: (i) Using NS queries to detect zone cuts results in
a considerable number of failures; using A queries instead seems reasonable.
(ii) responding to SERVFAIL/NXDOMAIN by sending the full name (i.e., dis-
abling qmin for this query) is currently a necessity to avoid significant error
rates.

qmin can be a security risk: Having a resolver step through many it-
erations for a name with an excessive number of labels is a Denial-of-Service
(DoS) attack vector. All implementations we encountered mitigate this. Un-
bound jumps over labels to decrease the number of queries to some maximum,
considerably saving on query count. Knot’s and BIND’s approaches go further:
Knot stops qmin if it encounters a label that has not been delegated (except
for some exceptions, such as .co.uk). BIND has both a limit on the maximum
number of labels (default 9), in addition to having a maximum number of
undelegated labels (default 3). We consider these approaches good, as they
mitigate security risks while still providing qmin privacy against the top levels
in the DNS hierarchy.

qmin can impact resolver performance and result quality: Cur-
rently, qmin comes with a 15%+ performance penalty, and unless implemented
very carefully, will also impair result quality. Please note that, as qmin queries



58 A LOOK AT AN ANYCAST DNS SERVICE IN USE

are sent sequentially, the measured increase in query volume will correlate to
latency.

Recommendations: Based on the insights collected in this section, we
offer the following recommendations: First, despite its performance and quality
caveats, qmin improves privacy and should be universally deployed. Second,
qmin deployment must be conducted carefully: We recommend an algorithm
that combines Unbound’s and BIND’s algorithms, i.e., conducts fallback upon
error, replaces NS (and other) query types by A queries, and stops qmin after
a configurable number of labels. Third, over time, heuristics may be added
to alleviate certain cases where qmin will unlikely add privacy. For example,
DANE-TLSA labels such as _443._tcp could be exempt from qmin.

The currently still rather low qmin adoption already causes a significant
positive effect for query privacy at both Root and TLD authoritative name
servers. While there are legitimate performance, result quality, and security
concerns, we already see resolver implementers tackle these, and are confident
that these negative implications will be further reduced, assisted by the quan-
titative evidence and tangible recommendations in this study. We fully expect
more and more DNS operators to enable qmin to further improve privacy of
end-users on the Internet.

3.5 Related Work

The idea for the ECS extension was first tabled in 2011, supported by a coalition
of parties promoting a “Faster Internet”. Partners in this project include both
CDN operators and operators of large public DNS resolvers.

Otto et al. were the first to study ECS. In their paper [42], they study
the impact of the use of public DNS resolvers on web CDN performance,
and highlight the performance improvement ECS could offer in this context.
Furthermore, they study the first preliminary uptake of ECS by CDN operators.
In follow-up work [43], Sánchez et al. study the performance improvement of
CDN web delivery if ECS is used via GPDNS. Streibelt et al. use ECS to study
the infrastructure of CDNs that support ECS. Their paper [44] shows how ECS
can be used to provide insight into CDN server deployments, and CDN server-
to-client mappings. They highlight that they can perform such mappings from
a single vantage point, by inserting arbitrary prefixes in the scope field of an
ECS query, provided that CDN operators do not limit from which sources they
are willing to respond to ECS-enabled DNS queries. Additionally, Streibelt et
al. also study aggregation by ECS-enabled CDNs, showing different strategies
where some CDNs return ECS responses with larger scopes (i.e. returning an
ECS response for an IPv4 /16 prefix when a smaller /24 prefix is specified in
the DNS query), whereas others respond with narrower scopes than asked for,
going as low as a /32. The authors speculate that CDNs that follow the latter
practice essentially want to force DNS resolvers to cache the result only for a
single client.
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Calder et al. use ECS for a longitudinal study of Google’s service deliv-
ery CDN [45]. Their work shows that using ECS they can create a complete
mapping of this CDN and can uncover dramatic growth of this CDN over a
ten-month period. Fan et al. also use ECS to study Google’s CDN, but rather
than focusing on the CDN infrastructure itself, they study changes in client
prefix to CDN front-end mappings over time [46].

Chen et al. study the impact of ECS deployment from inside the Akamai
CDN [49]. The introduction of ECS at Akamai resulted in a 30% improvement
in startup time for connections to the CDN, at the cost of an eight-fold increase
in the number of DNS queries to their name servers. Chen et al. are the first
to show the RTT performance penalty incurred by users due to their DNS
requests getting routed to geographically remote public resolvers. In this work
we significantly extend on this by using longitudinal data covering 2.5 years,
showing, e.g., changes in out-of-country query handling over time.

A common denominator of the related work to date has been that it exclu-
sively focused on using ECS to study service delivery by CDNs or to study how
ECS can improve this service delivery. In contrast, in this work, we leverage
ECS to study the behavior of and use of a large public DNS provider.

Kintis et al. discuss some of the privacy implications of ECS [57]. Their
focus is the privacy risks imposed by on-path attackers between the public DNS
resolver and authoritative name servers on the Internet. They observe how an
on-path attacker can perform selective surveillance on clients of public DNS
resolvers. In addition to this, they also show how an attacker can selectively
poison a public DNS resolver’s cache for specific clients using ECS. In this
work, we extend this by showing new privacy risks where the use of public DNS
resolvers by SMTP servers to perform DNS resolution leaks information about
the IP addresses and domains of hosts sending e-mail to these servers.

In Section 3.3.3 we use a similar methodology as Li et al. [58], who studied
the performance of IP anycast at Internet scale, to determine the deviation in
distance between the optimal GPDNS PoP and the one that traffic is actually
routed to.

Hardaker et al. [27] showed that root servers receive a considerable amount
of privacy-sensitive query names, and propose using local instances of root
servers to alleviate this issue. Imana et al. [59] study this aspect from a broader
perspective, covering all name servers above the recursive resolver, and report
similar privacy issues.

Schmitt et al. [60] propose Oblivious DNS, an obfuscation method intro-
ducing an additional intermediate resolver between recursive resolver and au-
thoritative name servers. Oblivious DNS prevents the additional resolver from
learning the user’s IP address and the recursive resolver from learning the
query name.

Recent work [61] has also shown that qmin increases the number of queries
per lookup, increasing the load on authoritative name servers. They provide
a technique called NXDOMAIN optimization that reduces the number of queries
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in case the resolver encounters an NXDOMAIN. We reinforce this work by pro-
viding longitudinal measurements, showing various implementations of qmin
algorithms and by quantifying the increase in queries per resolver implementa-
tion.

3.6 Discussion

The ECS Request for Comments (RFC) is already very critical about the
potential privacy implications of the use of ECS. In the privacy note included
before the actual protocol description, the authors write:

“If we were just beginning to design this mechanism, and not doc-
umenting existing protocol, it is unlikely that we would have done
things exactly this way.”

They go on further to suggest that ECS, if supported in DNS resolver
software, should be turned off by default. Clearly, as the research in this paper
illustrates, Google has not followed this suggestion. On the contrary, Google
actively attempts to detect support for ECS on authoritative name servers, and
will include the option in queries when an authoritative name server responds
with an ECS option to their probing queries. This makes it trivial to solicit
ECS information from Google.

This raises the question what other operators of large public resolvers do.
Table 3.7 shows, as an example, five well-known and commonly used public
resolver operators. As the table shows, there are wildly varying policies. Two
operators do not support ECS at all, in both cases explicitly citing privacy
as a reason not to support ECS. The three others all support ECS, but all
have a different policy on when they send ECS to authoritative name servers.
Of the three, the OpenDNS policy of active whitelisting probably makes the
best tradeoff between protecting the privacy of users versus maintaining an
efficient service for users towards CDN providers that support ECS and ask
to be whitelisted. Arguably, in terms of privacy, VeriSign’s policy is the least
favourable of the three, as any authoritative name server operator is likely to
receive ECS information (and thus able to record this), regardless of whether
their deployed name server software actually supports ECS.

Table 3.7 also shows the scope prefix each operator includes in queries.
All three operators that send ECS information include the smallest prefix
recommended in the RFC for IPv4, but there are significant differences in the
prefix size included for IPv6, from relatively large (OpenDNS), to a very narrow
prefix that may identify individual end users (VeriSign).

The last column in Table 3.7 shows whether those operators that send ECS
information allow clients control over whether or not ECS information should
be sent to authoritative name servers for their queries. The RFC allows clients
to exert control over the ECS behaviour of resolvers by including an ECS
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Scope
Operator ECS policy IPv4 IPv6 Respects Scope-Zero?

Google Auto-detect /24 /56 Yes
OpenDNS Whitelist /24 /48 No
Quad9 No ECS n/a n/a n/a
Cloudflare No ECS n/a n/a n/a
VeriSign Always /24 /64 Yes

Table 3.7: EDNS Client Subnet policies of public resolver operators

option in the query they send to a resolver. If a client includes an ECS option
with the scope prefix length set to zero, then resolvers should interpret this as
an indication that the client does not want information about their IP to be
included in queries to authoritative name servers. As Table 3.7 shows, both
Google and VeriSign respect such requests from clients, whereas OpenDNS
does not. It is debatable whether this option really gives clients control, as the
stub resolvers included in all main stream operating systems do not support
this behaviour.

Finally, we reflect on what operators of DNS resolvers should do with
respect to ECS. Many open source implementations of DNS resolver software
now support ECS. Given the potential privacy impact demonstrated in this
paper, and identified by others [57], we argue that the default should be not to
enable ECS. Operators of large networks, or of public DNS resolvers, that do
wish to enable ECS support to better serve their clients when querying CDNs
should practice active whitelisting of authoritative name servers that will receive
ECS information, and should also carefully consider what source prefix length
to include in the ECS option. While a separate study would be required to
recommend specific prefix lengths to support, e.g., correct identification of users
at the country or regional level, we note that initial experiments with different
prefix sizes for IPv4 against popular Geo IP databases shows that sending a
/22 source prefix length allows accurate identification at the country level in
up to 95% of cases.

3.7 Concluding Remarks

In this chapter, we presented the results of the first longitudinal study of a
large public DNS resolver, GPDNS, using passive observations of DNS queries
that contain the ECS extension. Additionally, we quantified the use of a privacy
enhancing DNS technique called qmin.

In this chapter we show that ECS can be used to study the day-to-day
operations of a public DNS resolver, in our case GPDNS. As a key result of this
chapter, this allowed us to show that traffic to GPDNS is frequently routed
to out-of-country PoPs for weeks at a time, even though an in-country PoP
is available. This potentially exposes DNS traffic to state-level surveillance.
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Additionally, we showed that it is not uncommon for a suboptimal PoP, in
terms of geographical distance, to be selected, leading to additional round-trip
times for DNS queries, and a possible decrease in DDoS resilience. Importantly,
this leads us to conclude that even a large operator such as Google struggles to
optimize their catchments, and that further research into anycast is important.

We also showed that certain events such as DDoS attacks on ISP DNS
resolvers cause users to switch to GPDNS en masse, and, more importantly,
once users have switched to Google they do not switch back.

There has been much debate about the privacy risks of using public DNS
resolvers. The obvious argument is that the operator of such a resolver gets
access to extremely privacy-sensitive information in the form of DNS queries.
One aspect of privacy in the context of public DNS resolvers remains under-
exposed. In order for CDNs to be able to make Geo IP-based decisions, many
public resolvers use a DNS extension called ECS, which allows them to reveal
part of a client’s IP to the CDN. In essence, the need for ECS is an unin-
tended side-effect of the use of public DNS resolvers. In this chapter we have
also shown that the privacy enhancing technique qmin is slowly but steadily
gaining traction in the Internet at large.

In the next chapter, we will continue looking at large scale anycast deploy-
ments. We will specifically focus on the performance of anycast while it is under
stress from a DDoS attack.
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In the previous chapter we looked at a large anycast network in the course
of its normal operation. However, a key benefit of using anycast is its
potential for resilience against DDoS attacks. In this chapter we therefore
focus on an anycast network under stress. Specifically, we focus on a
DDoS event that took place in the months November and December of
2015, the target of which was the Root DNS (see Section 2.3). We analyze
data gathered from various data sources, such as RIPE Atlas and RSSAC-
002, to see what happens to this system while it is under attack. The Root
is a unique system in that it is run by twelve different organizations, each
operating their own independent instance of the Root, serving the same
data, for resilience purposes. The different instances of the Root are
labeled with letters (A-K). All but one of these use Anycast to provide
additional resilience. In this chapter we show that different services (i.e.
the letters representing different organizations), use different strategies
when dealing with an attack. Some choose to absorb the traffic, while
others withdraw routes in the hopes that another instance will handle the
load. We also show that in some cases collateral damage occurs when a
service is hosted alongside another, for example in the same data center or
in the same network. The key takeaway from this chapter is that operating
an Anycast network facing a DDoS attack requires careful consideration
in order to minimize service down time and collateral damage. The work
in this chapter was published as a research paper [3].
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4.1 Introduction

Although not new,Denial-of-Service (DoS) attacks are a continuing and growing
challenge for Internet services [150], [151]. In most DoS attacks the attacker
overwhelms a service with large amounts of either bogus traffic or seemingly
legitimate requests. Actual legitimate requests can then be lost, for example
because the service’s network bandwidth is exhausted, or because of limited
compute resources. Once a service is overwhelmed, the service might become
susceptible to extortion [152]. In the case of persistent attacks clients may be
driven to other, more reliable, services. There have been cases where attacks
have lasted for weeks [153]. Refer to Section 2.4 for a more detailed background
on DDoS attacks.

The DNS is a common service, and the root servers (see Section 2.3.4) are
a fundamental, high-profile, and publicly visible service that have been subject
to DoS attacks in the past. As a public service, they are monitored [154]
and strive to self-report their performance. Perhaps unique among many large
services, the Root DNS service is operated by 13 different organizations, with
different implementations and infrastructure. Although the internals of each
implementation are not public, some details (such as the number of anycast
sites) are.

To evaluate the effects of DoS attacks on real-world infrastructure, we an-
alyze two specific events: the Root DNS events of Nov. and Dec. 2015 (see
Section 4.2 for discussion and references). We investigate how the DDoS attack
affected reachability and performance of the anycast deployments. In this chap-
ter we present the first study that explores the response of real infrastructure
across several levels, from specific anycast services to physical sites of those
services, down to the level of individual servers. We also found that an impor-
tant consequence of high load on sites are routing changes, as users “flip” from
one site to another after a site becomes overloaded.

Although we consider only two specific events, we explore their effects on 13
different DNS deployments of varying size and capacity. From the considerable
variation in response across these deployments we identify a set of potential
responses, we have explored this in theory (Section 2.4.1) and now show this in
practice (Section 4.4). Exploration of additional attacks, and of the interaction
of IP anycast and site selection on other layers (for example, in Bing [62]) is
future work.

The main contribution of this chapter is that it presents the first evaluation
of several IP anycast services under stress with public data. Anycast is in wide
use and while commercial operators have been subject to repeated attacks,
some of which have been reported [127], [134], [152], [153], [155], [63], [156],
the details of those attacks are often withheld as proprietary. We demonstrate
that in large anycast instances, site failures can occur even if the service as a
whole continues to operate. Anycast can both absorb attack traffic inside sites,
and also withdraw routes to shift both good and bad traffic to other sites. We
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explore these policy choices in the context of a real-world attack, and show
that site flips do not necessarily help when the new site is also overloaded, or
when the shift of traffic overloads it.

In comparison to the previous chapter (Chapter 3), we focused on the effects
of a large DDoS attack, rather than on the anycast deployment by itself. The
challenges we have shown to exist in the real world suggest future research into
anycast deployments to be important.

4.2 The Events of Nov. 30 and Dec. 1

On November 30, 2015 from 06:50 to 09:30 (UTC), then again on December
1, 2015 from 05:10 to 06:10, many of the Root DNS Letters experienced an
unusual high rate of requests [127]. Traffic rates peaked at approximately 5M
queries/s, which, for A-Root [63], is more than 100× the normal load. We show
the query rates per day for all letters that report according to RSSAC-002 (see
Section 4.3.2) in Figure 4.1.

While we characterize these events as an “attack” here, since sustained
traffic of this volume is unlikely to be accidental, the actual intent of these
events is unclear.

An early report by the Root Operators stated that several letters received
high rates of queries for 160 minutes on Nov. 30 and 60 minutes on Dec. 1 [127].
Queries used fixed names, but source addresses were randomized. Some letters
saw up to 5 million DNS queries per second, and some sites at some letters
were overwhelmed by this traffic, although several letters remained reachable
throughout the attack (either because they had sufficient capacity or because
they were not attacked). There were no known reports of end-user visible errors,
likely because top level names are extensively cached, and the DNS system is
designed to retry and operate in the face of partial failure.
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Figure 4.1: Received queries per day (in billions) for November and December
2015, highlighting the attack, based on RSSAC-002 data.
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A subsequent report by Verisign, operator of A- and J-Root, provides addi-
tional details [63]. They stated that the attack was limited to IPv4 and UDP
packets, and that D-, L-, and M-root were not targeted. They confirm that the
queries that were part of the attack used fixed names, namely www.336901.com
on Nov. 30 and www.916yy.com on Dec. 1. They reported that A and J together
saw 895M different IP addresses, strongly suggesting source address spoofing,
although the top 200 source addresses accounted for 68% of the queries. They
reported that both A- and J-Root were attacked, with A continuing to serve all
regular queries throughout, and J suffering a small amount of packet loss. They
reported that Response Rate Limiting was effective [63], identifying duplicated
queries to drop 60% of the responses, and filtering on the fixed names was
also able to reduce outgoing traffic. They suggested the traffic was caused by
a botnet.

Motivation: We do not have firm conclusions about the motivation for
these events. As Wessels first observed [157], the intent is unclear. The events
do not appear to be DNS amplification to affect others since the spoofed sources
spread reply traffic widely. They might be a DDoS targeted at services at the
fixed names listed above, but an attack on the fixed names would be much
more effective if the root lookup was cached and not repeated. Possibly it was
an attack on those targets that went awry due to bugs in the attack code.
It may be a direct attack on the Root DNS, or even a diversion from other
activity. Regardless of the intent of the event we can analyze it to further our
understanding of anycast systems under stress.

4.3 Datasets

For this study we used publicly available datasets provided by RIPE, several of
the Root operators, and the BGPmon project. We thank these organizations
for making this data available to us and other researchers. We next describe
these data sources and how we analyze it. We make the resulting datasets
publicly available [158].

4.3.1 RIPE Atlas Datasets

RIPE Atlas is a measurement platform with more than 10k global devices
(Atlas Probes) that provide vantage points (VPs) that conduct network mea-
surements [64], [65]. All Atlas VPs regularly probe all Root DNS Letters. A
subset of this data appears in RIPE’s DNSMON dashboard evaluating the
Root DNS [154]. RIPE identifies data from all VPs that probe each root letter
with a distinct measurement ID [159]. Our study considers all available Atlas
data (more than DNSMON reports), with new processing as described below.

RIPE’s baseline measurements send a DNS CHAOS query to each Root
Letter every 4 minutes. At the time of the event, A-Root was an exception and
was probed only every 30 minutes, too infrequent for our analysis (Section 4.4.2)

www.336901.com
www.916yy.com


4.3. DATASETS 67

(it is now probed as frequently as the other letters). Responses to CHAOS
queries are specific to root letters (after cleaning, described below) but each
letter follows a pattern that can be parsed to determine the site and server
that VP sees. For this report we normalize identification of roots in the format
X-APT, where X is the Root Letter (A to M) and APT is a three-letter airport
code near the site.

We focus predominantly on E- and K-Root, since they provide anycast
deployments with dozens of sites. These examples illustrate the operational
choices (Section 2.4.1) all anycast deployments face.

Data cleaning:We take several steps to clean RIPE data for using it in our
analysis. Cleaning preserves nearly all VPs (more than 9000 of the 9363 that
were active at the time), but discards data that appears incorrect or provides
outliers. We discard data from VPs with Atlas firmware before version 4570.
Atlas firmware is regularly updated [160], and version 4570 was released in
early 2013. Out of caution, we discard measurements from earlier firmware on
non-updating VPs to provide consistent (current) methods of measurement.
Moreover, we also discard measurements of a few VPs where traffic to a root
appears to be served by third parties. We identify hijacking in 74 VPs (less
than 1%) by the combination of a CHAOS reply that does not match that
letter’s known patterns and unusually short RTTs (less than 7ms), following
prior work [66].

After cleaning we map all observations into a time series with ten-minute
bins. In each time bin we identify, for each Root Letter, the response: either
a site the VP sees, a response error code [17], or an absence of a reply after
5 seconds (the Atlas timeout). Each time bin represents 2.5 RIPE probing
intervals, allowing us to synchronize RIPE measurements that otherwise occur
at arbitrary phases. (When we have differing replies in one bin, we prefer sites
over errors, and errors over missing replies.)

Limitations of RIPE Atlas: RIPE Atlas has known limitations: al-
though VPs are global, their locations are heavily biased towards Europe.
This bias means Europe is strongly over-represented in per-letter reachability
(Section 4.4.2), but it does not influence our analysis of specific user behavior
(Section 4.4.4). The largest risk uneven distribution of VPs poses is that some
anycast sites may have too few VPs to provide reliable reporting. While we
report on all anycast sites we observe, we only consider sites whose catchments
contain a median of at least 20 VPs during the two days.

In addition, RIPE VPs query specific Root letters, so they do not represent
“user” queries. (Regular user queries employ a recursive resolver that selects one
or more letters to query.) We take advantage of this approach to study specific
letters and sites, but it prevents us from studying Root DNS reachability as a
whole (Section 4.4.2).

Finally, VPs fail independently. We focus our attention on sites typically
seen by 20 or more VPs to avoid bias from individual VP failure over the two
days.
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4.3.2 RSSAC-002

RSSAC-002 is a specification for operationally-relevant data about the Root
DNS [161]. It provides daily, per-letter query rates and distributions of query
sizes.

All Root Letters have committed to provide RSSAC-002 data by 2017. At
the time of the events, only five services (A, H, J, K, and L) were providing
this data [133]. In addition, RSSAC-002 monitoring is a “best effort” activity
that is not considered as essential as operational service, so reporting may be
incomplete, particularly at times of stress.

4.3.3 BGPmon

We use BGP routing data from BGPmon [67]. BGPmon peers with dozens of
routers providing full routing tables from different locations around the Internet.
We use data from all available peers on both days on which the events occurred
(152 peers) to evaluate route changes at anycast sites in Section 4.4.4.

4.4 Analysis of the Events

To evaluate the events we begin with overall estimates of their size, then drill
down on how the events affected specific Root Letters, sites in some letters, and
individual servers at those sites. We then reconsider the effects of the attack
as a whole, both on Root DNS service and on other services.

4.4.1 How Big Were the Events?

We next estimate the size of the events. Understanding the size is important
to gauge the level of resources available to the traffic originator. We begin
with RSSAC-002 reports, but on Nov. 30, only a few letters provided this
data, and as previously described (Section 4.3.2), best-effort RSSAC-002 data
is incomplete. We therefore estimate an upper-bound on the event bandwidth
based on inference from available data.

RSSAC-002 provides statistics over each day, so to estimate the event size
we define a baseline as the mean of the seven days before the event. We then
look at what changed on the two event days (A-Root had an independent attack
on 2015-11-28, so we drop this data point and scale proportionally). Query
sizes are reported in bins of 16 bytes. Verisign stated that the attacks were
of specific query names (see Section 4.2), and RSSAC-002 reports query sizes
in bins of 16 bytes, allowing us to identify attacks by unusually popular bins.
Most queries fell in the the 32-to-47B bin on Nov. 30 and the 16-to-32B bin
on Dec. 1, while response sizes are most frequently between 480 and 495 bytes
in size for both events, see Figure 4.2. These sizes are for DNS payload only.
We confirm total traffic size (with headers) in two ways, both by adding 40
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Figure 4.2: UDP Request and Response sizes for three days, for K and D root,
based on RSSAC-002 data.

bytes to account for IP, UDP, and DNS headers, and by generating queries
with the given attack names. We confirm full packets (payload and header) of
84 and 85 bytes for queries and 493 or 494 bytes for responses, consistent with
RSSAC-002 reports.

We use these sizes to estimate incoming bitrates.
Table 4.1 gives our estimates on event traffic from the five letters reporting

RSSAC-002 statistics. The baseline (right column) is only 1–10% of attack traf-
fic (mean: 3%); we subtract the baseline from queries and responses therefore
our estimations show only the extra (∆) traffic caused by the events. These
reported values differ greatly across letters and between queries and responses.
We believe differences across letters represent measurement errors, with most
letters under-measuring traffic when under attack (under-reporting is consis-
tent with large amounts of lost queries described in Section 4.4.2). We see fewer
responses than requests, likely because of Response Rate Limiting [135] which
suppresses duplicate queries from the same source address [157]. We provide
both a lower-bound on attacks that considers only known event traffic, and a
scaled value that accounts for the six sites known to have been attacked that
did not provide RSSAC-002 data at event time. This lower bound has a large
underestimate because 3 of the 4 reports were known to drop event traffic, and
there is an approximate 3% overestimate by including baseline queries.

We propose an upper-bound for the event size by correcting for both of
these types of under-reporting. To correct, we accept that A-Root’s RSSAC-002
data measured the entire event. Verisign reported [157] A-Root graphs of input
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2015-11-30 (160 min.)

RSSAC ∆ queries ∆ responses

reports Mq/s Gb/s M IPs (ratio) Mq/s Gb/s

A 5.12 3.44 1,813 (340×) 3.84 15.13

H 0.23 0.15 36.14 (13.3×) — —

J 1.90 1.28 765.24 (280×) 1.10 4.32

K 1.07 0.72 39.23 (14.4×) 0.48 0.32

L 0.05* 0.04* 36.15 (13.3×)* 0.05* 0.19*

bounds (lower and upper):
lower 8.32 5.59 – 5.42 19.77

(scaled) (20.8) (14.0) – (13.5) (49.4)
upper 51.22 34.42 – 38.37 151.31

2015-12-01 (60 min.) Baseline

RSSAC ∆ queries ∆ responses queries

reports Mq/s Gb/s M IPs (ratio) Mq/s Gb/s Mq/s M IPs

A 5.21 3.54 1,345 (253×) 3.93 15.53 0.04 5.35

H 0.32 0.22 16.22 (6.5×) — — 0.03 2.94

J 2.29 1.56 355.68 (129×) 1.43 5.66 0.05 2.78

K 1.12 0.76 40.88 (15.0×) 0.28 1.09 0.04 2.92

L 0.10* 0.07* 16.22 (6.5×)* 0.09* 0.37* 0.06 2.94

bounds (lower and upper):
lower 8.94 6.08 – 5.64 22.28 0.22 –

(scaled) (22.4) (15.2) – (14.1) (55.2) – –
upper 52.09 35.42 – 39.31 155.35

Table 4.1: RSSAC-002 reports for daily IPv4/UDP traffic for the two days
of events, subtracted from the a 7-day mean baseline, and lower- and upper-
bounds on event sizes. *L-Root was not attacked and therefore excluded from
lower and upper bounds.

traffic showing about 5Mq/s at both A- and J-Root (although J’s RSSAC-002
reports are much lower). They also report that 10 of 13 letters were attacked
(D, L, and M were not attacked). We add the assumption that all attacked
letters received equal traffic. We confirm this assumption in two ways. First, B-
Root can confirm [162] that it saw offered load around 5Mq/s, consistent with
A-Root’s statement. Second, we can infer event sizes by comparing accepted
traffic loads in Table 4.1 with observed loss rates from Figure 4.3. That suggests
H-Root should have received 1.6Mq/s, J-Root about 2.44Mq/s, and K-Root
about 1.6Mq/s.

Our estimates are somewhat rough, but it provides strong evidence that
this was not a small attack. While 6× more than the lower-bound of directly
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observed traffic, this estimate reflects significant query loss that occurs during
the event and in measurement systems tuned for regular operation.

If our upper-bound estimate is correct, the aggregate size of this attack
across all letters is about 35–40Gb/s. Although attacks exceeding 100Gb/s
have been demonstrated since 2012 [134], [150], such large attacks are usually
performed using amplification [31] (for example, as the reply traffic of 151Gb/s
on Table 4.1). Directly sourced traffic of 35Gb/s on the roots therefore repre-
sents a large attack.

We can also see for all letters a large increase (by a factor 6.5× to 340×)
in the number of unique IPv4 addresses observed by each letter during the
attacks. While this could be explained solely by the use of a botnet, initial
reports have confirmed that this is caused by IP spoofing [157].

4.4.2 How Were Individual Letters Affected?

We next consider how each letter reacted to the event and measure overall
Root DNS performance. Letter-specific queries from RIPE Atlas show that
individual root letters suffered minimal to severe loss rates. We caution that
these loss rates do not directly translate to end-user delays, since recursive
resolvers cache and retry against different letters, and since users interact with
specific anycast sites (Section 4.4.3).

Reachability of Specific Letters: Figure 4.3 shows the reachability
for each Root Letter from RIPE Atlas. We plot D-, L-, and M-Root together
because they see no visible change, consistent with reports that they were
not attacked [63]. (In Section 4.4.6 we later show that a few D-root sites
appear slightly affected by the event.) On these dates, Atlas probed A-Root
less frequently than other letters (Section 4.3.1), so in this graph we scale
A’s observations to account for this difference. Because infrequent probing of
A-Root makes the event dynamics impossible to discern, we omit A-Root from
analysis in the rest of this chapter.

All the other letters experience different degrees of reachability problems
during the reported attack intervals (Section 4.2). There is a strong correlation
(R2 = 0.87) between how many sites a letter has (Table 2.3) and how they were
affected in terms of responsiveness, measured by the smallest number of Atlas
VPs that successfully receive responses during the events (more sites→more
VPs receive responses). B-Root, which did not use anycast at the time of attack,
suffered the most, followed by H, with two sites and primary-secondary routing.
With many sites, J-Root sees some VPs lose service, but only a few. We evaluate
the causes for service loss in Section 4.4.3, but this correlation reflects some
combination of more sites providing greater aggregate capacity and isolating
some users from some event traffic.

We can also evaluate overall performance for each letter by the RTT of
successful queries, as shown in Figure 4.4. Note that each letter has a different
baseline RTT, corresponding with the median distance from Atlas VPs to
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anycast sites for that letter. Although B-Root suffered the most in terms of
reachability (Figure 4.3), it experienced little change in RTT when queries were
successful. G- and H-Root, in turn, see large changes in latency. In the next
section we show that anycast sites can fail, causing routing to shift their traffic
to other locations. Thus we believe these shifts in RTT indicate route changes
that shift VP traffic to more distant sites. For example, H-Root has sites on the
U.S. East and West coasts (north of Baltimore, Maryland, and in San Diego,
California). Most Atlas VPs are in Europe, so we infer that the primary site
for H is the U.S. East coast, but when that route is withdrawn (during both
events) traffic shifts to the west coast. This assumption is confirmed by H’s
median RTT at that time matching B-Root’s RTT, since B-Root is also on
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the U.S. West coast. We examine site route withdrawals in more detail in
Section 4.4.3.

Reachability of the Root DNS as a Whole: While we see that
individual letters show degraded responsiveness under stress, the DNS protocol
has several levels of redundancy, and a non-response from one letter should be
met by a retry at another letter. We do not evaluate overall responsiveness of
the Root DNS in this chapter, but our per-letter analysis shows some evidence
of this redundancy.

L-Root was not subject to these attacks [157], yet Table 4.1 shows that
L-Root experienced a significant increase in query rate during the second event,
with a 1.66× increase in queries-per-second. More impressively, it sees a 6- or
13-fold increase in number of unique IPs on both event dates. We later describe
“site flips”, where VPs change anycast sites (Section 4.4.4); this coarse data
suggests letter flips also occur, as recursive resolvers switch from one letter to
another, perhaps to prefer a shorter RTT [47], [68]. While not the focus of this
chapter, these letter flips show the multiple levels of resilience in the Root DNS
system (see also Section 2.3.4)
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4.4.3 How Were Anycast Sites Affected?

Overall loss rates for each letter (Section 4.4.2) may suggest that query loss
is uniform for all who use that letter. We next show that these loss rates are
not uniformly seen by all users. Anycast services are composed of multiple
sites (Table 2.3), and anycast operators and their hosting ISPs can design
sites to withdraw routes or continue as degraded absorbers (i.e., a site that
keeps announcing a BGP route, despite being overloaded) when under stress
(Section 2.4.1). We next look at behavior across all sites of a given letter to
identify evidence of these policies in action. Site Reachability: We first
consider site reachability: how many Atlas VPs reach a letter’s sites over the
two days of observations, measured in each ten-minute bin. The median number
of VPs over the observation provides a baseline of “regular” behavior, calibrating
how RIPE Atlas maps to a given service. Atlas coverage is incomplete; some
sites have zero or a few VPs, while others have thousands in their regular
catchment. Our use of median normalizes coverage to identify trends, such as if
the site gains or loses VPs. Addition of VPs to one site indicates withdrawal of
routes to another site, possibly in reaction to stress. Reduction in VPs indicates
that either that site withdrew some or all routes, or that it was overloaded and
simply lost queries—reduction can therefore be caused by both withdrawal and
absorption.

Figure 4.5 shows all sites for two letters (E- and K-Root, selected as repre-
sentatives with many sites). Numbers in parenthesis show the median number
of VPs at each site, while the lines show how much that site shrank or grew,
in terms of VPs, over the two days, normalized to the median.

We see that sites show two responses indicating reduced capacity. Some
(such as E-AMS) become completely unavailable, as shown by the minimum
dropping to zero; some become nearly unavailable, such as K-LHR; K-Root
confirmed unavailability of some sites [163]. Others (E-NRT, K-WAW) become
partially available.

In addition, several sites show an increase above median over the period (the
maximum blue value is greater than 1). Several of the well-observed K-Root
sites show some increase (K-AMS, K-LHR, K-LED, K-NRT), as do many of
the well-observed E-Root sites (E-FRA, E-LHR, E-ARC, E-VIE, E-IAD).

We confirm that these swings in catchments are directly correlated with the
events and are not typical behavior. We repeated the analysis of Figure 4.5 over
two days during the week following the events (2016-12-05 and 2016-12-06).
On these “normal” days, considering sites with reasonable visibility (20 or more
VPs, so medians are stable), we see no variation in VPs per site for K-Root,
and only minor variation (mostly within 8%) for 13 sites of E-Root.

Second, Figure 4.6 shows the size of each site’s catchment during the events,
for E- and K-Root. Each mini-plot represents one site, with the line showing
how many VPs are mapped to it relative to the site’s median. The central line
in each plot is the median, with the lower line 0 and the upper line 5× and 3×
the median for E- and K-Root respectively. Red lines below the median indicate
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potential critical moments in which reachability dropped below the median
number of VPs that can normally reach the site. Sites are sorted by median, in
parentheses. From this figure we see that sites from these two letters behaved
completely differently. While most sites of E-Root either see an increase or a
decrease on their reachability, most sites of K-Root seem to overlook the attack.
(Note that large increases observed for few sites, such as E-DXB and K-DEL,
are caused by a very low median (two VPs)—any additional VP hitting these
sites during the attack can cause a peak on reachability, we therefore exclude
these from the figure.)

Figure 4.6 shows that five sites from E Root (E-AMS, E-CDG, E-WAW,
E-SYD and E-NLV) seem to “shut down” after the attack of Dec. 1 (hour 29).
These sites also had reachability strongly compromised during the first event
on Nov. 30 (hour 7).

What is interesting to see for the sites of both letters in Figure 4.6 is that
sites with large numbers of median VPs in their catchments showed reachability
problems. An exception is K-AMS, with a large number of VPs in its catchment,
which took on more traffic than usual during the whole period.

For E-Root, sites that show an increase over median suggest that some
other sites are withdrawing some routes at other sites. However, that does not
explain why letters show reduced overall reachability (Figure 4.3): if overloaded
sites fail and traffic shifts, all queries should be answered. We next look for
evidence of degraded absorption.

Site RTT Performance: To assess if sites that remain accessible are
overloaded (implying they operate as degraded absorbers, i.e. sites that continue
to operate despite failing to successfully serve all traffic), we next examine RTT
of successful queries.

Figure 4.7 shows the median RTT for some K-Root sites that show stress
during the events. Although the K-AMS site remained up and showed minimal
loss, its median RTT showed a huge increase: from roughly 30ms to 1 s on
Nov. 30, and to almost 2 s on Dec. 1, strongly suggesting the site was overloaded.
K-NRT shows similar behavior, with its median RTT rising from 80ms to 1 s
and 1.7 s in the two events. Overload does not always result in large latencies.
B-Root (a single site) showed only modest RTT increases (Figure 4.4), since
only few probes could reach it during the attack (Figure 4.3). We hypothesize
that large RTT increases in site performance are the result of an overloaded
link combined with large buffering at routers (industrial-scale bufferbloat [69]).
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Figure 4.6: Reachability seen by VPs that received positive responses (RCODE
0) for sites of E- and K-Root. Sites with fewer than 20 VPs are excluded.
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4.4.4 How Can Services Partially Fail?

We have shown that letters report different amounts of service degradation
(Figure 4.3), and that their sites seem to follow two policies under stress (Sec-
tion 4.4.3). We next look at service reachability from a client perspective to
understand how services can partially fail, and how some clients see persistent
failures.

Site Flips: Evidence of Stress:
A design goal of DNS and IP anycast is that service is provided by multiple

IP addresses (DNS) and sites (anycast). Through their recursive resolvers,
clients can turn to a service on another IP address (other Root Letters), and
through route changes at upstream ISPs, to other anycast sites. A recursive
DNS resolver will automatically retry with another name server if the first does
not respond, which is intentional redundancy in the protocol and an operational
best practice [47], [70]. Redundancy inside most letters depends on IP anycast,
and the routing policies DNS service operators establish at each anycast site
(withdraw or absorbing, as in Section 2.4.1).

To study a client’s view of IP anycast redundancy, we look for changes in
site catchments. We measure these as site flips: when a VP changes from its
current anycast site to another. We expect each VP to have a preferred site
(hopefully with a low RTT), and site flips to be rare, due to routing changes
or site maintenance.

Figure 4.8 shows site flips measured in RIPE Atlas VPs, with bursts of site
flips during the event periods for letters that saw event traffic. All letters see
thousands of site flips during the event (note the scale of the y-axis), with E,
H and K seeing many flips while C, I and J see fewer.
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Figure 4.9: Route changes for each Root Letter (10 minute bins, seen from
BGPmon route collectors).

To evaluate if these site flips are actually due to route withdrawals, we use
route data from BGPmon (Section 4.3.3). These BGPmon VPs are in different
locations from our RIPE Atlas VPs, so we do not expect them to see exactly
the same results, but, if there were route withdrawals, we expect to see more
routing activity during the events.

Figure 4.9 shows the route changes we observe across all Root Letters. With
BGPmon VPs and Root anycast sites around the world, we see occasional route
changes over the whole time period. With 152 VPs, a routing change near one
site can often be seen at 100 or more VPs. But the very frequent sets of changes
shown by many letters in the two event periods (4 to 6 hours and around 29
hours) suggests event-driven route changes for many letters (C, E, F, G, H, J,
K). Route changes for K-Root do not appear at our BGP observers for the
second event, and K’s BGP changes are lower than we expect based on site flips.
We suspect that is because our BGP vantage points are mostly U.S.-based,
while we show site flips using VPs that are much more numerous in Europe.

Case Study: K-Root: We next consider K-Root as a case study to
show what site flips mean in practice. K-Root’s sites provide good examples
of different policies under stress. We next consider VPs that start at K-LHR
and K-FRA (London and Frankfurt) to see what happened to these clients
during the event. We select these sites to illustrate possible design choices
(Section 2.4.1) and because they lost nearly all or about half of the VPs during
the event; they were more strongly affected then most K-Root sites. From
Figure 4.3 we know that some clients were unsuccessful, while the maximums
in Figure 4.5b show that some sites gained clients.
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Figure 4.10: Site flips for selected K-Root instances over the two days. Two
graphs on the left show where VPs went from K-FRA and K-LHR. Top right
graph shows where VPs came from when switching to K-AMS. Lower right
graph shows where VPs went after the event ended, from K-AMS.

Figure 4.10 shows where sites from K-LHR and K-FRA went over the
measurement period—the left two graphs show that about 70-80% of all VPs
that shifted traffic during the events shift to K-AMS (Amsterdam). The top
right (red background) graph shows where new VPs that see K-AMS just were,
confirming they mostly arrive from K-LHR and K-FRA. The bottom right
graph shows that K-AMS sites also shift back to K-LHR and K-FRA as their
preferred catchments after the events.

However, we still ask: if traffic shifts to other sites and K has excess capacity,
why do some VPs fail to reach K during the attack? VP query failure must result
from routing policies and implementation details (Section 2.4.1) at each site
and its hosts: those policies and details can result in a site that will continue
to receive traffic from its peer and operate as a degraded absorber, or that
will withdraw its route and reallocate its catchment. We see evidence of both
outcomes.

To demonstrate these policies at work, we must look at the actions of
individual VPs. Figure 4.11 shows 300 randomly selected VPs that start at
K-LHR (yellow or light gray) and K-FRA (salmon or medium gray) for 36
hours. Each pixel represents the site choice of that VP in 4-minute bins. Black
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(a) A sample of 300 VPs; start 2015-11-30t00:00Z for 36 hours.

(1)

(2)

(3)

(4)

K-LHR

OTHER

K-FRA

K-AMS

FAIL

(b) A smaller sample: 40 K-LHR-preferring VPs around the first event.

Figure 4.11: A sample of 300 VPs for K-Root that start at K-LHR and K-FRA,
with locations before, during, and after attacks. Time is shown horizontally,
each column representing a 4 minute time period (the measurement interval),
while each row represents a single probe. Dataset: RIPE Atlas.

indicates the VP got no reply, while blue (or dark gray) and white indicates
selection of K-AMS or some other K-Root site.

We focus on the 40 VPs shown in Figure 4.11b and see two behaviors
during the event and three after. During the event, the top 10 VPs (labeled
(1)) stick to K-LHR, but only get occasional replies. They represent a degraded
absorbing peering relationship; these clients seem “stuck” to the K-LHR site.
The next group labeled (2) shift to K-AMS during the event and for a short
period after, then return to K-LHR. However, during their visit to K-AMS only
about a third of their queries are successful. This group shows that K-AMS
is overloaded but up, and that these VPs are in ASes that are not bound to
K-LHR. For the third group, marked (3), some stay at K-LHR during the event,
while others shift to other sites, but all find other sites after the event. Finally,
the group (4) shifts to K-AMS during the event and remains there afterward.
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We see similar groups for the K-AMS sites in the first event and for both sites
in the second event.

We believe this kind of partial failure represents a success of anycast in
isolating some traffic to keep other sites functional, but this degraded absorbing
policy results in some users suffering during the event due to the overload
at K-LHR. While this policy successfully protects most K-Root sites during
the event, it also suggests opportunities for alternate policies during attack.
Rather than let sites fail or succeed, services may choose to control routing to
engineer traffic to provide good service to more users. Alternatively, if attack
traffic is localized, operators may choose to target routing so that only one
catchment is affected—a policy particularly appropriate for attacks where all
traffic originates from a single location, even if it spoofs source addresses.

4.4.5 How Were Individual Servers Affected?

Large anycast sites may operate multiple servers behind a load balancer (Fig-
ure 2.12). We now examine how the events affected individual servers within
specific anycast sites. We look at two sites of K-Root, K-FRA and K-NRT
as examples, selected because they show different responses to stress. These
behaviors are also seen at other sites, but we do not identify or count behav-
iors across all sites. These examples show it is important to use measurement
strategies that consider all servers at a given site.

Figure 4.12 shows a time series of servers that respond at K-FRA (top)
and K-NRT (bottom) during the events. At K-FRA, we typically saw replies
from each of the three servers. As the load of each event rose, replies shifted
to come from only one server, with none from the other two we previously
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(bottom).

saw replying. Which server responded was different in the two events, with
K-FRA-S2 replying in the first event and -S3 in the second. We do not know
if the other two servers failed, or if they were only serving attack traffic, or if
traffic from these VPs was somehow isolated from attack traffic. Either way,
this strategy seems to work reasonably well since Figure 4.13 shows that, after
a short increase in RTT at the beginning of the attack, the median RTT for
K-FRA remains stable for successful replies throughout the attack. However,
K-FRA seems to be overloaded and dropping queries, as shown in Figure 4.6b
and Figure 4.11b.

K-Root’s Tokyo site (K-NRT) shows a different result. Figure 4.12 (bottom)
shows that VPs had difficulty reaching all three servers from K-NRT during
the events. This difficulty suggests that the events affected all K-NRT servers,
either because load balancing was mixing our observations with attack traffic, or
because attack traffic was congesting a shared link. Figure 4.13 (bottom) shows
larger latencies for successful queries at K-NRT, perhaps suggesting queuing
at the router. We also observe that K-NRT-S2 seems more heavily loaded than
the other two servers at K-NRT.

These examples show that individual server performance and reachability
may not reflect overall site-wide performance and reachability. Measurement
studies of anycast services should therefore ensure they study all servers at a
site (not just specific servers) to get a complete picture of site and end-user-
perceived performance.
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4.4.6 Are There Signs of Collateral Damage?

Servers today, such as the Root DNS servers we study, sometimes are located
in data centers that are shared with other services. These services may be
unrelated, other infrastructure (such as other top-level domains, TLDs), or
even other Root DNS sites. Co-locating services creates some degree of shared
risk, in that stress on one service may spill over into another causing collateral
damage. Collateral damage is a common side-effect of DDoS, and data centers
and operators strive to minimize collateral damage through redundancy, over-
capacity, and isolation. Prior reports describe it as a problem but provide few
details [155]. Recent work by Fontugne et al [71] takes a more in depth look at
increased link latency caused by DDoS attacks.

Hosting details are usually considered proprietary, and commonality can
exist at many layers, from the physical facility to peering to upstream providers,
making it difficult to assess shared risk. From public data we therefore cannot
establish direct causation in a specific common point. Instead, we assess shared
risk by end-to-end evaluation: we look for service problems in other services
that are not directly the target of event traffic. We study two services: D-Root,
a letter that was not directly attacked [63], and the .nl TLD. They are chosen
because they both show reduced end-to-end performance with timing consistent
with the events, strongly suggesting a shared resource with event targets.

D-Root: Figure 4.14 shows the absolute counts of the number of RIPE
Atlas VPs that reach several D-Root sites. D-Root has many sites; we report
only subsets that had at least a 10% decrease in reachability during the time
of the attacks and were reached by at least 20 RIPE Atlas probes.

These figures show that D-FRA and D-SYD sites both lost VPs during
the event. Which data centers host these sites is not public, but correlation
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of these changes with the events suggests potential collateral damage. (Recall
that RIPE VPs probe only one letter, so a reduction in VPs to one site implies
either query loss or re-routing, not switching to another letter.)

Frankfurt: There are seven Root Letters hosted in Frankfurt (A, C, D, E,
F, I, and K), and we previously observed that traffic shifted to K-FRA and yet
that site suffered loss (Figure 4.4.4).

D-FRA sees only small decreases in traffic, suggesting it was only slightly
affected by the events to sites for other letter in the same city. However, this
change indicates some collateral damage for D-FRA.

The .nl Top Level Domain: Finally, we have also observed collateral
damage at servers that are not part of the Root DNS. We see evidence for
collateral damage occurring to the .nl top level domain. In addition to four uni-
cast deployments, SIDN operates .nl on multiple anycast services. Figure 4.15
shows query rates for two anycast deployments located near Root DNS servers
(exact rates and locations are anonymized). We see both sites show nearly no
queries during both events. As a result of this collateral damage, during this
period, .nl service was carried by other .nl servers.

4.5 Related Work

Distributed Denial-of-Service attacks are a broad area of study that has been
addressed from many different angles in the past years. Studies have shown
that DDoS attacks are effective [72].

DDoS attacks are common and growing: Arbor has documented their in-
creasing use and growth in size [150], [151], and there have been DDoS attacks
reaching 1.3Tb/s [164]. Very large attacks often use different protocols to am-
plify basic attack traffic [31], [73], [74]. Yet DDoS-for-hire (“Booter” services)
are easily available for purchase on the gray market—for only a few U.S. dollars,
Gb/s attacks can be ordered on demand [75], [165].
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Some approaches have been proposed to mitigate amplification [135], [76],
spoofing [33], or collateral damage [77]. The continued, growing attacks show
that mitigation has been incomplete and that spoofing remains widespread [36].

Many studies have looked at the Root DNS server system, considering
performance [55], [66], [78]–[81], [166], [82]–[86], [167], client-server affinity [83],
[168], and effects of routing on anycast [87], [169], as well a proposal to improve
anycast performance in CDNs [88]. We draw on prior measurement approaches,
particularly the use of CHAOS queries to identify anycast catchments [66].

Closest to the work in this chapter are prior analyses of the Nov. 30
events [127], [63], [157], [163]. These reports lend insight into the events, but
were high level [127], [163] or reported only on specific letters [63], [157], [163].

To the best of our knowledge, we are the first to combine multiple sources
of measurement data to assess how a DDoS attack affects the several layers of
the anycast deployment of Root DNS service. In addition, we are aware of no
prior public studies on diverse anycast infrastructure operating under stress,
including at the site and server level and its consequences on other services
(collateral damage).

4.6 Concluding Remarks
This chapter provides the first evaluation of how anycast services behave under
a DDoS attack. Our work evaluates the Nov. 30 and Dec. 1, 2015 events on
the Root DNS, showing the effects of those events on a service that is run
by multiple operators, with most analysis based on publicly available data.
Our analysis shows different behaviors across different letters (each a separate
anycast services), at different sites of each letter, and at servers inside some
sites. We identify the role of different policies at overloaded anycast sites: the
choice to absorb attack traffic to protect other sites, or to withdraw the service
in hope that other sites can take over. We believe overall DNS service was
robust to this attack, due to caching and the availability of multiple letters
for service. However, we show that large attacks can overwhelm some sites of
some letters. In addition, we show evidence that high traffic on one service
can result in collateral damage to other services, possibly in the same data
center. Our study shows the need to understand anycast design for critical
infrastructure, paving the way for future study on anycast networks that may
improve resilience.
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In the previous chapters we looked at a number of anycast services, both
during normal operation as well as under stress from a DDoS attack.
As our goal is to improve anycast networks using a measurement-based
approach, in this chapter we investigate Internet routing in order to gain
a better understanding of what difficulties can occur when performing
measurements. Specifically, we focus on investigating the phenomenon
which is known as routing asymmetry, i.e. the forward and reverse route
between two hosts on the Internet being different. We use the RIPE
Atlas measurement framework to perform large-scale measurements to
assess routing asymmetry as it occurs on the Internet. We find that
many routes, approximately 87%, are asymmetric, and that their length
is approximately 5 hops. Additionally, we show that Internet routes in
general are stable over our measurement period. The key takeaway from
this chapter is that asymmetry is widespread. This means that using
standard tools such as traceroute, from the point of view of an anycast
operator, has limited use since it does not necessarily discover the actual
routes that clients use to reach its service. The work in this chapter was
published as a research paper [89].
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5.1 Introduction

The fact that Internet routing shows some degree of asymmetry is a well
established fact [90]–[93]. Routing asymmetry means that, given two hosts A
and B, the path from A to B (the forward path) is different from the path
from B to A (the reverse path). Asymmetry can be problematic when trying
to troubleshoot problems at host A that occur on the reverse path. The reason
for this is that standard tools, such as Traceroute, are only able to determine
the forward path from the viewpoint of host A.

There have been various studies that quantify Internet routing asymmetry.
In this chapter we aim to reinforce those studies and provide a more in-depth
analysis, by performing large scale measurements, to quantify asymmetry and
determine where exactly it occurs. A better understanding of the characteristics
of Internet asymmetry can help when attempting to troubleshoot problems
that occur on the reverse path when only the forward path is known.

In this chapter we look into the asymmetry of network paths. We investigate
to what extent the reverse path can still be determined using the forward path
if the characteristics of Internet asymmetry are known. The goal of this study
is to provide an in-depth analysis of Internet routing asymmetry. To perform
this analysis we measure network paths between 4,000 probes across the world.
We analyze the resulting data for network path asymmetry on the Autonomous
System (AS) level, as opposed to individual router IPs. We show that most
routes are not completely symmetrical, although the routes do have properties
that still make them useful for specific applications, such as troubleshooting
and collaboration with upstream providers. The contribution of this chapter
is providing a quantification of the degree of asymmetry that occurs on the
Internet, to improve further studies of the Internet, as well as assist operators
particularly with regards to troubleshooting.

5.2 Related Work

Internet routing asymmetry has been the subject of a number of past stud-
ies [90], [91], [93], [94]. In this section we discuss studies that have investigated
the level of routing asymmetry on the Internet and indicate what shortcomings
they have that we aimed to solve.

First, the research in [91] on route asymmetry covers the AS level. They
conclude that route asymmetry, at the AS level, is only present in approxi-
mately 14% of the routes. However, this research is based on results gathered
using the Active Measurement Project (AMP) which runs mainly on academic
networks and uses only 135 probes. In their follow up study [90], they use
350 probes selected from 1,200 public traceroute servers. They note that the
routing asymmetry percentage is much higher on commercial networks, namely
65%, which negatively impacts the usability of Traceroute to measure reverse
network paths.
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In addition, while they have conducted extensive research on route asymme-
try on the AS level they have not looked at the relative position of asymmetry
(e.g. close to the target of the traceroute, in the middle or close to the source
of the traceroute). If we are interested in the remaining usability of reverse
paths this is a relevant metric, for example for applications that do not require
the entire path to be symmetric, e.g. during troubleshooting. They proposed
an interesting framework for quantifying the change in paths in which they
use the Levenshtein Edit Distance (ED) algorithm as a way to determine the
distance between two paths.

Secondly, research in [93] concluded that the asymmetry on the AS level is
substantially higher than in [90], [91]. According to them, asymmetry on the
AS level is as high as 90%. The cause of this difference could, for example, be
that this study was conducted 5 years later or that their dataset is obtained
using only a total of 220 probes with a biased distribution.

Finally, the research in [94] proposes a way of determining the actual path
that a packet has taken to reach a point in a network with routing asymmetry
in mind, from the viewpoint of the receiver. That research focused mainly on
determining reverse routes for troubleshooting purposes (e.g. which network is
dropping packets). Their method involves a system of widely deployed probes,
IP spoofing and the use of an option in the IP header that is often not imple-
mented. While the theory behind this method is sound, it can be difficult to
deploy in practice for a few reasons. First, potential users need to have widely
deployed probes in place. Secondly, their method uses the Record Route option
in the IP header. However, this option is often ignored[170] and packets that
use this option are usually dropped. Finally, the use of IP spoofing, the act
of forging the source address, can be problematic due to issues with company
policies, ethics and the fact that there are techniques to block IP spoofing
such as proposed in Request for Comments (RFC) 2827 [95], which is currently
known as Best Current Practice (BCP) 38.

5.3 Methodology

In this chapter we consider a network path an ordered list of networks that
connect two end-systems on the Internet. Although there are studies that
differentiate networks by IP address or even as IP address range[90], we chose
to represent networks as AS. By using ASes it is trivial to cluster IP addresses
that belong to the same administrative network.

As shown in Figure 5.1 there are two distinct paths between a pair of end-
systems A and B: The forward path and the reverse path. When both paths are
completely equal then the path is symmetric, otherwise it is asymmetric. To
reliably determine a complete network path (both the forward and reverse parts)
from the viewpoint of the receiver, the Internet would have to be completely
symmetric.
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Figure 5.1: Network path

Our goal is to quantify the occurrence of path asymmetry on the Internet,
and to quantify where this asymmetry is most likely to occur. Intuitively,
diverging forward and reverse paths are less likely to occur near the end systems.

The main requirement for investigating our hypothesis was having a large
amount of Internet connected computer systems which we could control. In
order to meet this requirement we use RIPE Atlas. This project manages probes
around the world for the specific purpose of network measurements. A probe
is a dedicated network measurement device that can be placed in a network
to allow measurements to be performed remotely. The Atlas project consists
of approximately 10,000 distributed probes [96] worldwide. Although we are
aware of several other measurement infrastructures, such as PlanetLAB [171],
EmanicsLAB [172] and the NLNOG Ring [173], these do not provide the scale
and distribution that was required for measurements that are representative
of the Internet.

RIPE Atlas has imposed a credit system that limits measurements in three
ways. The credits that are consumed per day, the number of measurements that
can be run concurrently and the total number of credits that can be consumed.
These limits have a consequence on the number of probes that can be used and
in which combination. Credits can, for example, be earned by hosting a RIPE
Atlas probe. It is due to this credit limit that not all probes that are available
can be used. This further depends on the measurement layout, which probe
measures what and to what other probe.

5.3.1 Measurement configuration

We considered three layouts in which the probes can conduct the measurements.
Note that to be able to determine route asymmetry between two probes, each
probe has to perform a traceroute to the other. In the considered layouts each
probe performs traceroutes to the probes to which it is connected.

Fully connected layout (Figure 5.2a) - This layout has the advantage
of utilizing the complete potential of the involved probes, every probe measures
the path to every other probe. The disadvantage is that due to the credit limit
only a very limited number of probes from the total can be used. For example:
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(a) Fully connected (b) Star (c) Random Tuples

Figure 5.2: Probe layout

considering the 1 million credit limit only 112 probes can be used due to the
high number of paths in this type of layout. A small number of probes means
that specific network issues that occur at individual probes have a large impact.

Star layout (Figure 5.2b) - In comparison to the fully connected topol-
ogy this has the advantage of allowing many more probes to be used. However,
in this case the center probe will have a large impact on each measurement.
Network issues at the center probe can cause the entire experiment to fail.

Random tuple layout (Figure 5.2c) - In this layout random tuples
of probes are selected. This has the advantage of minimizing the impact of a
single misbehaving probe. Furthermore, it allows for a much larger selection
of probes, considering the Atlas limits. Because of these advantages this is the
layout that we used.

Using the random tuple layout we selected 4,000 probes, meaning 2,000
tuples, in a way that favoured longer geographic distances. The attempt to
have longer geographic distances is to prevent a large concentration of probes
in Europe, as most probes are located there. The algorithm used to select the
probes works by randomly picking probes and comparing the distance between
them to some threshold (in our case: 10,000 km), if the threshold is exceeded
then the probe tuple is added to the final result set. If, after a number of
attempts (in our case: 2,000), no probe tuples can be found that exceed the
threshold then the threshold will be lowered.

The distribution over continents in terms of numbers is shown in Table 5.1.
There is a large skew towards Europe which is caused by the relatively large
number of probes located there. The average distance between two probes in
a tuple is 6,945 kilometers (as the crow flies).

For every selected pair consisting of probe A and probe B two measurements
were scheduled. One measurement, consisting of a traceroute, was configured
from probe A to probe B (the forward path) and another from probe B to
probe A (the reverse path).

Network variances over time were smoothed out by scheduling the mea-
surements to run every three hours, for ten days. This was limited by the
total amount of credits we were allowed to consume. The measurements were
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Continent Selected Available Fraction Fraction of selected

Europe 2,681 5,200 51.56% 67.03%
North America 724 1,003 72.18% 18.10%
Asia 267 420 63.57% 6.68%
Africa 157 223 70.40% 3.93%
Oceania 109 145 75.17% 2.73%
South America 59 87 67.82% 1.48%
Antarctica 1 1 100.00% 0.03%
Unknown 2 4 50.00% 0.05%
Total 4,000 7,083 100%

Table 5.1: Distribution over continents

performed from 14:00 on the 28th of July 2014 to 14:00 on the 7th of August
2014, Coordinated Universal Time (UTC).

5.3.2 Preliminary considerations

RIPE Atlas probes conduct their traces on the IP level where each hop consists
of a single IP address. Because we want to look at the network paths from
the AS level it was necessary to convert the measured paths. In order to
convert IP addresses to their corresponding AS numbers we used the Border
Gateway Protocol (BGP) routing table dumps obtained from the Remote Route
Collectors (RRCs) managed by the Routing Information Service (RIS), which
in turn is operated by RIPE. These routing tables contain a large amount of
routes that are announced on the Internet by different ASes. Using these routes
we are able to determine the AS number for a given IP range. The tool we used
for this and its source is available online [174]. Alternatives to this method are
provided by CAIDA [175] or MaxMind [176].

Each Internet Protocol (IP) address in the paths at the router level was
converted to their corresponding AS number. We observe that it is common for
multiple hops to occur within the same network. This is shown by the reduction
in the number of hops in network paths at the router level in comparison to
network paths at the AS level, which is, on average, 64.46%.

Our choice of probes was optimized to prevent a large cluster of probes in
Europe by increasing the geographic distance between pairs, this may have
introduced a bias in network path length. In order to show that this is not the
case we plot the geographic distance, which is shortest distance between two
points on a sphere (great circle distance), against the number of hops in the
forward network path on the AS level. The result of this is shown in Fig. 5.3.
As we expected there appears to be no clear correlation between the geographic
distance and the number of hops.

In Figure 5.4 the distribution of the length of the measured paths is shown.
Most paths contain five different AS-numbers. This means that in those cases
three autonomous systems aside from the one the receiver and the sender are
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in (e.g. their Internet Service Providers (ISPs)) are involved in routing the
packets.
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The measurements that were performed by the probes were not completely
perfect or complete. For example, some probes that delayed their measurements
for too long or did not perform them at all. To filter out such measurements we
have applied some filters to the dataset. Prior to the filtering we had 153,638
potential forward/reverse path pairs, of a theoretical 160,000. The absence of
some paths can be attributed to some probes that did not respond or did not
complete any measurements.

Since forward and reverse path measurements are initiated from two differ-
ent probes there can be a delay between the two measurements being executed.
To prevent the time difference from influencing the results we only match paths
if they were measured reasonably close to each other in time, we arbitrarily set
this limit at 600 seconds. If they are outside that time limit the forward/reverse
pair is discarded. This prevents path instability from being interpreted as path
asymmetry. This filter reduced our potential forward/reverse path pairs by
16,103 (≈ 10.5%).

The second filter we implemented is based on the principle that the first
hop of the forward path should be the last hop of the reverse path, because
these are the origin and destination networks. The same principle applies in
the opposite direction. Measurements where this is not the case can be caused
by incomplete traces. We filtered all forward/reverse path pairs where this was
the case. This removed 14,620 results from the set (≈ 9.5%).

To prevent probes that measured completely empty paths from influencing
the results we filtered all pairs that contained a completely empty path. Com-
pletely empty paths do not exist in actual networks, as a network path always
contains at least a single hop, even if the source and target IP addresses are in
the same network. Empty paths can be caused by incomplete traces or probes
that are not executing their measurements. This filter reduced our result set
by 3,365 (≈ 2.2%).

The three filters that we implemented left a total of 119,550 or 74.72% of
the theoretical 160,000 pairs.

For paths that contained unresolvable hops we considered a few options (i.e.
hops for which no response is obtained, typically these are marked with the star
symbol when performing a traceroute). The first option is to discard all path
pairs that contained such a hop. However, this would impact a significant part
of the result set as unresolvable hops are common. Instead, based on what was
done in He et al. [97], we consider an unresolvable hop as a wild card, meaning
that it will match any hop in the opposite path that is in the same position.

5.4 Analysis

In this section we analyze the dataset that was obtained using the methodology
described in the previous section. Our dataset contains a total of 2,275 unique
AS numbers, of which 1,717 contain one or more probes. Of all results in our
dataset, 15,053 (12.6%) forward/reverse path tuples are completely symmetric
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and 104,497 (87.4%) show asymmetry. This is in line with the results found
in [93], however, we use far more probes. The large percentage of asymmetric
paths further justifies studying the characteristics of Internet asymmetry.

Before we start the analysis we introduce two variants for calculating the ED
between two paths. One is the Levenshtein algorithm [98] which was first used
for this purpose in [90], [91]. The Levenshtein algorithm counts the number
of required insert, delete or change operations to make two paths equal to
each other. The Levenshtein algorithm was originally intended to be used
to measure the differences between strings, however, it can be used without
modification for measuring the change in network paths. In addition to the
Levenshtein algorithm we also use a variation called Damerau-Levenshtein [99].
Damerau-Levenshtein extends the original algorithm by also counting transpose
operations as a single change. It is much less sensitive to swapped hops. The
extended algorithm is interesting in contexts where the presence of ASes on a
path are of more importance than their specific location.

5.4.1 Stability over time
We begin our investigation by determining the change of paths over time. This
is of interest because it is not always possible to measure the reverse path at
the exact time that the forward path was established. We calculate the average
ED over all paths over time. The ED is determined as follows: The first path
to a destination is taken as a ground truth to which each consecutive path
is compared. We then calculate the ED based on the Levenshtein algorithm.
We had to modify the algorithm slightly because not all paths are of the same
length, which would cause longer paths to have a much higher impact on the
results than shorter paths. Therefore, we normalize the ED by dividing it by
the path length as shown in Equation 5.1.

ED(path1, path2)

MAX(len(path1), len(path2))
(5.1)

The normalized ED is then between 0.0 (i.e. completely the same) and 1.0
(i.e. completely different). Figure 5.5 shows the results of this analysis. Note
that the graphs indicate that network paths are not subject to great change
over time. The instability appears to stop increasing after 8 days, therefore
measurements should be done over a longer period of time to show if this
behavior persists. Furthermore, we compared the results using the Levenshtein
algorithm to the Damerau-Levenshtein algorithm and this showed results which
are almost completely identical. This indicates that the relative position of a
network in a path is stable.

5.4.2 Absolute difference
We look at the absolute difference between the forward and reverse path pairs to
get an understanding of how big the impact of routing asymmetry is. We define
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Figure 5.5: ED over time using Levenshtein algorithm

the absolute difference as the ED between the forward and reverse path. The ED
between all path pairs is shown in Figure 5.6. Note that the difference between
the results of the two algorithms indicates that it is a common occurrence for
two hops to be swapped in either the forward or reverse path. Furthermore,
most forward/reverse path pairs show a distance of either 1 or 2 from their
counterpart.

5.4.3 Relative difference by position

In this section we show the similarity of hops based on their relative position
in the path. This shows if a certain hop is usable for mitigation. If a forward
and reverse trace have different lengths then they are not included in this
figure, which results in 28,139 result pairs being used in Figure 5.7. This shows
how the symmetry decreases as we move closer to the middle of the path, as
expected. It also shows that for the longest path (7 hops) the middle hop is
equal in both the forward and reverse path in approximately 60% of the cases.
The asymmetry in the figure itself indicates that the accuracy can be further
increased by performing more measurements, which we leave as future work.

Given this measure of asymmetry we try to find out if the majority of
asymmetry is caused by a small number of networks (i.e. ASes). We look at
which ASes are involved when asymmetry occurs. From the approximately 500
ASes that are involved we see that the top 10 is responsible for 48% of the
total asymmetry. We manually categorized these ten ASes in three types: T1
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Figure 5.6: Distance between forward and reverse path

Position ASN Name Type

1 3356 Level 3 Communications, Inc. T1
2 174 Cogent Communications T1
3 1299 TeliaSonera International Carrier T1
4 3257 Tinet SpA T1
5 3216 OJSC Vimpelcom T2
6 34984 TELLCOM ILETISIM HIZMETLERI A.S. T2
7 1200 Amsterdam Internet Exchange B.V. IXP
8 2914 NTT America, Inc. T1
9 6453 TATA Communications, Inc. T1
10 6695 DE-CIX Management GmbH IXP

Table 5.2: Top 10 ASes involved in asymmetry

for Tier 1 providers, T2 for Large ISPs and IXP for Internet Exchange Points.
The results are shown in Table 5.2. It is clear that the largest Internet Service
Providers (i.e. Tier 1 providers), cause the largest part of the asymmetry. It
is likely that this is because those providers are also the ones which have the
highest number of peering connections.

5.4.4 Consecutive equal hops

We count the number Consecutive Equal Hops (CEH) from each side of the for-
ward/reverse path that are equal, not counting the source and target networks.
This approach can be used even if the lengths of the forward/reverse path are
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Figure 5.7: Average equality by position in trace

unequal. The average number of CEH, divided by two to get an average for
each side, is plotted against the total number of hops in the forward path in
Figure 5.8.

Included in Figure 5.8 is the 95% confidence interval. This figure shows
that for path lengths 6 and 7 there is on average at least one additional equal
network aside from the source and target networks. For the most common path
length, five, there is one network that is the same in both the forward and
reverse path in approximately 75% of the cases.

In Figure 5.9 only the first complete result for each pair is considered. These
graphs show that it is not necessary to do repeated measurements over a longer
period of time to determine route asymmetry. Note that this suggests that
route asymmetry does not vary significantly over time.
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5.5 Concluding Remarks
In this chapter we have analyzed and characterized several aspects of Internet
routing asymmetry. Our analysis has been conducted on a large scale using
RIPE Atlas. The results from our study contribute to assist researchers and en-
gineers in making valid assumptions while using forward/reverse paths data. In
addition, we contribute to give a conclusive overview on the partial asymmetry
of Internet routing.

The usability of Traceroute for measuring reverse paths is, depending on the
application, questionable. We have confirmed the presence of asymmetry in the
majority of Internet routes, and determined where this asymmetry occurs. Our
hypothesis, that reverse network paths can be reliably discovered via standard
tools near the end-systems has been confirmed. We have found, in the worst
case, a hop, representing an AS, is the same in the forward and the reverse
path in 59% of the cases, but often more.
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In the previous chapter we assessed why traceroute misses certain aspects
of Internet routes because of path asymmetry. In an anycast scenario,
path asymmetry in the case of communications initiated from the side
of the service is very likely, and the reverse (or return) path often leads
to a different anycast site. Before that, we showed that although many
deployments of anycast exist, due to the size and opaqueness of the In-
ternet it can be hard to achieve the ideal catchment for a certain goal,
e.g. robustness against Distributed Denial-of-Service (DDoS) attacks. In
this chapter we introduce a novel methodology that allows operators to
determine the catchment of their anycast network globally, with a high
resolution in terms of IPv4-space that is covered. In comparison to tra-
ditional measurement systems, such as RIPE Atlas, this method offers
430× the number of vantage points. We show that, by performing a case
study on B root, this methodology can be used to assess the load distri-
bution on a production system ahead of time by deploying a test prefix.
Additionally, by mapping load by time slots, the distribution over time
across different anycast sites can also be determined. The work in this
chapter was published as a research paper [48].
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6.1 Introduction

One of the main challenges in managing anycast is that Border Gateway Proto-
col (BGP) routing is not always what one would expect. Absent other policies,
BGP defines nearness in terms of Autonomous System (AS)-hops, but one AS
hop across an organization with a global network (such as AT&T, Tata, and
NTT) can have very different performance characteristics than one AS hop
across a small Internet Service Provider (ISP). In addition, the trend of a flatter
Internet [100] means that AS hops provide coarser control than it did in the
past. More importantly, BGP policy controls allow ISPs to manipulate routing
for business reasons; policy controls are widely used to do traffic management.

Current approaches to manage anycast catchments use one-off active mea-
surements [62], platforms for active measurement such as RIPE Atlas [65], [101],
[102], commercial services (for example, [177]), and analysis of anycast service
logs [4]. While these approaches have provided insight, and RIPE Atlas and
commercial services are in wide use, even the largest services have relatively
small numbers of vantage points (from hundreds to 10.000 or so), and it is
unclear how these measurement systems relate to actual operational traffic.
Analysis of anycast service logs offer an accurate representation of actual load,
but require the anycast service to be in operation and active use.

The overall contribution of this chapter is to provide a new approach to
mapping anycast catchments (Section 6.3), named Verfploeter, that has been
validated through real world ground truth. This approach provides broad cover-
age and can be combined with traffic history to provide estimated load, providing
operational value for an anycast service. The insight in our new measurement
approach is to use active probing using the anycast service itself and we can
use historical traffic to predict future load. In Section 6.5 we show that active
probing allows coverage of the ping-responsive Internet, currently about 4M /24
networks, providing 430× more information than current public measurement
platforms. By contrast, coverage from existing platforms scales with the ability
to deploy physical devices or virtual machines, both of which are limited.

The second contribution of this work is to use Verfploeter to examine the
operational catchment for B-Root and to study anycast in Tangled, a nine-site
anycast testbed (Section 6.6). B-Root deployed anycast in May 2017, and our
approach contributed to the success of this planning and deployment. Analyzing
this active network deployment allows us to compare the predictive capability
of our approach to prior approaches such as RIPE Atlas. Evaluation of our
Tangled testbed lets us test a larger anycast deployment (nine sites compared
to B-Root’s two sites). Our approach provides a new way to evaluate anycast
stability with much broader coverage than recent studies [103].

Although our case study with B-Root and Tangled focuses on the Domain
Name System (DNS), Verfploeter can examine any anycast service, although
load prediction requires a system that can estimate historical traffic load.



6.2. RELATED WORK 105

A complete version of Verfploeter is available as open source at https://
github.com/woutifier and https://ant.isi.edu/software/verfploeter/.
We have released all the data used in this chapter (except LN-4-12, which is
not ours); see citations in Table 6.1 and Table 6.2.

6.2 Related Work

There have been several prior approaches to measure anycast catchment using
a variety of techniques.

Use of Open Resolvers: Early work used Open DNS Resolvers in combi-
nation with PlanetLab and Netalyzr to map catchments of anycast services [66].
While Open Resolvers provided a broad view at the time of their study (300k
Vantage Points (VPs)), they are being steadily shut down out of concerns about
their use in DNS amplification attacks [178]. While open resolvers offered a
very large set of vantage points, they are fewer than the method we propose
that uses ping-responsive networks. (A direct comparison is potential future
work.)

Measurement Platforms: The most common method of assessing anycast
is to use public or private measurement platforms that offer physical or passive
VPs around the Internet. RIPE Atlas [65] and PlanetLab [171] are both openly
available and widely distributed, and a number of commercial platforms are
also available. Systems we are aware of range from hundreds to around 10k
VPs.

Several studies, both by others and us, have used measurement platforms
to study anycast [3], [62], [66], [167], [101], [102], [179], [180]. As pre-deployed
measurement platforms these systems are available and can measure anycast
services externally (without requiring support from the service operator). The
main weaknesses of these systems are that they are slow and expensive to grow,
and deployment is often skewed relative to the population of Internet users.
This skew has been noted in many prior studies and was studied also studied
explicitly. [104].

Client-side measurements: Recent work examined the Microsoft Bing
Content Delivery Network (CDN) [62], using both log analysis (see below)
and active client-side measurements. Their client-side analysis measures perfor-
mance using JavaScript injected into search results of a small fraction of Bing
users. Client-side measurements can get very broad results (like Verfploeter),
but are not possible for all services. DNS and other non-web services do not
support client-side modifications, and they may also be difficult for websites
hosted by multiple parties.

Traffic and Log Analysis: Anycast operators have always been able to
assess current anycast performance by analyzing their own traffic and server
logs. Recent work examined a variety of CDNs [4], [62]. As the service opera-
tor, log analysis requires no external measurements and can cover the entire
service. While important, analysis of existing services can only study the cur-

https://github.com/woutifier
https://github.com/woutifier
https://ant.isi.edu/software/verfploeter/
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rent deployment—it requires active use by a large number of users and cannot
directly support pre-deployment planning. Second, log files may be unavailable
due to privacy concerns, cost of storage or retrieval, or concerns about perfor-
mance impact on operational services. We use logs when available, but do not
require them.

Performance Analysis of DNS Services: There have been a number
of analyses of root DNS service, both pre-anycast [79] and with anycast for
latency [66], [86], [167], [102], [105] and DDoS [3].

To the best of our knowledge, our work is the first to present this Internet
Control Message Protocol (ICMP)-based anycast catchment determination
approach. Further, we do not know of any larger scale catchment measurement
with open datasets against a real-world anycast deployment.

6.3 Verfploeter: Global Probing

Our approach has components to map anycast catchments for a large fraction
of prefixes in the Internet, and to estimate load from each of these prefixes.

6.3.1 Mapping Anycast Catchments

Traditional approaches to measuring anycast catchments use many VPs around
the Internet; each VP queries the anycast service to determine its catchment.
In prior work for DNS, the VPs are typically RIPE Atlas probes [154], [102],
and the queries use DNS TXT records, with the special CHAOS network type,
and the name “hostname.bind” [106], or the newer NSID option in DNS [107].
One can augment these methods with traceroutes to detect possibly spoofed
replies [66]. All of these approaches require deployment of active probes around
the Internet. The largest studies we know of use between 9,000 and 10,000 VPs,
all the active VPs in RIPE Atlas.

Our insight is that we do not need control over active vantage points if we can
solicit messages from around the Internet that will identify their catchment.
Rather than handle both queries and responses from the VPs, we instead
generate queries that cause VPs to respond and reply to the anycast system;
we define these as passive VPs. If we can capture traffic at all anycast sites,
then for each VP that responds, we can determine to which anycast site it is
associated, and thus in which catchment it belongs. In effect, we shift the active
side that generates and receives queries from the VP to the anycast network
itself, yet capture observations from millions of passive VPs. (Although the
anycast sites capture the data, the ping targets are the vantage points because
they each generate a catchment report.)

Figure 6.1 compares these methods. On the left, traditional mapping sends
queries (black arrows) from VPs into the anycast system. On the right, we
send queries from the anycast network block (defined by the source address),
to passive VPs in most /24 IPv4 networks. Their replies return to the site for
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Figure 6.1: Traditional catchment mapping from active VPs using a testbed
like RIPE Atlas (left); and using Verfploeter with queries originating in the
anycast system (right).

their catchment, even if it is not the site that originated the query. We can
think of paths in the scenario on the right as being highly asymmetric, however,
in the case of anycast asymmetry is much more likely to occur than in a unicast
scenario as studied in the previous chapter.

In Verfploeter, our queries are ICMP Echo Requests (pings), sent using
a custom program, soliciting ICMP Echo Replies. Queries are sent from a
designated measurement address that must be in the anycast service IP prefix.
Unlike traditional catchment mapping, it is not the reply payload that indicates
catchment, but instead the catchment is identified by the anycast site that
receives the reply.

Our passive VPs are any computers in the Internet that reply to pings.
We use a recent ISI IPv4 hitlist [108]. In principle, we could ping every IPv4
address to get complete coverage from all addresses that reply. We use hitlists
instead because they provide representative addresses for each /24 block. They
are most likely to reply to pings, and with one address per /24 block, we can
reduce measurement traffic to 0.4% of a complete IPv4 scan. (We select /24s
as the smallest routable prefix in BGP today, since anycast depends on BGP
and assume that there is no traffic steering within such prefixes.)
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We send requests in a pseudorandom order (following [109]), and relatively
slowly (about 10,000 queries per second), to spread traffic, limiting traffic to
any given network to avoid rate limits and abuse complaints. Although it is
technically relatively trivial to perform the measurement much faster, there is
little penalty for probing over 10 or 20 minutes.

We must capture traffic for the measurement address with our response
collection system. We can capture traffic at the routers (without having a
computer at the address), or by running computers that capture traffic on
the address itself. These captures must happen concurrently at all anycast
sites. We have three different response collection systems: first is a custom
program that does packet capture and forwards responses to a central site
in near-real-time. Second, we collect replies with LANDER [181], an existing
packet capture system that collects data continuously. Third, we have also used
tcpdump directly to capture traffic specifically for the measurement address.
We use the first method for Tangled and the latter two methods at B-Root.

While the measurement address is in the service’s /24 prefix, it can be
a different address and does not need to see non-measurement traffic. Oper-
ators already operate services on these networks, and measurement can be
done either on a virtual IP address associated with the computer providing
service, on dedicated measurement hardware, or by using virtual machines on
the same network. The systems participating in the measurement should be
time synchronized so that collected data can be easily combined, but standard
techniques like Network Time Protocol (NTP) are sufficient.

We send only a single request per destination IP address, with no immediate
retransmissions. We see replies from about 55% of blocks (Table 6.4), consistent
with the 56% and 59% seen in previous studies [108]. While incomplete, we
get responses for millions of blocks. We could improve the response rate by
probing multiple targets in each block (as Trinocular does [110]), or retrying
immediately. Exploration of these options is future work. Finally, we copy all
responses to a central site for analysis. Total traffic across the service is a
modest 128MB per measurement. We currently copy data manually, or use a
custom program that forwards traffic after tagging it with its site.

Our approach to catchment mapping requires active participation at all
anycast sites—it requires cooperation of the anycast operator, but it does not
require additional Internet-wide infrastructure (such as distributed VPs). For-
tunately, anycast operators are strongly motivated to understand their systems.
These trade-offs are the opposite of traditional anycast mapping, which requires
active VPs but not support of the target anycast system.

We do not model BGP routing to predict future catchments, we measure
actual deployment. To predict possible future catchments from different poli-
cies, one must deploy and announce a test prefix that parallels the anycast
service, then measure its routes and catchments. (We assume the test prefix
will encounter the same policies as the production prefix.) Fortunately, any-
cast providers often announce anycast on a /24 prefix, and a larger, covering,
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/23 prefix with unicast (this approach protects against corner cases with some
routing policies [182]). The non-operational portion of the /23 could serve as
the test prefix.

6.3.2 Load Estimation

Planning anycast deployment is more than just mapping catchments—different
services can experience very different loads, depending on the distribution and
usage patterns of its client base. We therefore build load estimates for each
network block (/24 prefix) that accesses a service, so we can calibrate the loads
that will be generated by a given catchment.

We assume operators track traffic volumes for their systems and can use the
recorded historical data to estimate future loads. (For example, all DNS root
operators collect this information as part of standard RSSAC-002 performance
reporting [183].) For our study of B-Root we use historical data from its unicast
deployment. When no operational load data is available, as in Tangled, one
must estimate load using data from a similar service, or assume uniform load
if no better estimates are available.

We consider three types of load: queries, good replies, and all replies. Queries
represent incoming load on the servers, while replies are the results. Query
packet load counts may differ from replies if response rate limiting is used
to blunt DNS amplification attacks [184]. We separate out good replies from
all replies because of the large fraction of queries to non-present domains in
root-server traffic (first observed in 1992 [111] and still true today); operators
may wish to optimize for volume or for good replies.

In principle, we can estimate load over any time period. Practically, we
compute it over one day, and look at overall traffic using hourly bins.

6.4 Measurement Setup and Dataset

Using the proposed ICMP-based method, Verfploeter, we measure the catch-
ment of two anycast services, B-root and an anycast testbed (Tangled), from
more than 6.4M VPs (IP addresses). (Table 6.1 lists all datasets we use, and
each figure or table reports the dataset it uses in the caption.) We add ge-
olocation information for these blocks using MaxMind [176]. Accuracy of this
geolocation is considered reasonable at the country level [112]. We also use
Route Views and RIPE Routing Information Service (RIS) data to determine
the AS number for each scanned IP address and the prefixes that are announced
by each AS.

Data cleaning: We remove from our dataset the duplicate results, replies
from IP-addresses that we did not send a request to, and late replies (15 minutes
after the start of the measurement). Duplicates are caused by systems replying
multiple times to a single echo request, in some cases up to thousands of times,
accounting for approximately 2% of all replies. Other systems, when pinged,
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Id Service Method Start Duration

SBA-4-20 B-Root Atlas 2017-04-20 8 m
SBA-4-21 [187] 2017-04-21 8 m
SBA-5-15 2017-05-15 10 m

SBV-4-21 B-Root Verfploeter 2017-04-21 20 m
SBV-5-15 [188] 2017-05-15 20 m

STA-2-01 Tangled [189] Atlas 2017-02-01 10 m

STV-2-01 Tangled Verfploeter 2017-02-01 10 m
STV-3-23 [190] 2017-03-23 24 h

Table 6.1: Scans of anycast catchments for B-Root and our testbed (Tangled).
Scans were done on various days for comparison. Dataset STV-3-23 contains
96 measurements over 24 hours, each 10 minutes long.

reply from a different IP-address than the original target destination. Methods
such as alias resolution might clarify this, however, further investigation is out
of the scope of this thesis.

6.4.1 B-Root

We validate the proposed methodology by providing a detailed view of the
catchment of one of the DNS root-servers. B-root is the most recent root letter
to make the change from unicast to anycast. B-Root deployed anycast at the
beginning of May, 2017 [185], adding a site in Miami to its original site in Los
Angeles (Table 6.3).

B’s new deployment of anycast makes it an interesting analysis target.
Unlike the other DNS Roots, B does not have a history of anycast deployment
to guide its choices (although of course it draws on experience of other anycast
deployments).

Dataset:We study B-Root catchments using several scans using both RIPE
Atlas and Verfploeter, as shown in Table 6.1. We estimate B-Root load using
two day-long datasets listed in Table 6.2. As a baseline we use data from Day
in the Life of the Internet (DITL) 2017 (A Day in the Life of the Internet [186]),
taken Wednesday, 2017-04-12 Coordinated Universal Time (UTC), before B-
Root was using anycast. We then test against Thursday, 2017-05-15 UTC, after
B-Root anycast was well established.

6.4.2 Anycast Testbed

We augment our measurements of B-Root with measurements of our anycast
testbed, Tangled. This testbed has 9 sites around the world: 5 sites in Europe,
2 in the USA, and 3 other sites spread across Asia, Oceania and South America
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Queries

Id Service Date Site q/day q/s

LB-4-12 B-Root [191] 2017-04-12 LAX 2.34G 27.1k

LB-5-15 B-Root [192] 2017-05-15 both 2.20G 25.4k
LAX 1.78G 20.6k
MIA 0.407G 4.71k

LN-4-12 NL ccTLD 2017-04-12 redacted

Table 6.2: Datasets used to study load (IPv4 UDP queries only).

Service Airport code Location Host Upstream

B-Root LAX US, Los Angeles USC/ISI AS226
MIA US, Miami FIU/AMPATH AS20080

Tangled SYD AU, Sydney Vultr AS20473
CDG FR, Paris Vultr AS20473
HND JP, Tokyo WIDE AS2500
ENS NL, Enschede Univ. of Twente AS1103
LHR UK, London Vultr AS20473
MIA US, Miami Florida Int. Univ. AS20080
IAD US, Washington USC/ISI AS1972
GRU BR, Sao Paulo Florida Int. Univ. AS1251
CPH DK, Copenhagen DK Hostmaster AS39839

Table 6.3: List of anycast sites used in our measurements.

(Table 6.3). Tangled allows us to study how a larger amount of sites interact,
and to perform experiments which we cannot do in an operational anycast
service. We use it to understand anycast instability and ASes that appear in
multiple catchments (Section 6.6).

Limitations: Three of the testbed sites share a common ISP, which might
impact the overall catchment. The anycast site in São Paulo has all its traffic
routed via the same link as the site in Miami, which might cause announcements
from São Paulo to be hidden. Finally, the connectivity at the site in Japan is
such that it does not attract much traffic since announcements from other sites
are almost always preferred over it. Prior to the measurement, the connectivity
of each site was validated individually by announcing our prefix from that
location only. Such limitations are not particular to our testbed as similar
features can also be observed in public anycast services [102].

Dataset: As shown in Table 6.1, we measured the catchment using both
Verfploeter and Atlas on Wednesday, 2017-02-01 UTC. We also determined
the catchment of Tangled, using only Verfploeter, every 15 minutes during a
24 hour period starting 2017-03-23 10:57 UTC, for a total of 96 measurements.



112 ACCURATELY MEASURING ANYCAST CATCHMENTS

In total we collected 342,604,759 ICMP replies, of which 324,675,876 (≈ 95%)
remained after cleaning.

For each measurement we transmitted one ICMP packet to each of the
6.4M IPs from the hitlist, at a rate of 10k/second to prevent overloading net-
works or network equipment. Each measurement round took 10.5 minutes to
complete. A unique identifier in the ICMP header was used in every measure-
ment round to ensure dataset separation.

6.5 Analysis of the Verfploeter Mechanism
In this section we examine the Verfploeter measurement method. We show the
broader coverage of Verfploeter compared to RIPE Atlas, and how catchment
mapping from Verfploeter can be combined to historic traffic load to accurately
predict load at individual anycast sites.

6.5.1 Utility: Operational Evaluation
of Anycast Catchments

A long-standing goal of anycast mapping is to assess load balancing and routing
problems [167], [102]. We next look at B-Root’s anycast distribution. Deployed
recently in May 2017, it has only two sites, but we are able to deploy Verfploeter
on it.

We have measured the geographic footprint of B-Root with RIPE Atlas
(Figure 6.2a) and Verfploeter (Figure 6.2b). These maps highlight a couple of
important differences between these measurement methods.

First, Verfploeter has much broader coverage: Atlas coverage is good in
Europe and reasonable in North America, but sparse elsewhere and almost
absent in China. Verfploeter provides good coverage for most of the populated
globe. Second, even where coverage is good, Verfploeter provides far more
numerous observations—the scale of Figure 6.2b is three orders of magnitude
greater than Figure 6.2a.

These differences are particularly important for examination of B-Root
catchments in South America and China. The broader coverage is important
to understand, for example, how a host in China might select a B-Root site:
Atlas cannot comment, but Verfploeter shows most of China selects the LAX
site.

The denser coverage in South America also helps highlighting the impact of
B-Root’s hosting ISPs. B-Root’s ISP in MIA (AMPATH) is very well connected
in Brazil and Argentina, but does not have direct ties to the west coast of South
America. This difference shows in the wider use of the MIA site in Brazil, and
less use of it in Peru and Chile.

Better coverage in locations like these that currently have poorer coverage
by RIPE Atlas are important, particularly since East and South Asia are home
to many Internet users but few Atlas VPs.



6.5. ANALYSIS OF THE Verfploeter MECHANISM 113

0

30

61

92

123

154

184

215

246

277+

size (blocks)site

LAX

MIA

UNK

Copyright (C) 2017 by University of Southern California

(a) RIPE Atlas coverage of B-Root (Dataset: SBA-5-15 )
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(b) Verfploeter coverage of B-Root (Dataset: SBV-5-15 ).

Figure 6.2: Geographic coverage of vantage points for RIPE Atlas and Verf-
ploeter for B-Root, in two-degree geographic bins. The pie in each bin is colored
by site (blue: LAX; yellow: MIA; red: other). Circle areas show number of ad-
dress blocks (Verfploeter) or VPs (Atlas) at different scales.

B-Root’s goal in measuring anycast is to understand routing choices; we
return to this question in Section 6.6.1.

6.5.2 Utility in Mapping Multi-Site Anycast

B-Root shows the benefits of increased number of VPs with Verfploeter, but
we would like to understand how the different approaches work on anycast
deployments with more sites. We therefore turn to Tangled: an anycast testbed
designed and deployed by us (Section 6.4.2).

Figure 6.3 maps the catchments of Tangled with Atlas and Verfploeter.
Again, outside of Europe, the greater density of coverage of Verfploeter provides
clear qualitative differences between the two maps. For example, the IAD site
(dark yellow) shows up prominently across North America with Verfploeter,
but with Atlas, CDG and ENS seem to serve that region. We also see very
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(a) RIPE Atlas coverage of Tangled (Dataset: STA-2-01 ).
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(b) Verfploeter coverage of our nine-site testbed (Dataset: STV-2-01 ).

Figure 6.3: Catchments for Tangled from RIPE Atlas and Verfploeter. Circle
areas show number of blocks (Verfploeter) or VPs (Atlas) at different scales;
each is a pie chart with colors showing each site.

different mixes of sites in Australia. And only Verfploeter provides coverage of
China.

The key result from these graphs is that Verfploeter coverage tracks the
Internet as a whole, not just where physical VPs can be placed. We quantify
this difference in the next section.

6.5.3 Greater Coverage in Verfploeter

In Section 6.5.1 and Section 6.5.2 we showed how the greater coverage in
Verfploeter reveals aspects of B-Root and our testbed Tangled that would
otherwise be missed. This coverage is possible because Verfploeter’s passive
VPs only require a computer that responds to ICMP, instead of physically
deployed devices (Figure 6.1); this way we can cover millions of /24s.

To quantify the difference in coverage that is visible in Figure 6.2, Table 6.4
compares how many blocks the two measurement approaches see. For both
systems we try to use all available VPs, but some VPs are unavailable: for
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RIPE Atlas Verfploeter

(VPs) (/24s) (/24s)

considered 9,807 9,083 6,877,175
non-responding 455 406 3,090,268
responding 9,352 8,677 3,786,907

no location 0 0 678
geolocatable 9,352 8,677 3,786,229

unique 2,079 3,606,300

Table 6.4: Coverage of B-Root from the perspective of the RIPE Atlas and
Verfploeter measurement systems,measured in VPs (Atlas) or /24 blocks (both).
(Datasets: SBA-5-15, SBV-5-15 )

Atlas, 455 VPs do not respond (within 406 blocks), presumably because they
are temporarily down. For Verfploeter, about 3M ping targets do not reply,
presumably because the target was temporarily down, or it was in a block
of dynamic addresses and temporarily unused. If desired, both of these non-
response rates could be reduced by retrying later, or with additional addresses
for Verfploeter. All Atlas VPs have geolocation (set when the VP is registered),
but we discard a few Verfploeter blocks (678) that we cannot geolocate.

The key result about coverage is that Verfploeter sees around 430× more
blocks than Atlas. Although Atlas finds a number of unique blocks (presumably
blocks that discard all pings), about 77% of Atlas blocks are also seen by
Verfploeter, and Verfploeter sees around 3.61M additional blocks.

6.5.4 From Observations to Load

We next look at how well different measurement systems relate to actual load
on an anycast service. It is well known that the distribution of RIPE Atlas
reflects more about who RIPE interacts with than global Internet traffic—
as an European project, and Europe being the main region of RIPE NCC
operation, Atlas’ deployment is far greater in Europe than in other parts of
the globe (this is a well known shortcoming [104]). Our goal here is to calibrate
different measurement systems to best match actual traffic. We show that,
once calibrated, we can get very accurate predictions about expected service
load, but the calibration is necessary to account for variation in load per block.
Calibrated predictions are important if Verfploeter is to be used for capacity
planning.

Estimating Load: To estimate load on B-Root, we begin with our pre-
diction about anycast catchments from Verfploeter, then we weight each /24
block by our measurements of its known traffic load (Section 6.3.2). There are
blocks for which we do not have anycast mapping, either because they do not
reply to our probes, or because the specific address we chose to contact did not
reply; these blocks are mapped to “unknown”, indicating we cannot determine
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(a) Geographic distribution of load by site for B-Root, as inferred from Verfploeter (Datasets:
LB-4-12 ).
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(b) Geographic distribution of load for .nl, as determined by traffic logs (Dataset: LN-4-12 ).

Figure 6.4: Measured DNS traffic over geography for B-Root and .nl.

the anycast mapping. (Although we assume their traffic will go to our sites in
similar proportion to blocks in known catchments.)

Figure 6.4a shows the result of this load prediction. It is useful to compare
this estimate to Figure 6.2b, which counts /24 blocks that source traffic, and
Figure 6.2a, which counts Atlas VPs.

The most striking operational difference between measurements of blocks
and actual load estimates is that load seems to concentrate traffic in fewer
hotspots. This outcome should not be surprising: DNS is a common service
operated by most ISPs with a local recursive resolver. Thus an ISP with users
spread over a large region may still send all DNS traffic through recursive
resolvers housed at a few data centers. Weighting coverage by load corrects
for these protocol-specific effects that are not seen directly in our ICMP-based
measurements.

Second, Verfploeter can only map blocks that respond to our probes. Ta-
ble 6.5 shows coverage as seen from B-Root’s traffic logs, showing that there
are a large number of blocks (about 12.9%) that are not mapped. Figure 6.4a
plots the load from these blocks in red, showing that most are in Korea, with

.nl
.nl
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Blocks Queries

/24s % q/day %
seen at B-Root 1,388,338 100% 2.19G 100%

mapped by Verfploeter 986,605 87.1% 1.80G 82.4%
not mappable 401,733 12.9% 384M 17.6%

Table 6.5: Coverage of Verfploeter from B-Root. (Dataset: SBV-5-15, LB-5-15.)

Date Method Measurement % LAX

2017-04-21 Atlas 967 VPs 68.8%
2017-05-15 9,682 82.4%

2017-04-21 Verf- 4.069M /24s 82.4%
2017-05-15 ploeter 3.923M 87.8%
2017-05-15 + load n/a q/day 81.6%

2017-05-15 Act. Load 2.188G q/day 81.4%

Table 6.6: Quantifying differences B-Root anycast with different measurement
methods and times.

some in Japan and central and southeast Asia. In Section 6.5.5 we show that
these missing blocks do not alter our predictions.

Finally, we see that load is higher in some regions than the number of blocks
would suggest, particularly in India. This difference may be explained by many
users using relatively few IP blocks in these areas, with a great deal of deployed
network address translation behind those blocks.

Quantifying Differences from VPs to Blocks to Load: While Fig-
ure 6.2a and Figure 6.2b show visual differences, we turn to Table 6.6 to quantify
those differences and their impact on assessment of catchment sizes in B-Root.
When we compare Atlas, Verfploeter, and Verfploeter with load, we see very
different measurements (thousands of VPs, millions of blocks, or billions of
queries per day). Load estimates (Section 6.3.2) determine different weighting
factors and result in different fractions of traffic between the LAX and MIA
sites, as shown in the “% LAX” column. In Section 6.5.5 we will compare these
values to measured load to see which is most accurate, but next we see how
these changes will be even larger for DNS services with less even global load.

Uneven Load: Load for B-Root is global and largely follows the distri-
bution of Internet users, so Figure 6.4a has only moderate differences from
Figure 6.2b.

Other DNS systems are more regional. Figure 6.4b shows load for four of
the .nl nameservers, the country domain for the Netherlands. They (SIDN,
the operator of the .nl Top-Level Domain (TLD)) cannot easily collect data
from their two nameservers that use anycast, so data from those nameservers

.nl
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are omitted from this plot and it may under-represent global traffic, however,
it captures at least half of all global traffic to this domain.

Unlike B-Root, we see that the majority of traffic to .nl is from Europe
and the Netherlands. There is also significant traffic from the U.S. and some
global traffic. With this type of client distribution, calibrating the measured
catchment using load information is critical.

6.5.5 Using Verfploeter to Predict Load

We next examine how accurate Verfploeter’s load modeling can predict future
load. Our goal is to determine to what extent unmappable blocks (Section 6.5.4)
affect accuracy, and how much routing and load shifts over time. In both cases
we observe partial information and predict load for the unobserved remainder
(observing responses per blocks and predicting load, or observing load now and
predicting future load), then compare that against complete information. A
study of long-term predictions will require more experience with Verfploeter,
we focus on the short-term accuracy in this section.

We study the accuracy of load predictions with Verfploeter by analyzing
what network blocks B-Root sees traffic from that Verfploeter has found to
be unmappable by examining the DNS network load at B-Root on 2017-05-15
(Dataset: LB-5-15 ) and the Verfploeter analysis performed on the same day
(Dataset: SBV-5-15 ). (Since Tangled is not a production service, we cannot
study its operational load.) Recall from Table 6.6 that although Verfploeter
finds 87.8% of network blocks reach LAX, the load prediction is that 81.6% of
traffic should go to LAX. That prediction does not consider blocks that send
traffic to B-Root but do not respond to Verfploeter (12.9% from Table 6.5).

Predicted vs. Measured Load: The last line of Table 6.6 shows the
actual load of 81.4%, as measured at all B-Root sites on 2017-05-15. We see
our 81.6% prediction using same-day Verfploeter and load is quite close to the
measured result. Our first observation is that this result suggests Verfploeter-
unobservable blocks do not have significant effects on our overall load estimate.
(Future work could strengthen this claim by demonstrating it for services other
than B-Root.) Although they account for 17.6% of queries (Table 6.5, and the
red slices in Figure 6.4a), the fraction of traffic that goes to each B-Root site
appears to follow the ratio seen in measured blocks.

Our second observation is that our load-weighted predictions are very close
to observed load. Verfploeter without load adjustment is further off, with 87.8%
of blocks going to LAX. We conclude that weighting by load is important.
Surprisingly, Atlas estimates, at 82.4%, are actually closer than Verfploeter if
Verfploeter is not load-weighted. It is likely that the reason for this is that the
RIPE Atlas probe distribution more closely resembles a realistic client base for
B-root.

The key take-away of this result is that with load-weighted Verfploeter
preliminary results suggest it is possible to make reasonable predictions about

.nl


6.6. UNDERSTANDING ANYCAST WITH Verfploeter 119

future anycast deployments by measuring the deployment on a test network
and predicting future traffic levels using recent load data. We hope to expand
these results beyond B-Root as ongoing work.

Long-duration predictions: Finally, we can also look at long-duration
prediction. We performed a similar prediction analysis in advance of the B-Root
deployment using the Verfploeter data gathered on 2017-04-21 and network
traffic from 2017-04-12. We see a fairly large shift in blocks between these
dates, with Verfploeter shifting from 82.4% to LAX in April to 87.8% in May.
By weighting the SBV-4-21 Verfploeter dataset from the B-Root test prefix
with the LB-4-12 measured load, we find that the predicted DNS request load
arriving at LAX is 76.2%. This is significantly less than the 81.6% measured
load in LB-5-15, which highlights the discrepancy between shifts in routing over
one month between the SBV-4-21 and SBV-5-15 dataset collection periods.

This shift suggests that the accuracy of load estimates depends on how old
the data is. We know that routing changes in the Internet over time [167]; this
early result suggests some care must be taking with long-duration predictions.
We expect that predictions further into the future will be less accurate than
short-term predictions. While we are collecting data to answer this question,
such a study is future work.

6.6 Understanding Anycast with Verfploeter

We next use Verfploeter to explore three questions about anycast. These ques-
tions have each been raised in prior work; here we use Verfploeter to revisit
them (and compare to them, in Section 6.6.1, Section 6.6.2 and Section 6.6.3),
both to show its utility and to refine these prior results.

6.6.1 Use of AS Prepending in B-Root

An important operational question for B-Root is understanding how to balance
load between sites. Although both sites are able to handle normal traffic, DNS
operators need to shift load during emergencies, e.g. for DDoS attacks that can
be absorbed using multiple sites [3]. Operators may also want to control load
during regular operation, perhaps because different sites have cost structures
that are traffic-sensitive.

We used RIPE Atlas and Verfploeter to investigate the use of AS Prepending
to adjust the catchment of a test prefix on B’s sites. AS Prepending is a traffic
engineering approach where an operator increases the BGP path length at
one site to make that route less desirable than other routes with shorter AS
paths [113]. Figure 6.5 shows how the distribution changes as AS prepending is
applied between the two sites, as measured with both methods. (Note that the
units for each measurement are different: RIPE Atlas is measured in VPs, and
Verfploeter is measured in /24 blocks.) By default, with no prepending, 74%
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Figure 6.6: Predicted load for B-Root with multiple AS prepending combina-
tions; catchment data from Verfploeter with load (Datasets: SBV-4-21, LB-4-
12 ).

of Atlas VPs arrive at LAX, while Verfploeter shows that 78% of responsive
/24 prefixes will arrive at LAX.

These results show that both measurement systems are useful to evaluate
routing options. With only two sites, either measurement method seems suf-
ficient for rough analysis. We expect the greater precision of Verfploeter will
be important with more sites, and to assist with the trial-and-error process
required when deploying more subtle methods of route control (for example,
use of BGP communities traffic [113]).
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We next study how load shifts at different prepending values over the course
of a day. For this study we measure load over 24 hours, summarizing it per
hour, then combine that with measured values from five different prepending
configurations (each taken once on a different day). Figure 6.6 shows this
combination using catchment data from Verfploeter combined with DITL data
of B-Root (2017-04-12). In the top graph, nearly all traffic goes to the MIA site,
since LAX’s BGP announcement includes an “AS prepending” of one (and the
small share of load, “UNKNOWN”, that is not mappable by Verfploeter). When
LAX and MIA announce routes without prepending, most of the traffic load
shifts to LAX (second graph from top-down). The last three graphs show the
results of prepending MIA’s BGP announcement by up to 3 times, resulting in
an increasing traffic share shifting to LAX. However, even by announcing our
prefix with 3 times our AS at MIA (MIA+3), we still see a small fraction of
traffic being mapped to MIA. These few networks are likely either customers
of MIA’s ISP, or perhaps ASes that choose to ignore prepending.

6.6.2 Discovering Divisions Within ASes

Prior work (particularly anycast studies using RIPE Atlas) often assumed that
anycast catchments align with ASes, thus one VP can represent where the load
of the entire AS goes. While generally true for smaller ASes, this assumption
is less likely to hold for large, multi-national ASes where different parts of the
AS may be served by different anycast sites. Such large ASes are likely to have
geographically distributed peering locations and so may prefer to direct some
of their users to different anycast sites to reduce service latency.

The high density of VPs in Verfploeter allows us to test this assumption by
looking for differences in anycast catchments that occur within individual ASes.
For this measurement, we use the Tangled testbed. We first remove those VPs
from the dataset that show instability (see Section 6.6.3), to prevent unstable
routing from being classified as a division within the AS. Without removing
these VPs we observe approximately 2% more divisions (e.g., ASes which are
served by more than one site). We count the number of sites that are seen
(from different VPs) within a single AS, in a single measurement round.

In total, we see multiple sites from 7,188 ASes, or approximately 12.7%
of all ASes that were announcing at least a single prefix at the time of the
measurement. Note that this is a lower-bound, using a larger and/or more
diverse anycast service we might be able to determine a higher, and more
accurate, percentage of ASes that are split into multiple individually routed
parts.

Routing policies (such as hot-potato routing [16]) and physically distributed
ASes are a likely cause for these divisions. And, as routing on the Internet is
largely determined by BGP, we show the number of prefixes that are announced
via BGP by an AS versus the number of sites that it sees in Figure 6.7. Indeed,



122 ACCURATELY MEASURING ANYCAST CATCHMENTS

100 101 102 103

Announced prefixes: median and 5,25,75,95 percentiles

1

2

3

4

5

6

7
Nu

m
be

r o
f s

ite
s

Figure 6.7: The number of sites that are seen from an AS versus the median
amount of prefixes that are announced by those ASes. (Dataset: STV-3-23.)

those ASes that announce more prefixes tend to see a higher amount of sites
from their network.

In Figure 6.8 we show the number of sites that are seen from announced
prefixes, grouped by prefix length. We can see that VPs in prefixes shorter
than a /11 are mapped to more than a single site in the majority of cases.
About 20% of the routed prefixes have VPs that are routed to more than one
site and thus require multiple VPs to accurately map. Larger prefixes are often
divided even further—75% of prefixes larger than /10s see more than two sites
and require multiple VPs. Although 20% might seem like a relatively small
percentage, given the size of these prefixes this means that multiple VPs are
required in prefixes that account for approximately 38% of the total measured
address space.

These results show that, in order to get a complete view of the catchment,
in many cases you need more than a single VP per AS. While the quantitative
results in this chapter are specific to B-Root and Tangled, this qualitative result
(ASes can be subdivided) applies more generally. Measurements from platforms
with fewer VPs often assume that each VP can represent its AS, but likely lose
precision in large ASes.

6.6.3 Stability of Anycast for Clients

A long-term concern with anycast is how stable the association of an anycast
client is with its site [103]. Since Transmission Control Protocol (TCP) con-
nections require shared state at both ends, if users switch anycast sites within
the lifetime of a TCP connection, that connection will break and need to be
restarted. The existence of multiple successful CDNs that use IP anycast (in-
cluding Bing, Edgecast, and Cloudflare) suggest that anycast is almost always
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Figure 6.8: The number of sites that are seen for each prefix as announced in
BGP. (Dataset: STV-3-23.)

stable, but recent work has suggested that anycast may be persistently unstable
for a tiny fraction of (user, service) combinations (less than 1%) [103]. From the
viewpoint of a service operator, it is interesting to know if a single measurement
can be representative for a longer time, or if the catchment is continuously in
flux.

Verfploeter allows us to revisit this question from Tangled to many VPs.
We measured the global catchment of our testbed every 15 minutes for a day
(96 observations). Considering the short-lived nature of many TCP connections
this interval might be too long to detect rapid fluctuations, however, it is enough
to give an impression of the overall stability of catchments. We categorize the
responses (or non-responses) into 4 groups: stable, VPs that maintain the same
catchment across measurements; flipped, VPs that change catchment, with
responses sent to a different anycast site than the prior measurement; to-NR,
VPs that switched to “not responding” in the current measurement; and from-
NR, VPs that started responding in the current measurement. We do not count
VPs that remain non-responsive after being counted as to-NR.

Figure 6.9 shows the results of one day of these measurement. Because the
fractions of stable and flipping are so different, we break the graph into three
sections. We see that the catchment is very stable across the measurement
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AS IPs (/24s) Flips Frac.

1 4134 CHINANET 47,963 257,915 0.51
2 7922 COMCAST 3,933 19,133 0.04
3 6983 ITCDELTA 1,372 15,403 0.03
4 6739 ONO-AS 849 13,347 0.03
5 37963 ALIBABA 2,493 10,988 0.02

Other 43,388 188,630 0.37
Total 108,493 505,416 1.00

Table 6.7: Top ASes involved in site flips. (Dataset: STV-3-23.)

rounds, with a median of 3.54M (about 95% of the 3.71M that respond) VPs
always replying and maintaining their prior catchment. The fraction of VPs
that fluctuate between responsive and non-responsive states is small across all
96 measurements. A median of 89k (about 2.4%) VPs changed from responsive
to non-responsive between measurements, and about the same number flipping
back. Note that fluctuating and flipping VPs are not necessarily always the
same ones, however, the fact that the from_NR line mostly follows the to_NR
line indicates that most are.

Across the measurement period, we also see a median of 4.6k (about 0.1%)
VPs change catchment (the blue line in Figure 6.9). All these VPs are located
within 2809 ASes. Table 6.7 shows that 63% of the flipping VPs are part of
only 5 ASes; and 51% are within AS 4134 (Chinanet). Catchment flips can
be caused by changes in routing policies or link state, and frequent flipping
can be caused by load balanced links. With flipping prominent in only a few
ASes, these observations confirm prior observations taken with RIPE Atlas in
Chapter 5 as well as Wei et al. [103], but from a larger set of vantage points:
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that anycast instability is very rare, but as a property of certain ASes, it will
be persistent for users of those ASes. An additional application of Verfploeter
may be identification and resolution of such instability.

6.7 Concluding Remarks
The key takeaway of this chapter is to show that Verfploeter allows measure-
ments of anycast catchments across millions of networks in the Internet. Verf-
ploeter allows us to see 430× more network blocks than RIPE Atlas, a widely
used, large-scale platform for active measurements.

Such measurements are important for operating anycast services (see Sec-
tion 6.5.1), and become more important as anycast services grow in number
of sites (see Section 6.5.2). With large DNS and CDN anycast networks us-
ing hundreds or thousands of sites, catchment mapping with broad coverage
(Section 6.5.3) is increasingly important, particularly since regular catchment
evaluation is necessary to avoid performance errors [167], [102].

Furthermore, the combination of historic traffic load and catchment mapping
(Section 6.5.4) can provide a predictive tool for anycast operation (Section 6.5.5).
The broad coverage of Verfploeter allows us to identify individual networks
that are very likely to be the source of larger amounts of traffic.

We have used Verfploeter to understand the new B-Root anycast system
(Section 6.6.1), evaluate split catchments in large ASes (Section 6.6.2), and
confirm prior results in anycast stability with a larger dataset (Section 6.6.3).
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In the previous chapter we have shown that the Verfploeter methodology
can be used to create an accurate map of anycast catchments. We validated
the methodology by deploying it on a small testbed and the B root Domain
Name System (DNS). In this chapter, we take the next step and deploy
Verfploeter on one of the world’s largest anycast networks, the Cloudflare
Content Delivery Network (CDN) with 192 Points-of-Presence (PoPs)
worldwide. We perform three real-world case studies on network plan-
ning (what happens when PoPs are switched on or off), troubleshooting
(reachability issues of an anycasted prefix) and security (detecting spoofed
attack traffic). Using these three case studies, we show that Verfploeter is
highly suitable for such a large-scale operation and gives operators vital
insights that allow them to improve network management practices of
their anycast service. The work in this chapter will be published as a
research paper [114].
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7.1 Introduction

In Chapter 6 we introduced a novel methodology to measure the catchments (i.e.
which client will be served by which site) of anycast services, called “Verfploeter”.
Key advantage of this methodology is that it does not require any external
Vantage Points (VPs) such as RIPE Atlas probes, but instead relies on Internet
Control Message Protocol (ICMP)-responsive Internet hosts. By sending ICMP
Echo Requests to many hosts on the Internet, and collecting the responses, we
can accurately establish the catchment of a service for the full IPv4 Internet, or
a part thereof. Unlike an approach based on external vantage points, Verfploeter
does not suffer from bias due to the distribution of these points.

We have demonstrated how Verfploeter performs from a deployment on a
testbed, and, on a limited scale, the B root DNS server (which has just three
anycast sites, as of March 2019). In contrast, in this chapter we describe a
global-scale deployment in one of the worlds largest anycast CDNs. We discuss
the challenges of deploying Verfploeter in an anycast network of this scale
(with 192 global points-of-presence). Then, we show how Verfploeter can help
large-scale anycast operators manage their network through three use cases:

Firstly, we show how Verfploeter’s detailed catchment information helps
manage changes in the configuration of the active sites of an anycast service. For
example, what would happen if large site A is taken down, in terms of the shift
in clients to other sites. We argue that this is important since depending on the
shift of traffic, one or more of the other sites might attract traffic exceeding its
maximum capacity. This type of analysis is also particularly useful for planned
maintenance.

Secondly, we show how Verfploeter can be used to regain traditional ICMP-
based troubleshooting capabilities. For example, traditionally connectivity is-
sues are confirmed using ping, i.e. by sending an ICMP Echo Request packet.
However, in the case of anycast, the response to this packet will likely end
up in a different location. From the viewpoint of the sender of the request
packet this would appear as a timeout. Using Verfploeter these packets are
matched regardless of the location where it is received, in essence allowing an
asymmetric ping.

Lastly, we show how Verfploeter can be used to detect spoofed traffic, by
matching the known ingress location of traffic from a specific client using high
resolution catchment data. Essentially we use Verfploeter to establish ground
truth on client-to-anycast mappings, and mark traffic (supposedly) from that
client that ends up in a different anycast site as likely to be spoofed. This mark
then allows operators to filter or rate-limited traffic to mitigate the effects of
spoofed Distributed Denial-of-Service (DDoS) attacks.
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Figure 7.1: Setup for Verfploeter at Cloudflare

7.2 Operational implementation

In the previous chapter in which we introduced Verfploeter (Chapter 6), we
discussed how to deploy Verfploeter on a limited scale (an anycast testbed and
DNS B Root, which has three locations as of March 2019). In this chapter our
focus shifts to how we can deploy Verfploeter on a massive scale, on Cloudflare’s
anycast network. As of August 2019, Cloudflare has 192 Points-of-Presence
worldwide, with over 30 Tbps of aggregate capacity [136]. It is used to deliver
many services which includes Public DNS and Authoritative DNS, as well as a
CDN and to provide DDoS mitigation. They announce more than 700 prefixes,
covering roughly 1.5M IPv4 addresses [193].

In this section we discuss the challenges this creates and how we tackle them.
In particular we discuss (a) the goal and requirements of the system, (b) the
design choices we made when implementing, with regard to the requirements
and goal and (c) the final architecture as it is currently in use.

Goal and requirements: Our goal for this implementation is to set up a
measurement infrastructure that can take snapshots of the anycast catchment
of a given prefix, on-demand as well as scheduled, for the entirety of the global
deployment. The system should deliver the results in an accessible manner
such that the results can be manually or automatically analyzed. To reach this
goal, we defined the following requirements:

R1 Service wide measurements should be trivial to start: to maxi-
mize the utility of this system, it should be trivial for operators to start a
measurement, without having to consider the large scale and distributed
nature of the underlying service.

R2 Incoming packets that are part of the measurement should be
authenticated: to prevent third parties from injecting results into the
system without authorization, incoming packets should be authenticated.

R3 Authenticated results should be inserted into a data store for
analysis: to allow both manual as well as automated analysis, data should
be stored in a suitable data store.
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R4 Communication between system components should be reliable
and secure: given that the system will be running spread over many
PoPs across the Internet, communication should be secure, and as reliable
as possible to increase the accuracy of the results.

Design choices: Considering the goal and requirements we now discuss
major design choices we made while developing the system below:

Centralized control: in order to meet R1, it is impractical to have to con-
tact each of the over 190 sites to start a measurement. We therefore chose a
design where there is a central component (called VP-core) that manages the
measurements, which the systems in the anycast sites connect to, to poll for
jobs (this component is called VP-edge). Alternatively, the connection could be
setup the other way around, but that would require the centralized component
to have full knowledge over what systems are active on the edge sites, while
that knowledge exists, it increases the complexity considerably.

Authentication: to prevent spoofed packets, and meet R2, we add a Hash-
based Message Authentication Code (HMAC) in the ping payload. This ensures
that received packets are in response to packets that were sent by the system,
and not randomly generated by a third-party. Additionally, the payload contains
the original target IP address, as well as the transmission timestamp. This
information can then be used to filter out invalid responses, e.g. those that are
late, duplicated or otherwise not authentic.

Robustness: To meetR3, each component buffers data such that connection
or transmission failures do not result in loss of data. The core component
is suitable to run in Kubernetes (K8s) [194], which automatically restarts
processes upon failure, possibly on a different node of the K8s cluster, as well
as facilitating horizontal scaling. In addition, data is buffered between the
database and the core component by using a robust message bus, Apache
Kafka [195].

Secure communication: Transport Layer Security (TLS) is used throughout
the system for communication, to meet R4, in combination with gRPC [196].
Edge components are persistently connected to the core components.

Architecture: Verfploeter is a distributed system, written in Go, which is
schematically depicted in Figure 7.1. It consists of several components, the most
important two of which are shown. The system must have, due to the nature
of anycast, a component that runs on all nodes within the anycast service that
potentially receive traffic on an anycast prefix. This component is referred to
as VP-edge. The VP-core component on the other hand runs centralized, but
is replicated horizontally for performance reasons.

The VP-edge component is responsible for sending and/or receiving the
ICMP Echo Requests and Replies. In any given PoP there can be thousands of
instances of this component. Control of it is exercised via the central VP-cores.
Received responses are collected and transmitted, batch-wise, to the VP-cores.
Authentication and validation of the incoming data occurs at the edge, such
that only valid data is collected at the VP-core.
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The VP-core component has four functions:

• Controlling the VP-edge outbound functionality.

• Collecting the results from the VP-edges and inserting them into an
Apache Kafka messagebus, for later insertion into the central data ware-
house application (Clickhouse).

• Providing an Application Programming Interface (API) for external users.

The VP-cli component (not shown) is used to initiate a measurement. It
allows various command line options, e.g. to indicate the source address to use
(e.g. the anycast prefix), which target addresses to use and which systems to
initiate the measurement from. Results become available in the central data
warehouse (based on Clickhouse1) when the measurement completes, or are
forwarded to the command line client directly.

7.3 Use cases
The system we discussed in Section 7.2 was implemented as a production
service in Cloudflare’s anycast network. To show how Verfploeter supports
better management of anycast services, we now present three real-world use
cases of how Verfploeter can be used, and demonstrate them on Cloudflare’s
network. These range from planning, to troubleshooting, as well as securing
networks.

7.3.1 Planning

The primary reason to implement and use Verfploeter is for planning purposes.
What consequences, in terms of anycast catchments, does taking a particular
PoP offline have. There are several reasons why a PoP might be taken offline, for
example: for scheduled or unscheduled maintenance, or the PoP is overloaded
and some traffic needs to be shifted to different PoPs.

Due to the nature of anycast and the opaqueness of the Internet it is hard
to predict where traffic will be rerouted in case a prefix is withdrawn. This
might cause difficulties, for example in case the traffic will be rerouted to a
different PoP that might not be able to handle the added load.

For this section we have performed 165 measurements (for operational
reasons not all PoPs were included), which we show in Table 7.1. In each of
these measurements a different PoP (and in two cases two PoPs) is taken offline,
and we send ICMP Echo Requests towards approximately 6 million targets
(see Section 6.3.1). The number of results varies between measurements, but
typically lies around 3.5M, meaning approximately 55% of the requests resulted

1A column-oriented data warehouse system developed by Yandex, https://
clickhouse.yandex

https://clickhouse.yandex
https://clickhouse.yandex
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# PoP(s) offline Count Response fraction

P0 None 3.49M 0.57
P1 AMS 3.44M 0.56
P2 LHR 3.30M 0.54
P3 CDG 3.42M 0.56
P4 AMS, LHR 3.45M 0.56
P5 AMS, CDG 3.50M 0.57

P6 one per measurement ≈3.5M ≈0.55
159 measurements
different PoP each measurement

Table 7.1: Measurements with zero or more PoPs taken offline. Count is the
number of unique responses we see. Response fraction is the fraction of requests
for which a response is received.

in a response. We use P0 as a baseline measurement to determine which IPs
are associated with each of the PoPs, and use that to track where these IPs
move to in the subsequent measurements. Note that by taken offline we refer
to withdrawing the announcement of a test prefix, production traffic to the
anycast network is unaffected by these measurements.

Consider the case where a single PoP is taken offline. By using two mea-
surements, one in the normal state, and one in a state where that PoP is down,
using a test prefix, we can show how prefixes will be rerouted. In Figure 7.2a we
show what happens if the PoP in Amsterdam (AMS) is taken down, note that
the different colors have no purpose or meaning other than to make the lines
easier to distinguish. Interestingly, the OTHER category includes 20 additional
PoPs, each receiving a small number of rerouted prefixes. In the case of AMS
the majority of traffic is redirected to LHR and FRA, which is expected. However,
we would also expect CDG, another large PoP relatively close to AMS and LHR,
to rank high, but the measurements show that this is not the case.

Complexity increases when taking multiple PoPs offline. For example, con-
sider Figure 7.2b, here, instead of AMS, London (LHR) is taken offline. We can
see that in that case the majority of prefixes would reroute to AMS. However,
what happens if AMS and LHR are taken offline. We show a measurement of
this scenario in Figure 7.3b. We point out that there appears to be a strong
topological dependency between LHR and AMS, meaning that when LHR goes
down a large fraction of traffic goes to AMS and vice versa. The consequence
of that is that calculating what happens when both are taken offline based
on the individual measurements we performed in Figure 7.2a and Figure 7.2b
leads to a high degree of uncertainty of 42%, see X in Figure 7.3a.

In contrast, AMS and CDG (Paris) have a much lower dependency on each
other. In Figure 7.4 we show that the calculated (Figure 7.4a) and the measured
(Figure 7.4b) route changes are very similar. In practice, this means that PoPs
which have a low inter-dependency do not require additional measurements
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Figure 7.2: Rerouting of prefixes that occurs when a single PoP goes down.
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(a) Calculated. Datasets: P0, P1, P2.
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(b) Measured. Dataset: P0, P4.

Figure 7.3: Rerouting of prefixes with two PoPs down: AMS & LHR.

when taken offline together, as this can be calculated from the individual
measurements.

In Figure 7.5 we show to how many other PoPs prefixes get redistributed
in the case the PoP that they were associated to gets taken offline. Overall,
most prefixes (>95%) that are associated with one PoP get redistributed to a
relatively small number, 3 or fewer, other PoPs. This means that most com-
binations of PoPs that are taken offline can be calculated from Single PoP
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(b) Measured. Dataset: P0, P5.

Figure 7.4: Rerouting of prefixes with two PoPs down: AMS & CDG.
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Figure 7.5: Cumulative Distribution Function (CDF) for each measurement,
showing to how many PoPs the measured prefixes are redistributed. Datasets:
P0, P1, P2, P3, P6.

offline measurements. We do point out that there is a long tail, where for some
PoPs the last 5% of prefixes get redistributed to 17 PoPs or more.

We emphasize two key takeaways from this: a) taking a PoP down causes
prefixes to be redistributed across a limited number of PoPs, albeit with a long
tail of small PoPs that take a small number of prefixes. b) depending on the
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collection of PoPs, the redistribution can be calculated based on measurements
where only a single PoP is taken down, with a known degree of certainty.

7.3.2 Identifying connectivity issues

One of the problems that arise when deploying an anycast service is that
it is typically not possible to use industry standard tools such as ping and
traceroute. The reason for this is that the response will often, depending on
the size of the anycast network, be routed to a different system in a different
physical location. This makes it hard to troubleshoot connectivity issues. In
this section, we show how Verfploeter can be used to troubleshoot networks
similarly to how a ping is normally used.

On the 1st of April 2018 Cloudflare launched its public DNS service. An
interesting aspect of this launch was that it was launched on the novelty IP-
ranges 1.1.1.0/24 and 1.0.0.0/24. Obviously, this range has an interesting
property in that it is particularly trivial to remember. However, this address
range had not before been used for any production service, in fact, several
manufacturers and Internet Service Providers (ISPs) appear to have assumed
that the range is suitable for internal use. Contexts in which the range was
used include captive portals and routers. It is important to note that Internet
Assigned Numbers Authority (IANA) has not designated the range 1.0.0.0/8
or any part thereof as reserved 2. The range is therefore, according to the
relevant authorities, suitable for public use. The range was obtained via a
research agreement with APNIC3.

The effect of the use of addresses in 1.0.0.0/8 in examples, captive portals,
etc., is that especially the 1.1.1.1 address is not always reachable from edge
networks. Typically, a network operator would use pings to test connectivity,
which, as mentioned, will not trivially work on an anycast network. However,
with Verfploeter we are again able to use ICMP to find connectivity problems.
Specifically we used it to find issues with connectivity to 1.1.1.1, compared
with 1.0.0.1 and a third, unrelated IP address, 104.23.98.190 which has no
known issues.

We perform measurements from each of the three source addresses, towards
approximately 6 million target addresses. To increase the number of results
we repeat the measurement once, and combine the results. In Table 7.2 we
show the number of responses, as well as the response fraction, for each of the
measurements.

In Table 7.3 we show the different combinations of reachability that we
encounter. By far the largest group of responders (almost 92%) do so to each
of the three source IP addresses. These responders have no issues reaching
1.1.1.1. The second category consists of responders that only respond for two

2https://www.iana.org/assignments/iana-ipv4-special-registry/iana-ipv4-
special-registry.xhtml

3https://labs.apnic.net/?p=1127

https://www.iana.org/assignments/iana-ipv4-special-registry/iana-ipv4-special-registry.xhtml
https://www.iana.org/assignments/iana-ipv4-special-registry/iana-ipv4-special-registry.xhtml
https://labs.apnic.net/?p=1127
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Source Count Response fraction

1.0.0.1 3.47M 0.56
1.0.0.1 3.49M 0.57
1.1.1.1 3.28M 0.53
1.1.1.1 3.28M 0.53
104.23.98.190 3.48M 0.57
104.23.98.190 3.5M 0.57

Combined
1.0.0.1 3.58M 0.58
1.1.1.1 3.36M 0.55
104.23.98.190 3.59M 0.58

Table 7.2: Measurements from three different source addresses, and combined
totals.

IPs Count Fraction

1.0.0.1, 1.1.1.1, 104.23.98.190 3,324,062 0.917
1.0.0.1, 104.23.98.190 232,160 0.064
104.23.98.190 18,526 0.005
1.1.1.1, 104.23.98.190 17,508 0.005
1.0.0.1, 1.1.1.1 16,473 0.005
1.0.0.1 8,125 0.002
1.1.1.1 6,707 0.002

Table 7.3: The different combinations of reachability and counts for each

out of three addresses, where the missing address is 1.1.1.1. This category,
while smaller than the first category is still quite substantial with approximately
6% of the addresses falling in this category. The remaining categories are much
smaller and while we do not investigate these in depth we mostly attribute
them to random noise, e.g. hosts intermittently not responding or packet loss.

Zooming in on the second category, we investigate which Autonomous Sys-
tems (ASes) are involved in the unreachability of 1.1.1.1. Table 7.4 shows

Figure 7.6: Hilbert curve presenting connectivity issues, highlighting places
where 1.0.0.1 has no issues, but 1.1.1.1 does in blue, vice versa in red, and
where both have no issues in green.)
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ASN AS Name Count

4837 China Unicom Backbone 70,649
4134 China Telecom Backbone 25,447
3352 Telefónica de España 11,049
7018 AT&T Services, Inc. 9,318
26615 TIM Celular S.A. 8,394

Table 7.4: Top 5 Autonomous System Numbers (ASNs) showing prefixes unable
to reach 1.1.1.1, but able to reach 1.0.0.1 and 104.23.98.190

AMS

CDG

FRAInternet
2.2.2.2

2.2.2.2
(spoofed)

observed source IP
2.2.2.2

observed source IP
2.2.2.2

Figure 7.7: Two traffic sources, using the same source IP, one spoofed and one
legitimate. The observed IP at the server side is the same, the only difference
is the location.

the top 5 ASes involved in ping failures. Interestingly China stands out with
originating a large part of the failures.

In Figure 7.6 we show a Hilbert curve [115], a way of representing 1-dimens-
ional information in a 2-dimensional image, while maintaining proximity. This
curve shows where on the Internet, in terms of IP-space, connectivity issues
to 1.1.1.1 and 1.0.0.1 occur. It appears that IP-space managed by APNIC,
the Asia-Pacific Regional Internet Registry (RIR), has the highest number of
issues, while space managed by RIPE and ARIN is far less problematic.

These results show, how, when operating an anycast network, our method-
ology can be applied to regain some of the classic methods to troubleshoot a
network. As a by-effect, we also show where on the Internet a major public
DNS resolver, 1.1.1.1, might still be inaccessible due to companies or orga-
nizations using ranges for purposes outside of what they were assigned for by
the relevant authorities.

7.3.3 Securing against spoofed traffic
Spoofed traffic, in which malicious actors falsify source IP addresses in packets,
is an ongoing issue for operators. There are initiatives to counter IP spoofing,
such as Best Current Practice (BCP) 38, which specifies that network operators
should perform ingress filtering to block spoofed traffic. While anti-spoofing
techniques are becoming more widespread, there is still a significant amount
of spoofed traffic on the Internet [116], [117].
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Figure 7.8: Responses per IP

Three important reasons for bad actors to perform IP spoofing when at-
tacking are: a) it is inherent to DDoS amplification attacks, where the IP is
spoofed to match that of the target of the attack. b) to prevent identification
of sources of traffic. c) to make it harder to filter out traffic.

In this section, we investigate the possibility to detect spoofed traffic by
using comprehensive anycast mappings. The principle behind it is that because
Internet routes are mostly stable, and traffic from most IP-ranges is routed to
the same PoP every time, any traffic from those IP-ranges reaching a different
PoP should be considered as likely spoofed, as depicted in Figure 7.7.

We investigate two assumptions, namely that specific /24 IP-ranges are
consistently routed to the same PoP, as well as that most /24 prefixes will
route to the same PoP, regardless of the origin of the Verfploeter measurement.
We suspect that the origin of the measurement can have an impact in the case
that the target of the ICMP Echo Request, as part of the measurement, is itself
an anycast service. We also speculate that there are other reasons for this, such
as the ingress point of traffic having some effect on the egress point for some
particular networks.

We perform 191 Verfploeter measurements (not all PoPs are available, due
to operational reasons), towards the IPv4 hitlist as described in Section 6.3.1,
one for each active PoP in the Cloudflare CDN. Due to the unreliable nature
of ICMP, combined with the fact that the hosts in the IPv4 hitlist may or may
not respond, we expect that we will not gather 191 responses for each IP in
the hitlist. We show how many responses we gathered, per Internet Protocol
(IP), in Figure 7.8. We observe a median for the number of times an IP was
seen of 179.

One of our primary interests is whether the IPs that we measure are associ-
ated with just a single PoP. Our assumption is that they are, and in Figure 7.9
we can see that 95.3% of the IPs are in fact seen at only a single PoP across
all measurements. Interestingly this figure shows that there is a significant tail



7.3. USE CASES 139

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49 51 53 55 57 59 61
Number of PoPs

100

101

102

103

104

105

106
N

u
m

b
e
r 

o
f 

IP
s

95.3% of all IPs

Table 7.5

Figure 7.9: Number of Points-of-Presence seen for a single IP-prefix.

Prefix PoPs ASN Rev. Hostname

192.58.128.0/24 61 26415 j.root-servers.net
204.61.216.0/23 60 42 ns.anycast.woodynet.net
192.33.14.0/24 59 26415 b.gtld-servers.net
189.201.244.0/23 58 42 e.mx-ns.mx
204.19.119.0/24 58 42 c.ns.apple.com
200.108.148.0/24 58 42 c.dns.ar
206.51.254.0/24 58 42 lns61.nic.tr
13.107.4.0/24 58 8068 ns1.c-msedge.net
194.0.17.0/24 58 42 e.nic.ch

Table 7.5: IP-prefixes hitting the highest number of PoPs. AS8068 = Microsoft,
AS26415 = ICANN, AS42 = PCH

with some IPs appearing at as many as 61 PoPs. As we have said before, we
assume that a likely reason for this is that those IPs are actually in an any-
casted prefix themselves. To confirm that those IPs are anycasted, we take a
look at those IPs that show up in the most PoPs and show their corresponding
AS, and their reverse hostname in Table 7.5.

Interestingly, the top 9 IPs that hit the highest number of PoPs all belong
to one of three organizations, all of which manage large anycast networks,
namely Microsoft, Verisign and Packet Clearing House (PCH). Two interesting
examples are the J DNS root server (reverse hostname j.root-servers.net),
which is hosted by Verisign, which is seen at 61 different PoPs, as well as one
of the Generic Top-Level Domain (gTLD) authoritative nameservers (reverse
hostname b.gtld-servers.net), which is also hosted by Verisign. We interpret
this as confirmation that anycasted services can indeed be revealed using this
methodology.

Given that 95% of the IP addresses are only seen at a single PoP, it seems
likely that also many Autonomous Systems, and all their addresses, are only
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Figure 7.10: Detecting spoofed traffic, according to the previously established
client to PoP mapping, during a known SYN-flood attack

seen at a single PoP. We investigate this by looking up the ASNs of each of the
addresses, and confirm that out of a total of 60,295 ASNs that we see, from
52,533 ASNs all IPs are seen at a single PoP, but not necessarily the same one
for each IP. 52,533 ASNs have IPs that are also only seen at a single PoP, and
that PoP is also the same for all of the addresses. 2,541 only have addresses
that are seen at multiple PoPs, while 3,069 contain addresses that are seen at
both single as well as multiple PoPs.

These results show that most IP addresses that are seen on the Internet,
and in fact most of the ASes, are, in a stable anycast network, only expected
to show up at a single Point-of-Presence. Theoretically this should mean that
any traffic that arrives at a PoP that it is is not supposed to, according to this
mapping, can be considered as likely to be spoofed.

To demonstrate this in practice we recorded flow measurements during a
known SYN-flood attack, on the same day the measurements for the client to
PoP mapping were run. For each flow we checked if the source IP was supposed
to arrive at the PoP it did, according to the mapping. The results of this are
shown in Figure 7.10. We can see that the expected traffic is constant over the
duration (11 minutes). We see a steep increase in unexpected source addresses
during the attack itself, indicating that the mapping provides a strong signal for
detecting spoofed traffic. The unknown category indicates that even though our
measurements cover many prefixes, there are still those for which we have no
mapping. We intend to investigate the distribution of IPs inside the Unknown
category in future work, a possible explanation could be a high baseline of
continuous spoofed traffic. Compared to the traditional method of looking at
Time to Lives (TTLs) to identify spoofed traffic [118], our method promises
to provide a stronger signal, which we also intend to further investigate in the
future.
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The key takeaway from this section is that we have shown that Verfploeter
can be applied to help operators defend against DDoS attacks that consist of
spoofed traffic. Once identified this traffic can then be filtered or rate-limited.

7.4 Related Work

There is a large body of past work that used public measurement platforms,
such as RIPE Atlas [65], PlanetLab [171], and the NLNOG RING [173], to
study the operation of anycast services [3], [62], [66], [167], [101], [102], [179],
[180]. Using public measurement platforms is a flexible way to study anycast
services. A key characteristic of these platforms is that they provide some
form of access, e.g. via Secure Shell (SSH), an API, or a Web UI, to physical
or virtual probes. Typically they allow a wide array of measurements to be
performed. Compared to the Verfploeter method used in this chapter, however,
the use of public measurement platforms has two limitations. First, the number
of vantage points from which measurements can be conducted is limited, and
often many orders of magnitude less than what Verfploeter can achieve. Second,
these measurements suffer from an inherent bias because of the placement of
vantage points. This means they will always provide an incomplete view of
actual anycast catchments.

Li et al [58] looked at one of the root DNS servers for over a year, and find
that site loads are often unbalanced, and that many clients are routed to a PoP
that is suboptimal in terms of great-circle distance by several thousands of
kilometers. They attribute this problem to inter-domain routing topology and
policies, as well as poor route selection in the case that routes to multiple sites
are available. Earlier work by Schmidt et al [102] finds similar results. These
finds strengthen the case for a system that is able to perform fast and precise
measurements of anycast catchments.

Past work has also focused specifically on anycast performance in CDNs.
Calder et al. study the anycast network for Microsoft’s Bing search engine and
show that while anycast generally performs well, up to 20% of clients get redi-
rected to sub-optimal PoPs. They introduce a simple scheme to improve PoP
assignment using other means than anycast (specifically DNS-based methods).
Flavel et al. introduce FastRoute, a hybrid approach that combines anycast
and DNS-based load balancing to route clients to optimal PoPs. Where these
past studies focused on anycast as just one means of distributing traffic, and
augment this with other load balancing approaches, in this chapter, we focus
on a network that is managed purely as an anycast service, and show how
Verfploeter can play a vital role in understanding and managing this network.

Finally, very recent work by McQuistin et al. shows that anycast services
that make use of multiple network operators can benefit from tailoring their
Border Gateway Protocol (BGP) announcements to optimise end-user perfor-
mance [119].
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7.5 Concluding Remarks
In this chapter we show how a global scale anycast network can be managed,
using the Verfploeter methodology that we introduced in this Thesis. Compared
to the previous chapter, we have validated it on a much larger scale, on one of
the world’s largest anycast CDNs. We have also shown three use cases, that
exemplify how this methodology can be applied.

We have described what the goals were for the implementation, how we
chose to meet those goals and what the final operational implementation looks
like. This implementation validates that Verfploeter can be deployed on any
scale, from small dual node anycast services, such as shown in our initial work,
up to the largest scale networks on the Internet.

Our three use cases show: Firstly, how this methodology can be applied
by operators for planning purposes, and have shown that, depending on the
case, the outcome of taking offline different combinations of anycast PoPs can
be determined based on measurements in which only a single PoP was taken
offline. Secondly, how it brings a traditional troubleshooting tool ping, to the
realm of anycast, and demonstrate how it was used to assess the reachability
of a particularly interesting IP address. Lastly, we show how the methodology
can be used to assist in the mitigation of DDoS attacks by providing a way to
identify spoofed traffic based on known client to IP mappings.



CHAPTER 8

Conclusions

8.1 Goal and Research Questions

In Chapter 1, we identified five research questions to guide the research pre-
sented in this work. In this section, we return to these research questions and
show how they were addressed throughout this thesis.

Recall that we identified that there was a limited body of research in the
area of anycast. Given the large role it plays on the Internet nowadays, we set
out to investigate anycast and improve it, particularly because of its potency
in DDoS mitigation. We summarized this with the following goal:

To measure anycast deployments and develop methods to optimize anycast
deployments in order to improve service resilience against DDoS attacks

We then derived five research questions to help reach this goal, the first of
which was:

RQ1 – What can we learn from analyzing the behaviour of a large-scale
anycast service?

In Chapter 3, we took an in-depth look at the Google Public DNS (GPDNS),
a service hosted on a large anycasted network. A key find towards RQ1 is that
routing in anycast is very difficult to get right. This is demonstrated by the
fact that users are frequently routed out of country, when an in country Point-
of-Presence (PoP) is available. The difficulty is further illustrated by the choice
of sub-optimal Points-of-Presence when considering the great-circle distance
between the possible PoPs and the PoP that clients are routed to.

It is important to note that traffic being routed outside of the country of
origin, while an in country PoP is available, can be detrimental to user privacy.
For example, we saw large numbers of queries, originating in the European
Union, being served from the United States, while there were several PoPs
available inside the EU.

Another aspect to highlight is the stability of the network over time, which
was made possible because our analysis spanned more than 2.5 years. We
observed that large deviations occurred several times. The exact cause of those
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changes is unknown, the fact that there are sudden changes that influence a
large part of the client-base indicates that network engineering, in the context
of anycast, is not a fine-grained art.

An unexpected find, unrelated to anycast but important from a privacy
standpoint is that many SMTP servers appear to be using GPDNS as a resolver.
The fact that such servers frequently perform reverse DNS lookups on IP
addresses that they interact with, e.g. during an SMTP-session for sending
and/or receiving e-mail, means that users who interact with a service unrelated
to Google, might unknowingly end up in their logs, as well as in the logs of any
other name server that is involved in the lookup process.

We observed a large anycast network under normal conditions, and conclude
that operating such a network is not trivial. We now turn to an anycast network
while it is suffering from a DDoS attack:

RQ2 – How does anycast perform in the face of a DDoS attack?

In Chapter 4, we investigated the effect that a large DDoS attack had
on a well-known anycasted service: the root DNS. This service is particularly
interesting for three reasons: a) it is critical for the Internet to properly function,
b) it is composed of individual replicas which are hosted by several individual
organizations and c) each of these vary widely in size. We argue that these
aspects make the conclusions we draw from this analysis important from a
societal perspective considering the stability of the Internet. They also make
the conclusions applicable to a wider audience considering the wide variety of
deployments that the root DNS consists of.

In our analysis we looked at how operators respond when they are facing
a DDoS attack, in terms of networking engineering. We identified two main
strategies:

• Withdraw: operators withdraw the anycast route announcement from
a site that is (close to being) overloaded. This leads to traffic shifting to
different sites, that in the positive case are capable of sustaining the added
load. In the negative case those other sites can also become overloaded.
It is not always clear if a route was intentionally withdrawn or not, BGP
sessions may fail when the network is overloaded, automatically causing
a withdraw.

• Absorb: in the case of an overloaded site, the operator decides to
keep the route announcement, causing service degradation within the
catchment of that site. This strategy is especially useful if withdrawing
the route would cause the traffic to reroute to other sites that are known
to be close to being overloaded.

A side observation is that collateral damage occurs during large attacks.
This means that other servers that are topologically close, and practically that
often means also physically close, can be affected by attacks on nearby servers.
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In answer to RQ2, we observe that even though the capacity of the root
DNS in aggregate is very high, and the attack traffic did not exceed that
maximum combined capacity, we still show significant impact on reachability
of individual root letters. In the DNS this is problem is mitigated by having
many different service operators, and resolvers will automatically retry in case of
failures. However, other services, such as CDNs, typically do not have this built-
in redundancy, where a client will attempt a different server, with a different
address, automatically.

RQ3 – What challenges are there in measuring anycast networks?

Many challenges exist when performing measurements on the Internet, and
it is infeasible to cover all of them in this thesis. However, we have focused
on a challenge that is of particular interest in the case of anycast, namely
routing asymmetry. In Chapter 5 we investigated the principle of asymmetric
Internet routing. Asymmetry means that the path that is taken when a packet
travels from point A to point B on the Internet is not the same as it would
take in the reverse direction. This phenomenon directly impacts our ability to
measure routes on the Internet, and therefore limits our ability to use such
route information to reason about anycast networks.

Path asymmetry has a significant impact on what can be measured about
Internet routes. Traditional path measurement tools such as traceroute work
by sending packets with an increasing TTL, iteratively discovering the path
that the packets travel along. However, the assumption that the path that is
measured from side A, is the same as that measured from side B, does not hold.
As a key find we have shown that asymmetry occurs in considerable fraction
of the Internet, namely on 85% of the measured paths.

When developing a new methodology to measure anycast networks it is
important to take into account that the paths which determine anycast catch-
ments cannot be reliably measured from the server side using a traceroute.
On the other hand, a methodology which relies on measurements from inside
the anycast network, as opposed to measurements from the client side into the
anycast network, has the potential to have far more coverage as it does not
rely on software or hardware being distributed throughout the world.

The fact that asymmetry is so widespread makes it clear that relying on
the discovery of paths, from the server side, as input to an algorithm that is
able to determine anycast catchments is infeasible.

RQ4 – How can we accurately measure anycast performance?

We concluded that the measurement of paths in the Internet is unlikely to
lead to an accurate method to assess the performance of an anycast network,
in terms of client to PoP mapping. To answer RQ4 we therefore developed a
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measurement methodology which is not dependent on knowledge of the actual
routes.

The measurement methodology, which we named Verfploeter (see Chap-
ter 6), works by using ICMP Echo Requests (i.e. pings), and relies on the fact
that the responses to these requests will be routed independently. When an
anycast site receives a response to such a ping, it can be assumed that the
sender of that response (i.e. the client) is in the catchment of that site. Using
this method we have shown that the associated anycast site can be determined
for any ICMP-responsive host on the Internet.

An significant benefit of this method is that it does not rely on probes
that need to be physically distributed throughout the world. Systems that
do depend on such probes typically have a bias in terms of distribution. For
example, RIPE Atlas is biased towards Western Europe and North America.

Previous work [108] has shown that for many /24s on the Internet a repre-
sentative address can be selected that is deemed most likely to respond. The
authors of that work regularly distribute a hitlist of these addresses. Leveraging
that list, we can determine the catchment of a large portion of the Internet in
a relatively short time span.

We have shown that this method is both feasible as well as beneficial for
operators in three ways: a) we set up an anycast testbed, on which we imple-
mented a system that uses the Verfploeter methodology to measure catchments.
Using this testbed we performed measurements showing, for example, that all
sub-prefixes of an announced prefix do not always behave in the same way in
terms of routing. We also showed that anycast catchments are relatively stable
over the course of at least 24 hours. b) we deployed the same system on the
B root DNS server, hosted by USC/ISI, at that time the B root was the only
remaining unicast root server and Verfploeter was used to assess the anycast
catchment prior to moving to a two site anycast setup. Finally, c) as shown in
Chapter 7, we deployed a measurement system that implements Verfploeter at
Cloudflare, which operates one of the largest anycast networks in the world.

RQ5 – How can we improve anycast performance and operations?

With our final research question, we look towards how we can improve any-
cast networks and assist operators in managing them. With our measurement
methodology in hand, we demonstrated how it can be used, both on the B root
DNS as well as on Cloudflare’s anycast network.

In Chapter 6 we have shown how Verfploeter can be used in the deployment
of a new anycast site. As well as how to correctly weigh the results by mapping
load information onto the measurement data. In that particular example, the
measurement with Verfploeter matched the actual load after deployment with
an accuracy of 99.8%. We also showed that this method allows for more accurate
results than what can be obtained using, for example, RIPE Atlas.
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In Chapter 7, we introduce three use cases, which we have also validated
on a large anycast network:

• Planning: we show that by performing measurements with specific
anycast sites disabled, an overview can be obtained of how the anycast
catchments will respond in those cases. Additionally, we show that pre-
dictions can be made for when multiple anycast sites are disabled even
based on measurements where only a single anycast site is disabled.

• Securing: by initiating measurements from a large number of different
anycast sites, each time towards the same targets, we have established that
a large percentage (95%) of the measured IP-ranges is associated with
just a single anycast site. We argue that a regularly updated catchment
map can then be used to detect incoming spoofed traffic. IP spoofing is a
significant contributor to DDoS attacks, and as such we argue that this
is an important contribution.

• Troubleshooting: due to the nature of anycast, performing pings has
in many cases become impossible. Since the response of the ping will often
end up in a different anycast site from the one originating the request
packet. However, we show that Verfploeter offers similar capabilities, while
also working on an anycasted network, restoring a classic troubleshooting
technique to the operators.

To conclude, in this thesis we have first investigated two global anycast
services, the root DNS and Google Public DNS. We show that their deployments
are not optimal, for example in terms of physical distance between the client
and the anycast site. We show that DDoS attacks still manage to do damage,
despite the fact that bandwidth is, in aggregate, abundantly available. We
identified that tools to measure anycast networks are lacking, and developed
a new methodology that allows operators to assess their anycast catchments
with a high resolution, covering tens of thousands of ASes. In addition, our
methodology is free of the bias that is introduced by the deployment of physical
probes, such as those used by RIPE Atlas. We have validated the methodology
and tools by deploying it on a testbed, the B root DNS and one of the largest
anycast networks in the world, Cloudflare’s CDN.
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8.2 Future Research Directions
We have identified a number of directions in which the work in this thesis can be
expanded as future work. These directions fall into four categories: validation in
the context of DDoS, expansion of the used hitlist, assessing anycast catchments
based on control plane information and enumerating anycast networks on the
Internet.

Firstly, we have validated the approach by demonstrating its use in the
real-world, in several scenarios. However, we have not yet demonstrated use
cases in the context of DDoS. We believe that our methodology can be used
to make better network engineering decisions during attacks.

Secondly, the research in this thesis focused mainly on anycast on IPv4.
While the principles of routing are unchanged for IPv6, and as such the method-
ology developed in this thesis can be applied unchanged, work on hitlists is
an ongoing field of research and is yet to match the breadth of IPv4 hitlists.
Finding other sources of targets for our methodology, and validating our ap-
proach for IPv6 is important future work, and we have already started work on
adding IPv6 support in our implementation. Additionally, during our work we
performed many measurements towards millions of targets obtained from IPv4
hitlists, and the response rate varies between 50% and 60%. Future research
might improve this response rate, and consequently cover a larger share of the
Internet. This can be achieved by repeating measurements more often and/or
by selecting multiple representative IP-addresses per /24 prefix, as opposed to
the current single address.

Thirdly, in terms of BGP, there is limited insight into the routers that make
up the Internet. While projects such as RouteViews and RIPE RIS attempt
to provide routing data, the number of routers that are connected to such so-
called route collectors is limited. In addition, only active routes (in terms of the
BGP route selection process) are visible through these collectors. BMP [120]
was proposed to gain more visibility into Internet routes, but its adoption is
slow. This makes it hard to measure anycast catchments from a control plane
perspective. When more data becomes available in due time, this option should
be revisited.

Finally, in Chapter 7, we argued that it is possible to detect anycast networks
by measuring from inside another anycast network. We showed that this is
indeed the case. More in-depth investigation of this that could potentially lead
to revealing a large part of the anycast networks on the Internet, as well as
validation against existing enumeration methods, is future work.



APPENDIX: A

Open Data Management

During the studies that resulted in this thesis various data sets were created.
In this appendix we list those that are public, where they can be found and to
which chapter they relate.

Chapter Description Location

Chapter 3 DNS queries from Google https://doi.org/10.4121/uuid:
1ef815ea-cb39-4b41-8db6-
c1008af6d5aa

Chapter 3 Measurement data for QName
Minimization

https://www.simpleweb.org/wiki/
index.php/Traces#A_First_Look_at_
QNAME_Minimization_in_the_Domain_
Name_System

Chapter 4 RIPE Atlas measurements https://www.simpleweb.org/wiki/
index.php/Traces#Anycast_vs._
DDoS:_The_Nov_2015_Root_DNS_Event

Chapter 6 RIPE Atlas and Verfploeter
measurements

https://www.simpleweb.org/wiki/
index.php/Traces#Broad_and_
Load-Aware_Anycast_Mapping_with_
Verfploeter

Table A.1: Open data sets
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