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Abstract

The court reform process is seeking to consolidate the corporate services of the Family Court
of Australia, Federal Court of Australia, NNTT and the Federal Circuit Court of Australia. This
project is considering the strategy for the consolidation of the IT services and unification of
the technical architecture.
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1 Unified Future State Vision

1.1 Financial year 2016/2017

The key outcomes required to be achieved by the closure of the 2016/2017 financial year will be
the simplification of the combined court environment required to achieve efficiency improvements
and synergies to facilitate the envisaged reduction in the cost of delivery.

The existing separate Microsoft Active Directory and Novell eDirectory infrastructure will need to
be migrated onto a single unified platform. This will involve the initial coexistence of both
environments followed by a migration of the FCoA and FCC staff onto the existing FCA Active
Directory forest.

A new unified WAN will be deployed that builds on the existing FCoA Optus MPLS network, adding
redundancy to major sites, additional bandwidth to collocated sites and Riverbed WAN
optimisation devices to all FCoA sites.

Divergent infrastructure and architectures are currently deployed across court sites and separate
infrastructure is managed in collocated sites. Through early retirement of old equipment and the
reconfiguration of existing appropriate switching infrastructure a consolidate LAN environment
will be deployed with required security separation achieved by VLANSs.

The existing separate service desk environments currently operate with very different strategies
and skill sets support divergent technologies. To achieve synergies across the larger user base
significant changes will have to be achieved in both the approach and skills of both teams. It is
expected that after a period of transition that a new virtual service desk will provide a combined
level 1 and level 2 service desk capability with staff spread across the major site locations providing
desk-side and remote follow the sun support.

The existing FCoA distributed Lotus Notes email architecture will need to be decommissioned and
migrated to a Microsoft Exchange environment that can be supported in an efficient manner. It is
envisaged that after the initial setup of a co-existence environment mailboxes will be migrated
directly from the on premise Lotus Domino server into an Office365 tenancy configured in a hybrid
architecture. (cost modelling yet to confirm this compared to a single on premise exchange
environment)

The existing architecture that has led to a registry with 3 staff having a redundant server array and
SAN will need to be significantly simplified to support the required efficiency improvement. Where
possible - such as in smaller sites - the physical server will be removed and the environment
simplified to a router, switch and Riverbed appliance. In larger sites where the work and staff
numbers justifies a local fileserver they will be deployed with direct attached storage with a backup
mechanism that replicates data to the centralised Data Centre. To support a simplified server and
database management approach all server infrastructure should be consolidated onto a unified X86
platform. Where possible Databases should be migrated onto a SQL server environment with the
more expensive Oracle platform only used for specific applications such as Casetrack

The existing distributed Citrix environment supported by the FCoA will no longer be viable with the
registry infrastructure simplification and a new strategy will need to be implemented that provides
fast and secure access for remote users to the files and services required. (confirmation of the
existing Citrix use cases still required to support this hypothesis)

The existing teams of Application developers and Application support staff cannot be supported
within the expected head-count reduction. It is expected that the application development
component will be achieved more efficiently through an outsource in a similar manner to how it
has been done by the FCA, and a simplified application support team will be supplemented by direct
business involvement orchestrated by a newly formed “integration team”

Commercial in Confidence Page 4 of 27



Beyond ::

technology Prepared for: Federal Court of Australia

The retirement of the Lotus Domino environment (including mail coexistence) will provide
significant savings through both a reduction in staff and ongoing licencing costs. The significant
number of existing FCoA domino apps will need to be assessed and either retired or migrated to a
new platform such as SharePoint. This will be a high priority activity as only once all applications
have been removed will the ongoing savings be realised.

To provide support for a unified and more efficient service desk a new managed operating
environment based on Windows 10 will be deployed. Prior to this the FCA desktop standard
operating environment will be largely unchanged from its existing status, however the FCoA will be
significantly changed through the deployment of significant application and environment changes.
While the support of two different operating environments is inefficient, the stability of the changes
and increased support times in the FCoA desktop environment is the key motivation for the new
MOE deployment.

The projects that will be required to be delivered during this period will include:

. Detailed Transition Planning

. Unified Identify Management platform
. Domino App migration

. Unified Wide Area Network

. Mail Migration (Stage 1)

. Registry infrastructure simplification & File migration (Stage 1)
. Service Desk Consolidation

. Remote Access Strategy Unification

. Application Development Outsource

. pSeries Migration

. LAN and VLAN Consolidation

. Unified MOE deployment

Commercial in Confidence Page 5 of 27



Beyond i

technology Prepared for: Federal Court of Australia

1.2 Financial year 2017/2018

Following the completion of these projects during the 2016/2017 financial year, further
environment simplification will consolidate these gains and seek to deliver further efficiencies to
enable a reduction in remaining contract staff.

The projects that will be required to be delivered during this period will include:

. Mail Migration Stage 2

. Registry infrastructure simplification & File migration (Stage 2)
. Deploy unified application management strategy

. WAN Managed Service Implementation

. Consolidate Server Management Strategy

. Consolidate Backup

. Consolidate DR

. Consolidate Datacentres

. Consolidate phone and VC strategy

. WiFi strategy unification

Commercial in Confidence Page 6 of 27
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2 Major Projects required for future state vision implementation
2.1 Financial year 2016/2017

2.1.1 Detailed Transition Planning

Step 1 - Detailed current state discovery FCoA environment
Step 2 - Confirmation of initial transition plan viability

Step 3 - Project planning and initiation

2.1.1.1 Detailed Transition Planning Resourcing Estimates
Elapsed project time estimated to be: 6 weeks

Internal Team project effort: 12 man weeks

User Training Requirement: Nil

External Professional Services Estimate: $150K

Infrastructure purchase: Nil

Ongoing Managed Service cost: Nil

2.1.2 Identity Management consolidation project

The existing separate Microsoft Active Directory and Novell eDirectory infrastructure will need to
be migrated onto a single unified platform. This will involve the initial coexistence of both
environments followed by a migration of the FCoA and FCC staff onto the existing FCA Active
Directory forest. It is envisaged that the first stage of coexistence will involve the enrolment of each
FCoA controlled PC and user into the single Active Directory domain while maintaining the
enrolment and consistency between this and Novel eDirectory. Once this is achieved then the
coexistence between the two email environments (exchange and Notes) can be configured.

Step 1 - IDM Coexistence
Step 2 - AD Deployment
Step 3 - Mail Coexistence

Step 4 - Support tool training and deployment

2.1.2.1 Identity Management consolidation project Resourcing Estimates
Elapsed project time estimated to be: 12 weeks

Internal Team project effort: 4 -6 man weeks

User Training Requirement: Yes

IT operations training requirement: YES

External Professional Services Estimate: $60-90K

Licence and Infrastructure purchase: TBD

Ongoing Managed Service cost: Nil
2.1.2.2 Key Assumptions

Some outages expected and requirements for internal team overtime
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Assumption that all configurations can be done remotely

Assumption that Dual stack (Novel eDirectory and MS Active Directory) will not impact user
performance

2.1.3 WAN Consolidation & Unification

A new unified WAN will be deployed that builds on the existing FCoA Optus MPLS network, adding
redundancy to major sites, additional bandwidth to collocated sites and Riverbed WAN
optimisation devices to all FCoA sites. It is expected that any un-necessary encrypted tunnels will
be removed to provide improved and simplified management.

Step 1 - New links deployed

Step 2 - VLAN and WAN Design

Step 3 - Riverbed appliances deployed

Step 4 - Security policy unification

Step 5 - Express Route deployment (If Required)

2.1.3.1 WAN Consolidation Resourcing Estimates

Elapsed project time estimated to be: 17 weeks for base deployment, plus 3 weeks for riverbed
Internal Team project effort: 2-4 weeks

User Training Requirement: Nil

IT operations training requirement: YES

External Professional Services Estimate: $25K design + $104K
Infrastructure purchase: $250K + additional Routers?

Infrastructure Maintenance: $50K + additional Routers?

2.1.3.2 Key Assumptions

Some outages expected and requirements for internal team overtime

Riverbed appliances deployed into 23 sites (including Macquarie Telecom and Canberra DC)

Riverbed optimisation not required into any DC other than Macquarie Telecom and Canberra

2.1.4 Service Desk Consolidation

The existing separate service desk environments currently operate with very different strategies
and skill sets support divergent technologies. To achieve synergies across the larger user base
significant changes will have to be achieved in both the approach and skills of both teams. It is
expected that after a period of transition that a new virtual service desk will provide a combined
level 1 and level 2 service desk capability with staff spread across the major site locations providing
desk-side and remote follow the sun support. Significant changes in the physical location of staff,
skills and support tools will be required to support the vision. The goal would be to maintain a
staffing to user ration of 80:1 while maintain an onsite support capability for sites with 50 or more
staff. (Consider site support based around Judge dependency)

Prerequisites
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a) IDM Consolidation
b) WAN Consolidation

Step 1- IT Tool consolidation

Step 2 - Initial Phase 1 Integration (Separate work teams)
Step 3 - Staff Training and work practice development

Step 4 - Second Phase Integration Virtual Team deployment
Step 5 - Geographic redistribution

This Project Strategy has yet to be fully developed.

2.1.4.1 Service Desk Consolidation Resourcing Estimates
Elapsed project time estimated to be: 36 weeks

Internal Team project effort: 8 man weeks (excluding training)
User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $40-60K

Licences and Infrastructure purchase: $30-50K

Licence subscriptions: $30K PA
2.1.4.2 Key Assumptions

Existing teams will operate relatively independently until Registry Infrastructure simplification
is completed

No major loss in resources from either team during initial phase

Completion of Heat service desk tool deployment is completed

Phone systems can be configured as required
2.1.5 Mail Migration (Stage 1)

The existing FCoA distributed Lotus Notes email architecture will need to be decommissioned and
migrated to a Microsoft Exchange environment that can be supported in an efficient manner. It is
envisaged that after the initial setup of a co-existence environment mailboxes will be migrated
directly from the on premise Lotus Domino server into an Office365 tenancy configured in a hybrid
architecture. This project will have significant prerequisites in both the back-of-house IT
infrastructure (such as the IDM unification, HR work practices and Service Desk training) as well as
end-user training and change management. It is expected that during the Stage 1 migration the FCA
will maintain its existing email services as the on premise part of the hybrid architecture.

Prerequisites

a) IDM Consolidation
b) WAN Consolidation

Step 1 - Office365 Tenancy configuration and Hybrid mode deployment via ADFS
Step 2 - Mail Coexistence
Step 3 - Mailbox Audit & As built design documentation

Step 4 - Outlook client deployment and user training
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Step 5 - Mailbox migration (including client application desktop/mobile/remote migration)

Step 6 - Distributed Mail server decommissioning

2.1.5.1 Mail Migration (Stage 1) Resourcing Estimates
Elapsed project time estimated to be: 18 weeks

Internal Team project effort: 4 man weeks

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $TBDK
Infrastructure purchase: TBD

Ongoing Managed Service cost: TBD
2.1.5.2 Key Assumptions
Some outages expected and requirements for internal team overtime

Assumption that all configurations can be done remotely

Assumption that existing mailbox sizes does not cause undue complexity in migration

2.1.6 Registry infrastructure simplification & File migration (Stage 1)

The existing architecture that has led to a registry with 3 staff having a redundant server array and
SAN will need to be significantly simplified to support the required efficiency improvement. Where
possible - such as in smaller sites - the physical server will be removed and the environment
simplified to a router, switch and Riverbed appliance. In larger sites where the work and staff
numbers justifies a local fileserver they will be deployed with direct attached storage with a backup
mechanism that replicates data to the centralised Data Centre. Riverbed WAN optimisation
appliances will be used at all sites. Where FCA and FCoA sites are collocated these servers will be
consolidated onto the same equipment during the Stage 2 part of the migration.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Remote Access Strategy Unification (Co-dependence)

Step 1 - Audit of Server and file usage and requirements & As built design documentation
Step 2 - Design Completed

Step 3 - Retirement of unjustified VM’s

Step 4 - Deployment and configuration of new architecture

Step 5 - End-user client configuration and training

Step 6 - File migration

Step 7 - Server Decommissioning
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2.1.6.1 Registry infrastructure simplification & File migration (Stage 1) Resourcing
Estimates

Elapsed project time estimated to be: 19 weeks

Internal Team project effort: 4 man weeks

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $25K design + $TBDK
Infrastructure purchase: TBD

Ongoing Managed Service cost: TBD

2.1.6.2 Key Assumptions

Server and file usage Audit completed at the same time as Mail server audit
Some outages expected and requirements for internal team overtime
Assumption that all configurations can be done remotely

Assumption file server migration does not involve unexpected complexity

2.1.7 Domino App migration

The retirement of the Lotus Domino environment (including mail coexistence) will provide
significant savings through both a reduction in staff and ongoing licencing costs. The significant
number of existing FCoA domino apps will need to be assessed and either retired or migrated to a
new platform such as SharePoint. Only once all applications have been removed will the ongoing
savings be realised. Out of the approximately 500 applications, 69 are under active use. These are
split 28/28/13 complex/medium/simple.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Registry Infrastructure simplification (Stage 1)

Step 1- Application Audit and requirements analysis

Step 2- Targeted application retirement

Step 3 - Replacement Application Development

Step 4 - User training and application migration

Step 5 - Domino environment and mail coexistence retirement

This Strategy has yet to be fully developed.

2.1.7.1 Domino App Migration Resourcing Estimates
Elapsed project time estimated to be: 38 weeks
Internal Team project effort: 2-8 weeks

User Training Requirement: YES
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IT operations training requirement: YES

External Professional Services Estimate: $40k for Application audit, $TBDK for migration
($1620 per day for Datacom resource)

Infrastructure purchase: TBD

Ongoing Managed Service cost: TBD

2.1.7.2 Key Assumptions

Assumption migration does not involve unexpected complexity
Assumption that application owners can be identified

Internal resources will be required from FCoA to provide information for Audit of existing
applications and requirements. Appropriate governance will need to be provided to ensure
applications that can be retired are identified rather than redeveloped.

2.1.8 Remote Access Strategy Unification

The existing distributed Citrix environment supported by the FCoA will no longer be viable with the
registry infrastructure simplification and a new strategy will need to be implemented that provides
fast and secure access for remote users to the files and services required. This Strategy has yet to
be fully developed due to unknown requirements and technical factors within the FCoA
environment.

The existing FCA remote access strategy provides for two alternatives for users accessing the
infrastructure via the Macquarie Telecom data centre. These approaches are via Microsoft Direct
Access and Citrix published desktop. The envisage approach is for this to be copied into the
Canberra data centre to provide a replacement for the existing legacy environment and to consider
the consolidation of the environments when the data centre environment is consolidated.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1) (Co-dependence)

Step 1- Requirements discovery FCoA
Step 2 - Technical design

Step 3 - Implementation.

2.1.8.1 Remote Access Strategy Unification Resourcing Estimates
Elapsed project time estimated to be: 12-24 weeks

Internal Team project effort: X weeks

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $250K

Infrastructure purchase: $150
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Software licencing Gap: RDS CALS
2.1.8.2 Key Assumptions
Assumption migration does not involve unexpected complexity

Assumption that existing distributed Citrix environment is used for the Remote Access solution
in FCoA.

Assumption that the required services can be provided by the chosen options deployed into the
production Canberra data centre

Assumption that existing Citrix licencing can be harvested to meet the requirement.

2.1.9 Application Development OQutsource

The existing teams of Application developers and Application support staff cannot be supported
within the expected head-count reduction. It is expected that the application development
component can be outsourced in a similar manner to how it has been done by the FCA, and a
simplified application support team will be supplemented by a small Application Development
team.

2.1.9.1 Application Development Outsource Resourcing Estimates
Elapsed project time estimated to be: 30 weeks

Internal Team project effort: X weeks

User Training Requirement: Nil

IT operations training requirement: YES

External Professional Services Estimate: $250K

Infrastructure purchase: Nil

Ongoing Managed Service cost: $700k

*estimates provided by FCA CIO

2.1.10 pSeries Migration

To support a simplified server and database management approach all server infrastructure should
be consolidated onto a unified X86 platform. Where possible Databases should be migrated onto a
SQL server environment with the more expensive Oracle platform only used for specific
applications such as Casetrack. The existing 7 Pseries p740 servers are due for lifecycle
replacement in the near term. Given the strategic intent to remove this platform from the
environment it is important that the functions that are currently undertaken across this
environment be replicated on x86 servers.

Prerequisites
a) WAN Consolidation
Step 1- Audit current environment
Step 2 - Determine x86 hardware requirements to meet existing and future expectations
Step 3 - Design future state x86 based operational environment

Step 4 - Redesign existing DR plan to support future environment
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Step 5 - Purchase and commission new x86 hardware
Step 6 - Stage replacement environment and test

Step 7 - Migrate production across to new environment
NB. This Project Strategy has yet to be fully developed.
Existing Environment

The p740 servers are dual 6 core processor machines with 4 way SMT and 256GB RAM. The
currently connect to the existing Dell SAN’s. Two are in DC1 comprising the production
environment, two in DC2 for DR, two in DC3 for applications development and less critical oracle
database workloads which are not covered by disaster recovery and one development server used
for infrastructure development activities such as testing new firmware, AIX versions, oracle
versions, etc

In addition to the pSeries servers, there are two additional dedicated servers called a Hardware
Management Console (HMC). These are similar in concept to vCenter for VMware in that they are
used to provision, modify and manage LPAR's running on the pSeries servers. One is at DC1 and
another at DC2. The HMC at DC2 manages the DC2, DC3 and development pSeries servers.

The pSeries workloads share the same SAN's as the VMware hosts which provide the application
servers for Casetrack and other systems which use the Oracle databases.

The production and DR sites are separated by a layer 3 network. The design allows for rapid
recovery by providing a duplicate infrastructure with 100% capacity to ensure public services such
as CCP are unaffected. Disaster Recovery is provided at the database level by using Oracle
DataGuard to synchronise data from the active database to the standby database. The application
servers on the VMware hosts are running and kept up to date each release/patch/etc. The business
has defined a requirement for a manual DRP. Once the decision to enact the DRP has been made,
the database switchover/failover (failover being used as a last resort) will be performed by the
DBA. The server administrator will update DNS aliases to point to the DR site. The affected
application servers, both at the DR site and the Internet gateway, will be rebooted to ensure the
connection to the DR database. At this point the services are available for testing.

Existing refresh proposal capex has been estimated at $750K

2.1.10.1 pSeries Migration Resourcing Estimates
Elapsed project time estimated to be: 26 weeks
Internal Team project effort: X weeks

User Training Requirement: Nil

IT operations training requirement: TBD

External Professional Services Estimate: $350K
Infrastructure purchase: $300K

Licencing Gap: TBD

Ongoing Managed Service cost: TBD

2.1.11 LAN and VLAN Consolidation

Through early retirement of old equipment and the reconfiguration of existing appropriate
switching infrastructure a consolidate LAN environment will be deployed with required security
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separation achieved by VLANSs. Support for future WiFi and IPTel requirements will be considered
in the planning phase of this project.

Prerequisites

g) WAN Consolidation
Step 1 - Architecture audit and design
Step 2 - Equipment and services GTM
Step 3 - Deployment
2.1.11.1 LAN and VLAN Consolidation Resourcing Estimates
Elapsed project time estimated to be: 18 weeks
Internal Team project effort: X weeks
User Training Requirement: Nil
IT operations training requirement: TBD
External Professional Services Estimate: $TBDK
Infrastructure purchase: TBD

Ongoing Managed Service cost: TBD

2.1.12 Unified MOE deployment

To provide support for a unified and more efficient service desk a new managed operating
environment based on Windows 10 will be deployed. Prior to this the FCA desktop standard
operating environment will be largely unchanged from its existing status, however the FCoA will be
significantly changed through the deployment of significant application and environment changes.
While the support of two different operating environments is inefficient, the stability of the changes
and increased support times in the FCoA desktop environment is the key motivation for the new
MOE deployment. The unified environment should be able to meet the specific demands of all court
users and seek to leverage the management tools available to provide a flexible, stable and efficient
environment. It is expected that consideration for a user self-support model and technics will be
included in the design.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

¢) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1)
g) Remote Access Strategy Unification

h) Domino App migration

Step 1 - Requirements Audit

Step 2 - Application unification roadmap development
Step 3 - Support tool deployment

Step 4 - MOE Build and testing

Step 5 - User and Service Desk training
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Step 6 - MOE Deployment

2.1.12.1 Unified MOE deployment Resourcing Estimates
Elapsed project time estimated to be: 12 weeks

Internal Team project effort: X weeks

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $250K
Infrastructure purchase: TBD

Ongoing Managed Service cost: TBD

2.2 Financial year 2017/2018
2.2.1 Mail Migration Stage 2

The existing FCA email environment is run on an in-house exchange environment and a Commvault
archive solution. The stage 1 migration will move this into a hybrid status and the stage 2 migration
will seek to consolidate this onto the single Office365 tenancy.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1)
g) Remote Access Strategy Unification

Step 1 - Mailbox Audit and migration planning
Step 2 - Mailbox migration (including client application desktop/mobile/remote migration)

Step 3 - Hybrid Mail server decommissioning

2.2.2 Registry infrastructure simplification & File migration (Stage 2)

The stage 1 of the registry infrastructure migration will achieve a simplified environment in all
registries, however the existing FCA server environment for collocated sites will remain separate.
The Second stage project is to unify these remaining separate servers to a single FCA/FCoA instance

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1)
g) Remote Access Strategy Unification

Step 1 - File server Audit and migration planning

Step 2 - File migration (including client configuration)
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2.2.3

Deploy unified application management strategy

Prerequisites

a)

Unknown

Step 1- This Project Strategy has yet to be fully developed.

2.24

WAN Managed Service Implementation

Prerequisites

a)

WAN consolidation

Step 1- This Project Strategy has yet to be fully developed.

2.2.5

Consolidate Server Management Strategy

Prerequisites

a)
b)
<)
d)
e)
f)

g)
h)

Registry infrastructure simplification
Domino Application Migration

Mail Migration

Remote Access Strategy Unification
Unified Application Management Strategy
Consolidate Back up (Co-dependence)
Consolidate DR (Co-dependence)
Consolidate Data Centre (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.

2.2.6

Consolidate Backup

Prerequisites

a)
b)
<)
d)
e)
f)

g)
h)

Registry infrastructure simplification

Domino Application Migration

Mail Migration

Remote Access Strategy Unification

Unified Application Management Strategy

Consolidate Server Management Strategy (Co-dependence)
Consolidate DR (Co-dependence)

Consolidate Data Centre (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.

2.2.7

Consolidate DR

Prerequisites

a)
b)
<)
d)
e)
f)

g)
h)

Registry infrastructure simplification

Domino Application Migration

Mail Migration

Remote Access Strategy Unification

Unified Application Management Strategy

Consolidate Back up (Co-dependence)

Consolidate Server Management Strategy (Co-dependence)
Consolidate Data Centre (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.

Commercial in Confidence
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2.2.8 Consolidate Data Centre
Prerequisites

a) Registry infrastructure simplification

b) Domino Application Migration

c) Mail Migration

d) Remote Access Strategy Unification

e) Unified Application Management Strategy

f) Consolidate Back up (Co-dependence)

g) Consolidate Server Management Strategy (Co-dependence)
h) Consolidate DR (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.
2.2.9 Consolidate phone and VC strategy

Prerequisites

a) WAN Consolidation
b) LAN consolidation
c) IDM Consolidation

Step 1- This Project Strategy has yet to be fully developed.
2.2.10 WiFi strategy unification
Prerequisites

a) WAN Consolidation
b) LAN consolidation
c) IDM Consolidation

Step 1- This Project Strategy has yet to be fully developed.
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3 FY 2016/2017 Planning Summary

Project Planner

FY 16-17
rerod a0 2|
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Figure 12016/2017 Project Plan
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4 Major Project Stages — Outcome Analysis (Benefits and Costs)

Project Costs

Y1 Ongoing Cost Service Headcount

Savings PA Savings Avoidance | benefits Reduction

Detailed Tranistion

Planning S - S - S - N/A
> Machines can
be controlled

Identity Management S remotely via
Consolidation 50,000 S - S - SCCM N/A
S > Better
WAN Consolidation $100,000 400,000 S - connectivity TBD
Service Desk Novell Dervice
Consolidation S - S - S - desk
> Improvement in
end-user
experience
>Less costs of
S providing help- 1 Lotus Notes
Mail Migration(Stage 1) S - 245,283 S - desk support admin
> Improvementin
end-user
experience
Registry Infrastructure >Less costs of
Simplification & File S providing help-
Migration S - 10,630 S - desk support
> Faster and
Secure access to
Remote Access Strategy S remote users to
Unification S - 10,630 S - files and services
Application g
Development S - 183 333 S - 5
Outsourcing
> Improvement in
end-user
. L experience
Domino Apps Migration S - S - S - SLess costs of
providing help- 1 Lotus Notes
desk support admin
. N S Pseries
P Series Migration > i 46,667 > i Administrator

Table 1 Project Costing & Benefit Summary 2016/2017

Costs will include:

a) Assetright offs
b) New Equipment purchase
c) Staff Redundancies

Commercial in Confidence Page 20 of 27



Bey

technology Prepared for: Federal Court of Australia

d) Detailed implementation Planning
e) Project Effort (internal and external)
f) Training and change management

g) New Managed Services

4.1 FY cost and org structure plans

4.1.1 Commencement 2016 (Existing Organisational Structures)
Total combined Staff 85 (including 2 vacant and 13 contractors)

Total Combined budget: $8.6mil

Paul Stace
Alg Chiet Information
Officer
Sitita Hamilton
| — Exec. Support
APS LEVEL B2
L T !
Dominik — . > David McCormack’ Greg Kift
Fabjanowski Leo McCann Ben Ellis Anne Meier i
- : Business System Manager Business
Alg Manager, IT Project Manager Technical Records Manager Neil Brett Analyst Manager D
Infrastructure Contract Architect EL1 Alg Applications EL1 Alg EL1
EL2 EL1 AWA Manager EL2 : 9
L - - " Darren Watkins ~
Robert Southwell Himmat Sandhu | |Hire Hathiramani 5 Aind Business System Marc Williams.
Helpdesk Manager | | Project Manager | [TSG Team Leader] tuart Anderson VACANT Analyst Adelaide BSDO
Contractor Contract EL1 Alg Assistant Senior Systems Alg APSE Adlaide
Applications Analyst EL1 e Alg APSB
| MensgerB12 Sindy Williams
T ——— ——
ROTANd ANArGHTEss| " Fetar Hi VACANT S0 Business System Ron J
Katie Spencer enad Tuco on Jarrett
System Support Snr Helpdesk SanTech 5u|ipcﬂ Maja Tuce Senior Senior Applicati panalyst BSDO
Ofﬁcﬁ;{éssyadnew Analyst Alg APSE ngineer Snr Database Developer EL1 Developer EL1 APSE Brisbane
L _ServersEL1 | N
ator EL1 1 APS 6
ASTPImET : Ray BaTars Vlnce;u Han Shalini \r‘c'ljera\ne Hung I‘iguyen Robert Swale
System Support Ramirez ST een Support Snr Network Applications Test | || Senior Applications | | BUsiness System Wayne Sharp
(Melbourne) Helpdesk Analyst qmgm i Engineer EL1 Analyst APS6 Developer Contract ;u BSDO
L APSS |
- L KGSTAG MEss Charles Li v - —Ruby Tayor | Mj‘:’?ﬁme
i i i arles Liang lan McKenzie Stephen Supple uoy Taylor
Patrick Carini Stephanie Ray P! PP
System Support Cadet Tg‘h iﬁgzrpfﬂ Network Engineer Senior Applications || Senior Applications Business System |
(Sydney contract) Alg APSS e Contract Developer Contract] | Developer Contract Analyst Syd Sukhvinder Kaur
eriers Alg APS 6 BSDO
. L e — APS5
1 Stevan Chater
Basil Stevens Daniel Nicholas Tech Support Snr Lotus Notes s Pat Canny ;"7’ Richardson L
System Support || poiodesk Analyst Engineer - Administrator enior enor Beheshteh
(Brisbane contract) e b o Developer Centract| | Developer Contract Albert Chen eheshtel
Alg APSE Gharakhan BSDO
- —— | ) BSA Sydney AFS 5
Stuart Brown ZNT ZIas Alg APS6
Daniel Sanchez Snr Tech Support Lotus Notes
Helpdesk Analyst | |Engineer- Deskiop Administrator
Contract EL1 APSH
Kieren Hearne Brian Davis
Tech Support Tech Support
Engme:;slgesktnp Servers Contract
Grant Robinson [ Jay Bryson
Tech Support Tech Support
Engineer — Mobile Engineer-Desktop
APSH L APS8 |

Figure 2 Current ICTSD Organisational chart for Family Court
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CHIEF INFORMATION OFFICER

Craig Reilly
MANAGI T Y
VICF PROJECT RECORDS & ARCHIVES| E SECUR! SERVICE DELIVERY IT OPERATIONS BISINESY
RECORDS — MANAGER APPLICATIONS
MANAGER PROJECT MANAGER s Derek Matthews MANAGER MANAGER ST
Mathan Pring Lyn Nasir L David Deacon David Kellahan Judy Taylor
CHANGE & RELEASE APPLICATION pE—
RECORDS OFFICER | 1 MANAGER SERVICE | SYSTEMS APPLICATIONS
Rosita Oliver sinead Reilly (p/t) DESK SUPPORT SPECIALIST DEVELOPMENT
Peter Drewitt (NSW) Amrat Bhudia OFFICER
Ken Parkin (WA) Andrew Gilbert
Marc Stephen (VIC) Tina Boudlis
ENTERPRISE Satomi Turkovic (NSW) T
L|  ARCHITECTURE Franz Cruz (QLD) | |
Matt Shorrock Niki O'Connor (WA) Darryl Francis eSYSTEMS
loseph Skewes (SA) DEVELOPMENT
SUPPORT ANALYST
Jacinta Connery
NETWORK
ADMINISTRATOR
Graham Brown
—  Brian Campbell TEST ANALYST
Pawel Mazur Pifo Holt
Michael Peebles
Bobby Jaric
| | TECHNICAL ANALYST
Mark Bryant
Figure 3 Current IT Organisational chart for Federal Court of Australia
4.1.2 Commencement2016/2017 (Phase 1)
Total combined Staff 85 (including 2 vacant and 13 contractors)
Total Combined budget: $TBD
Sitita Hamilton, Exec
Support
I ; T I = | 1 I 1
‘St =19 Staff=22 Suff=15 T Staff - 4 Staff =4 Staff -3
David Desten, Service Delivery Judy Taybor, Business Applications Lyn Nasir, Records & Archives. IT Security Manager (Vacant)
Manager Project Manager Nathan Pring, VCF Project
Darryl Francis, Sharopaint Developer Manager Sinead Reilly, Change & Release
N;MA::’M Graham Beown, Network Admin B P¥o Holt, Test Analyst Andrew Gibert, BA Dev Off Geraidine Merrigan, Manager Manager (P/T)
| § Parkin. - Natwork. Relasse Manager (Vacant] Tina Bourle, BA Dev OFf
Stephan Fawel Mazur, Network Ademin
h-“ma‘o 3 Michael Peebles, Network Admin Analyst
Babby lark, Network Admin Mark Bryant, Tech Analyst
Noki O'Conmar (WA} Lee MeCann, Project Manager
Jossph Skewes (SA) (Contractor)
Himemat andhu, Project
ARG David MeCormack, Business Sys Anabyst Mt Ao Miker; omerds Mg Managar (Contractor} Sun B, Tosh: Arviiont
Paul Stace, Manager T infrastructure th Naleie Darren Watkins, Bussiness Sy3 Anatyst {ADL)
‘Stuset Anderson, Afg Asst App Manager b= Sindy Williams, Business Sys Anabyst (MEL)
| e e i Tyl Bunaes 1 Aol (Y0
T ",
Robert Southwell, Helpdesk Pater Hine, Snr Tech Supp Engg - Sarvers. u-mnm.s-uw«fwmm) Albert Chan, BSA (SYD]
Manager [ Roy Barilaro, Snr Tech Supp Engg- Servers Canny, Ser Agp
Roland Andronicos (SYD) Kastino Mass, Tech Supp Engg - Servers Sor Sys Anabyat (Vacant)
Servers Sanad Tuco, S Dev
— »-m(.musm:;:m) mw:‘w&mumg Greg Kift, Mgr Bussiness Sys Dev
8222 Stevens (8RS, Contractar| Stephen Swpple, Sev App Dev (Contractor]
Katie Spancer —1 Maln Toco, Snr DB Admin Peter Richarcison, S App Dev (Contractor) Marc Wilisms, 8300 (ADL)
Network Enge - fon Jaerett, BSDO (BRS)
Stephanie Ray Charkes Liang, Netwark Engg (Contractor) Wayne Sharp, BSDO (MEL)
Daniel Nichoias Ben Starey, Snt Lotus Notas Sukhwindar Kaur, BS00
Daniel Sanchez {Contractoe) Zhi Zhae, Lotus Notes Admin Behesteh Ghasakhan, BSDO
Beian Dovis, Tech Supp Servers (Contractor)
Stuart Brown, Sex Tach Supp - Desktop

Desktop
Iy Bryson, Tech Supp Engg - Desktop.
Grant.

T
Rebinson, Toch Supp Engg - Mabile
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4.1.3 Duration 2016/2017 (Phase 2)

Combined Organisational Structure (estimated January 1st 2017)
Total combined Staff 66

Total Combined budget: $TBD

I
Service Desk

David Deacon, Service
Delvery Manager

Stafi=19

North Team
1% Parzmatia

2 * Licrel bowen
3% Queans square

T
Infrastructure FCoA
Darmirik Fabjanowski,

T
Infrastructure FCA
David Kellahan,
Manager

Staff=6 Staff=11

Peter dine, Snr Tzch Supp EnF - Servers
Ray Bailaro, Snr Tech Supp Eng- Servers
Kostina koss, Tech Supp =nz - Servers.
Steven Chater, Tech Supp £n3 - Servers

™

T T
Records

David McCormack, Manager
Slafl=7

Sindy Williams, Business Sys Analyst

Robert Swale, Business Sys Analyst
{pis0]

Amrat Bhudia, App Sys Specialist

Darryl Francis, Sharepoint Developer

Wil Brett, Manager Mariager (NEW)
Staff=11 Staff=4
Reronds FLoA
Jud:T:vln|JGII{;4;ines;:oD:Ii¢;wfung Records FCA
il 2 ) Racords MNTT

Tina Boudlis, 34 Gew Off
Jacinta Connery, eSystems Dev Supp

Anglyst
Iark 3ryanc, Tech Analiat

T
PMO

Faul Slace, Manager
stall=4

Nathan Frin, VCF Project

Lac Mccann, Project
Ianagzr (Contractor)
Hirimat Sandhu, Project
Ianarzr (Contractor

1
Others.
Staff = 4

IT Security Mansser (vacs ot}
Siness Reilly, Chane &

Relzase fanarzr (P/T]
8en Ells, Tech Architect
Fingnce Admin iNEW]

1 Newcastle Pifa HL, Tast Analyst
" Release tanaget fyacant] Marc williams, 8500 (ADL}
17 cerbers Misia Tuco, Snr DB Admin = Rcr Jamen, BSDG (BAISH
2+ Brisbane B e Wayme Sharp, 800 IVELY
Chartes Liang, Ne g } Sukmyinder Kz ur, BSOC
Ben Storey, Snt Lotus Hotes Ademin ganzsteh Gharkian, 2500
AL 2hi Zhao, Lotus Hozzs Admin
2% ndelside Brian Davis, Tech Suzaservers
IGontracion)
1+ Hobart
3% Melbcurme
27 Perth

Graham Beown, Network Admin
Brian Camphel, Network Admin
Pawe| Wazur, hetworc Admin
Michael Peebles, Network Agmin
Ecoby Jaris, Networs Admin

Figure 4 Initial draft of January 2017 organisational structure

Estimated Redundancy Costs: $TBD

Total Project Costs (services) $TBD

Total additional Infrastructure Costs $TBD
Total additional licencing Costs: $TBD

Total capital write offs: $TBD

Additional ongoing Operational Costs: $TBD
Estimated Staff Cost Savings: $TBD
Estimated licencing Savings: $TBD

Estimated depreciation savings: $TBD
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4.1.4 During 2017/2018 (Phase 3)
Total combined Staff of 58
Total Combined budget: $TBD

I T T T T T 1

Service Dask s S Mo oth
N i " structure ers
David Deacan, Service Delivery David McCormack, Manager Neil Brett, Manager Manager (NEW) Paul Stace, Manager
Manager TBD, Manager . . - Staff =4
staff = 10 Staff=6 staff=11  staff= Staff=4
staff=19 2 .
I_ Racords ”:: Nathan Prng, VCF Project 1T Security Manager (Vacant]
i sindy williams, Business Sys Analyst (MEL) _ frres ger
1% Paramatts Robert Swale, Business Sys Analyst (NSO] Al ot Busv el Acplications Racords NNTT Loo McCanm, Project Ma =i
2 * Lionel Bowen Snr Tach Supp En - Infrastructure st Bhwdia, App Sys Specialist Tina Boudlis, BA Dev Off (Contractor]
— 3 Cusens Square Sor Tech Supp Eng-Infrastructure Pif Holt, Test Analyst Jacknta Comnery, eSystems Bev Supp Analyst Himat Sandhu, Project L
Tach Suap Eng - Infrastructure e —— Mark Bryant, Tach Analyst ger | ) (NEW)
1% Newcastle Tech Supp Eng - Infrastructure Marc Williams, BSDO (D)
1% Canberra Graham Brown, System Admin Ron Jamert, G500 (BAIS)
2" Brisbane e pos, Sy il —_— Wayne Sharp, 8500 [MEL)
Pawel Mazur, System Admin 2y
Michsel Peebles, Netwark Admin ki e PE00)
] d Bahasteh Gharakhan, BSDO.
Bobby Jaric, System Admin
South Team
2 * Adelaide
— 1% Hobart

3 * Melbourne
2%penh

Figure 5 Initial Draft of January 2018 organisational structure

Estimated Redundancy Costs: $TBD

Total Project Costs (services) $TBD

Total additional Infrastructure Costs $TBD
Total additional licencing Costs: $TBD

Total capital write offs: $TBD

Additional ongoing Operational Costs: $TBD
Estimated Staff Cost Savings: $TBD
Estimated licencing Savings: $TBD

Estimated depreciation savings: $TBD
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5 Technical Architecture diagrams
5.1 WAN Architecture

5.1.1 Current State FCA WAN
(Diagram TBD)
5.1.2 Current State FCoA WAN

s -

10Gb

10Gb 10Gb

10Gb ?4Mb? 10Gb

1Gb,

;-
S -

10 Mb
30 Mb

106b  10Gb \ﬁ

50 Mb

Figure 6 FCoA current WAN diagram (The accuracy of this diagram is currently in question)

5.1.3 Future State Unified WAN
(Diagram TBD)
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5.2 Registry Architecture

5.2.1 Current State FCoA Registry Infrastructure

50 Mbps, MPLS connection

via IPSEC Tunnelling over FlexVPN

10 Mbps, MPLS connection 30 Mbps, MPLS connection

Rguter Cisco3925

Cisco C4500X-3RSFP Cisco C4500X-32SFP
10 GB Switch 10 GB Switch
N
Cisco 1B Floor Switch
===y APs UPS T oW
2ty O S
APS UPS &y ¢ a4
Dell PowerEdge R620 Dell PowerEdge R620
2*CPU, 128GB RAM 2*CPU, 128GB RAM
Dell PowerEdge R620 Dell PowerEdge R620
2*CPU, 128GB RAM 2*CPU, 128GB RAM
Dell PowefEdge R420
1*Cpu, 128GB RAM,
4* 600GB HDD
7 = Dell MD3620F
;
UASDUEE:DNRY - o0 00 i I~
UARDEER:SOOERYl- 5002 oo
o ="SAN
Application Servers \
OES Server OES Server
ZCM Satellite Server ZCM Satellite Server
'WDS Server WDS Server OES Server
Senate Estimates Relay Server Senate Estimates Relay Server ZCM Satellite Server
Domino Server Semat E\:ms Se"’*"
Citrie sorer enate Estimates Relay Server
Domino Server
Citrix Server
Large Registry

Figure 7 FCoA Registry Infrastructure example architecture

5.2.2 Current State FCA Registry Infrastructure
(Diagram TBD)
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5.2.3 Future State Unified Registry Infrastructure

10 Mbps

Router §sco3925 Router Cisco3925

4G Backup isdo Core 10GB Switch

CISTo Core 0GB Swite!

1
Dell MD3620F
I5* 900 GB HDD

Cisco 1GB Floor Switch

IR

SAN via FC

Dell PowerEdge R620 Dell PowerEdge R620
2*CPU, 128GB RAM 2*CPU, 128GB RAM

Cisco 2960 1Gb Switch Dell PowerEdge R420

1*Cpu, 128GB RAM,
Riverbed Services 4* 600GB HDD

SCCM Branch Distribution Point

SCCM Branch Distribution Point Domain Authentication point
Domain Authentication point File & Print Server and AV definition
Print Server and AV definition distribution SCCM Branch Distribution Point SCCM Branch Distribution Point distribution
Domain Authentication point Domain Authentication point
File & Print Server and AV definition File & Print Server and AV definition
distribution distribution
Small Registry

Figure 8 Draft registry architecture

5.3 Datacentre Architecture

5.3.1 Current State FCoA data centre Architecture
(MCT IC3 Data Centre Diagram TBC)

(Transact Data Centre diagram TBC)

(London Circuit Data Centre Diagram TBC)

5.3.2 Current State FCA data centre Architecture
(MCT IC1 Data Centre Diagram TBC)

(Queens Square Data Centre diagram TBC)

5.3.3 Future State Unified Data centre

(Diagram TBD)
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CORPORATE SERVICES SAVINGS REGISTER

Expected Savings - Staff
Current State

CEO

EDCS

ICT Services

Finance

Human Resources
Procurement & Contract Management
Facilities and Property
Court Security

Business Intelligence
Communications and Media

Future State

CEO

EDCS

ICT Services

Finance

Human Resources
Procurement & Contract Management
Facilities and Property
Court Security

Business Intelligence
Communications and Media

Savings

CEO

EDCS

ICT Services

Finance

Human Resources
Procurement & Contract Management
Facilities and Property
Court Security

Business Intelligence
Communications and Media

Expected Savings - ICT Contractors
Current State
ICT Contractors

Future State
ICT Contractors

Future State
ICT Contractors

Expected Savings - Staff & ICT Contractors
CEO

EDCS

ICT Services

ICT Contractors

Finance

Human Resources

Procurement & Contract Management
Facilities and Property

Court Security

Business Intelligence

Communications and Media

Expected Savings Operating Costs

Reduction in Overheads (for example L&D, workers comp)
Reduction in Software Expenditure

Reduction in ICT Contractors

Reduction in property related expenditure

Total Savings In Operating Costs

Total Savings

Implementation Costs - Operational Only
Implementation Team

Redundancy Payments

Total Implementation Costs

Net Costs\ Savings Per EY

Delete Cost Savings for CEO and Security as not Corporate
Revised Savings per EY

Savings per Appropriation split

Finance Department Rounding

2015-16 2016-17 2017-18 2018-19 2019-20

FTE Value FTE Value FTE Value FTE Value FTE Value
20 823,540 2.0 831,775 20 840,093 20 848,494 2.0 856,979
2.0 508,899 2.0 513,988 2.0 519,127 2.0 524,319 20 529,562
75.4 8,374,751 75.4 8,458,499 75.4 8,543,084 75.4 8,628,514 75.4 8,714,800
25.4 2,745,993 254 2,773,453 254 2,801,188 254 2,829,200 254 2,857,492
18.3 1,935,949 18.3 1,955,309 18.3 1,974,862 18.3 1,994,610 18.3 2,014,556
39 442,954 39 447,384 39 451,858 39 456,376 39 460,940
4.6 562,332 4.6 567,956 4.6 573,635 4.6 579,372 4.6 585,165
3.0 302,407 3.0 305,431 3.0 308,486 3.0 311,571 3.0 314,686
4.0 525,948 4.0 531,208 4.0 536,520 4.0 541,885 4.0 547,304
9.3 1,055,633 9.3 1,066,189 9.3 1,076,851 9.3 1,087,619 9.3 1,098,495
147.9 17,278,407 1479 17,451,192 1479 17,625,703 1479 17,801,961 147.9 17,979,980
20 823,540 3.0 1,247,663 3.0 1,260,140 3.0 1,272,741 3.0 1,285,469
20 508,899 2.0 357,498 20 361,073 20 364,684 2.0 368,331
75.4 8,374,751 729 8,757,266 66.8 8,068,893 60.7 7,365,878 54.6 6,647,995
25.4 2,745,993 248 3,021,159 20.0 2,492,384 20.0 2,517,308 20.0 2,542,481
18.3 1,935,949 18.3 2,058,932 15.5 1,720,683 12.6 1,375,464 12.6 1,389,219
39 442,954 2.0 242,100 2.0 244,521 2.0 246,966 2.0 249,436
4.6 562,332 4.0 544,974 4.0 550,423 4.0 555,928 4.0 561,487
3.0 302,407 3.0 342,647 3.0 346,073 3.0 349,534 3.0 353,029
4.0 525,948 3.0 458,166 3.0 462,748 3.0 467,376 3.0 472,049
9.3 1,055,633 5.0 649,802 5.0 656,300 5.0 662,863 5.0 669,492
147.9 17,278,407 138.0 17,680,207 124.3 16,163,240 115.3 15,178,741 109.2 14,538,987
0.0 - -1.0 415,888 -1.0 - 420,047 -1.0 - 424,247 -1.0 - 428,490
0.0 - 0.0 156,489 0.0 158,054 0.0 159,635 0.0 161,231
0.0 - 25 298,767 8.6 474,190 14.7 1,262,637 20.8 2,066,805
0.0 - 0.6 247,706 5.4 308,804 5.4 311,892 5.4 315,010
0.0 - 0.0 103,623 2.8 254,178 5.7 619,146 5.7 625,338
0.0 - 1.9 205,284 1.9 207,337 1.9 209,410 1.9 211,504
0.0 - 0.6 22,982 0.6 23,212 0.6 23,444 0.6 23,678
0.0 - 0.0 37,215 0.0 - 37,588 0.0 - 37,963 0.0 - 38,343
0.0 - 1.0 73,042 1.0 73,772 1.0 74,510 1.0 75,255
0.0 - 4.3 416,387 4.3 420,551 4.3 424,756 4.3 429,004
0.0 - 9.9 229,016 23.6 1,462,464 32.6 2,623,219 38.7 3,440,993
1,497,418 1,497,418 1,497,418 1,497,418 1,497,418
1,497,418 1,048,193 1,048,193 1,048,193 1,048,193
- 449,225 449,225 449,225 449,225
0.0 - -1.0 415,888 -1.0 - 420,047 -1.0 - 424,247 -1.0 - 428,490
0.0 - 0.0 156,489 0.0 158,054 0.0 159,635 0.0 161,231
0.0 - 25 298,767 8.6 474,190 14.7 1,262,637 20.8 2,066,805
0.0 - 0.0 449,225 0.0 449,225 0.0 449,225 0.0 449,225
0.0 - 0.6 247,706 5.4 308,804 5.4 311,892 5.4 315,010
0.0 - 0.0 103,623 2.8 254,178 5.7 619,146 5.7 625,338
0.0 - 1.9 205,284 1.9 207,337 1.9 209,410 1.9 211,504
0.0 - 0.6 22,982 0.6 23,212 0.6 23,444 0.6 23,678
0.0 - 0.0 37,215 0.0 - 37,588 0.0 - 37,963 0.0 - 38,343
0.0 - 1.0 73,042 1.0 73,772 1.0 74,510 1.0 75,255
0.0 - 4.3 416,387 4.3 420,551 4.3 424,756 4.3 429,004
0.0 - 9.9 220,210 23.6 1,911,689 32.6 3,072,445 38.7 3,890,219
21,052 - 51,667 - 71,576 - 85,127
330,000 371,333 490,000 490,000
149,780 299,559 449,339 599,118
- - 146,589 351,814
458,728 - 619,225 - 1,014,352 - 1,355,805
678,938 24 2,530,914 33 4,086,797 39 5,246,023
508,200 254,100 50,820 50,820
892,770 1,026,768 645,797 438,245
1,400,970 1,280,868 696,617 489,065
722,032 1,250,046 3,390,179 4,756,958
453,103 457,634 462,210 466,833
268,929 1,707,680 3,852,390 5,223,791
284,112 1,698,047 3,850,247 5,185,000
15,183 9,634 2,142 38,791




Project Planner FY 16-17

Period Highlight: 1 ;ﬂ' Plan l‘; Actual . % Complete’/ Actual (beyond plan). % Complete (beyond plan)
PLAN PLAN  PLAN ACTUAL ACTUAL  PERCENT
ACTIVITY starTDATE  STARTWeek PURATION  srapr  pURATION COMPLETE  Weeks
(Weeks)
Detailed Transition Planning 02-May-16 1 6 0%
Step 1: Detailed Current State Discovery of FCoA Env 02-May-16 1 2
Step 2: Confirm initial transition plan viability 16-May-16 3 2
Step3:Project Planning & initiation 30-May-16 5 2
Identity Management Consolidation 10 12 0% ////jjjjj/)
Stepl: IDM Coexistence 04-Jul-16 10 2 rrd
Step2: AD Deployment 18Jul-16 12 4 Wy
Step 3: Mail Coexistence 15-Aug-16 16 2 FFra
Step 4: Support Tool training & deployment 29-Aug-16 18 4

Ly
WAN Consolidation 01-Aug-16 0% f////fffffffffff}:
Step 1 - New links deployed 01-Aug-16 14 17 {f{(fffffffffff}
-

Step 2 - VLAN and WAN Design 15-Aug-16 16 2
Step 2 - Riverbed appliances deployed/Cisco WAAS 28-Nov-16 31 3 L / /
Step 3 - Security policy unification

N
IS
)
1S3

Step 4 — Express Route deployment (if Requried)

Domino Apps Migration wume] o 1. o0 o o% ;55,.-'//,.r//j///j//j//j///j//j/////;

Step 1- Application Audit and requirements analysis 04-Jul-16 10 3

Step 2- Targeted application retirement 25Jul16 13 3 .

Step 3 Repl ication Devel is-Augls 16 26 SIS

Step 4 — User training and application migration 13-Feb-17 42 6 /////‘,

retirement

Service Desk Consolidation u o ELAA LS L LSS SIS
Step 1 - IT Tool Consolidation 19-Dec-16 34 4 S

Step 2 Initial Phase 1 Integration 16-Jan-17 38 1 L

Step 2 - Staff training and work practise development 23-Jan-17 39 26 f’/////////////////f
Step 3 - Virtual Team deployment 17-Jul-17 65 2

Step 4 - Geographic redistribution 31-Jul-17 67 3

Mail Migration(Stage 1) 34 18 0 0 0%

AL
Step 1 - Office365 Tenancy configuration and Hybrid /
mode deployment via ADFS 19-Dec-16 34 3 /‘/,

Step 2 - Mail Coexistence (included in IDM Consolidation) ~ 19-Dec-16

Step 3 — Mailbox Audit 09-Jan-17 37 2 "

Step 4 — Outlook client deployment 23-Jan-17 39 1 P‘r_‘

Step 5 — Mailbox migration (i ing client icati

desiton/mobile/remote migration) 201740 4 %

Step 6 — Distributed Mail server decommissioning 27-Feb-17 44 2 //

Step 7 - Judges & Staff Training 13-Mar-17 46 6 y///j

Registry Infrastructure Simplification & File L

BIstry P 16 19 0 0 0% /
Migration(Stage 1) )
Step 1 - Audit of Server and file usage and requirements  15-Aug-16 16 2 L
Step 2 — Retirement of unjustified VM’s 29-Aug-16 18 1 i

_ N »

Step‘s Deployment and configuration of new 05-Sep-16 19 12 ’Wﬁﬁ/ﬁ//
architecture ra
Step 4 — End-user client configuration and training 19-Sep-16 21 12 fffffffffj’;
Step 5~ File migration 19-Sep-16 21 12 P

Step 6 — Server Decommissioning 12-Dec-16 33 2

Remote Access Strategy Unification 44 12 0 0 0% L
Application Development Outsourcing 10 30 0 0 0% TSI TS

Step 1: Discovery Process 04-Jul-16 10 9 ,///////

Step 2: Contract Negotiation 05-Sep-16 19 4 [ /)

Step 3: Tranistion Process and GO Live 03-Oct-16 23 17 //////////////}

P-Series Migration o 2% 0 0 0% EF SIS,

LAN & VLAN Consolidation 38 18 0 0 0% W P P
Step 1 - Architecture audit and design 16-Jan-17 38 2 F Il
Step 2 — Equipment and services GTM 30-Jan-17 40 8 ff/f/fj‘:

Step 3 — Deployment 27-Mar-17 48 8 /fffffj
Unified MOE Deployment 70 12




Activity
Detailed Transition Planning

WAN Consolidation

Identity Management
Consolidation

Service Desk Consolidation

Domino Apps Migration

Mail Migration(Stage 1)

Registry Infrastructure
Simplification & File
Migration(Stage 1)

Remote Access Strategy
Unification

Application Development
Outsourcing

P-Series Migration

LAN & VLAN Consolidation

Pre-requisites
1: Legislation

1: Deptt of Finance needs to
novate the contract with Optus
2: Legislation needs to pass

3: New link required into the DC
will be completed before project
commencement

1:connectivity between WANS -
need to be able to communicate
with AD infrastructure from the
FCoA side of the network

1: WAN Consolidation
2:IDM Consolidation

1: IDM Consolidation

1: IDM Consolidation

2: WAN Consolidation

3: Dominos apps need to be
migrated

1:IDM Consolidation

2: WAN Consolidation

3: Mail Migration Stage 1

4: Remote Access Strategy
Unification (Co-dependence)
5:Lotus main and Domino Apps
have been migrated

6: Citrix migration/removal
1:IDM Consolidation

2: WAN Consolidation

3: Mail Migration Stage 1

4: Registry Infrastructure
simplification (Stage 1) (Co-
dependence)

1: WAN Consolidation

Assumptions

1: WAN design needs to be verified to match with
future state of VLANs. DiData can be used for it
2: Riverbed and Cisco WAAS services will cost the
same and Cisco buys-back the old equipment

3: Expressroute deployment only if Office 365
migration happens.

4: Expressroute needs 8 weeks of lead-time
before Office 365 deployment

1:use remote management tools to manage
Novell devices and move to the AD environment
2: Some internal overtime will be required

3: Will not affect user experience and
performance

4: SCCM has already acquired end-user CAL
license

1: Can be outsourced to DataCom in parrallel to
App Dev Outsourcing deal

2: Outsourcing drops costs by 50%

3: S300K in staff savings (removing Dominos
team)

3: 270+ SUSE Servers can be managed in free
window after the licenses expire. Including dev
and test environments.

1: Lotus licenses renewal date is after project is
completed

2: 20 days of training to judges and 10 days for
rest of staff by 2 IT staff

1: Citrix is used as a remote desktop to a
provincial hub server for VDI concept.

1: July 4 DataCom commences discovery process,
running for 2 months

2: Contract negotiations run for 4 weeks

3: In October the transition process starts and
finished by christmas

4: Redundancies are executed by Christmas




|unified MOE Deployment




FedCourt Cost
Savings Analysis

Detailed Tranistion Planning $

Identity Management
Consolidation S
WAN Consolidation S

Service Desk Consolidation  $

Mail Migration(Stage 1) $

Registry Infrastructure
Simplification & File
Migration S

Remote Access Strategy
Unification S

Application Development
Outsourcing

Domino Apps Migration S
P Series Migration S
LAN & VLAN Consolidation $

Unified MOE Deployment ~ $
TOTAL

150,000

395,000
429,000

120,000

437,500

335,000

400,000

950,000

640,000

650,000

250,000

$ 4,756,500

Y1 Savings

$ R
s R
$ 417,000
s R
$ 245,283
$ 10,630
$ 10,630
$ 183,333
$ B
$ 46,667
$ R
$ R
$ 913,543

Ongoing PA Savings

$ -
$ -
$ 417,000
$ -
S 245,283
$ 10,630
S 10,630
$ 183,333
$ -
S 140,000
$ -
$ -
$ 1,006,876

Cost Avoidance (?)

Service benefits

N/A
> Machines can be controlled
remotely via SCCM N/A
> Better connectivity TBD

Novell Service desk
> Improvement in end-user
experience
>Less costs of providing help-
desk support
> Improvement in end-user
experience
>Less costs of providing help-
desk support
> Faster and Secure access to
remote users to files and
services

1 Lotus Notes admin

> Improvement in end-user
experience

>Less costs of providing help-
desk support 1 Lotus Notes admin

Pseries Administrator

Note: All Costs
have been
averaged over
the possible
price range.
Please see
comments for
more details

Headcount Reduction




Project Detailed Transition Planning

COSTS FY 16-17 FY 17-18 FY 18-19 FY 19-20

Non-Recurring Costs
Project organizational/support costs

External Project Implementation(Const $ 150,000
Internal Project Planning 12 Man Weeks

Other

IT Operations Training S -
Total Non-Recurring Costs S 150,000

Recurring Costs

OnGoing Managed Service Cost S -
Other -
Total Recurring Costs S -

BENEFITS FY 16-17 FY 17-18 FY 18-19 FY 19-20

0StT Savings

Decreased cost of services provided

Productivity gains -
Savings from structural changes -

Cost Avoidance due to decommisioning -



Identity

Management
Project Consolidation
COSTS FY 16-17 FY 17-18 FY 18-19 FY 19-20
Non-Recurring
organizational/supp
ort costs
External Project S 75,000
Internal Project Costs
(Staff) 4-6 Man Weeks
Other
IT Operations Yes

Training of Judges &  Yes
Transition costs
(parallel systems)

Infrastructure

Costs(SCCM User

CAL) S 320,000
Costs S 395,000

Recurring Costs

OnGoing Managed S -
Help Desk support

Other

Total Recurring Costs $ -

I—

BENEFITS FY 16-17 FY 17-18 FY 18-19 FY 19-20

Cost Savings

Decreased cost of

services provided

Productivity gains S -
Savings from

Reduced staffing cost

(incl. overtime)

Cost Avoidance due
to decommisioning







Project WAN Consolidation

FY 16-17 FY17-18 FY 18-19 FY 19-20

Non-Recurring Costs

Project organizational/support

costs

External Project Implementation S 55,400

Planning Workshop & Design S 25,000

External PM from Optus S 48,600

Internal Project Costs (Staff) 2-4 Man Weeks

Other

IT Operations Training Yes

Infrastructure Purchase S 250,000

One time Licensing Costs

Total Non-Recurring Costs S 379,000 $ - S - S -
Recurring Costs

License Costs -

OnGoing Managed Service Cost S 50,000

Hardware/Software

Other

Total Recurring Costs S 50,000 $ - S - S -
Total Costs S 429,000 S - S - S -

BENEFITS FY 16-17 FY17-18 FY 18-19 FY 19-20

Cost Savings

Decreased cost of services

provided S 417,000 S 417,000 S 417,000 $ 417,000
Productivity gains

Savings from structural changes

Reduced staffing cost (incl.

overtime)
Total Savings S 417,000 $ 417,000 $ 417,000 S 417,000

Cost Avoidance due to
decommisioning
Total Cost Avoidance S -




Service Desk
Project Consolidation

COSTS FY 16-17
Non-Recurring Costs

Project

organizational/support costs

External Project

Implementation S 50,000

Internal Project Costs (Staff) 8 man weeks
Other

Staff Training & Work

Practise Development Yes

Infrastructure Purchase

One time Licensing Costs S 40,000

Total Non-Recurring Costs $ 90,000

Recurring Costs

License Costs S 30,000
OnGoing Managed Service

Cost -
Hardware/Software

Other

Total Recurring Costs S 30,000

Total Costs S 120,000

FY 17-18

FY 18-19

FY 19-20

BENEFITS FY 16-17

Cost Savings

Decreased cost of services

provided

Productivity gains

Savings  from  structural

changes

Reduced staffing cost (incl.

overtime)

Total Savings S -

FY 17-18

FY 18-19

FY 19-20




Cost Avoidance due to
decommisioning




Project

Mail Migration (Stage 1)

FY 16-17

FY 17-18

FY 18-19 FY 19-20

Non-Recurring Costs
Project organizational/support
costs

External Project Implementation
Planning (upon approval)
Contract negotiations

Internal Project Costs (Staff)
Other

IT Operations Training

Training of Judges & Staff

Transition costs (parallel systems)
Infrastructure Purchase

One time Licensing Costs

Servers

Total Non-Recurring Costs

Recurring Costs
License Costs

OnGoing Managed Service Cost
Other
Total Recurring Costs

Total Costs

S 225,000

4 man weeks

30 Days( 2 staff)

S 150,000
S 375,000
S 62,500
S 62,500
S 437,500

$ -8 -8 -
$ -8 -8 ; |
$ -8 -8 ;

BENEFITS

FY 16-17

FY 17-18

FY 18-19 FY 19-20

Cost Savings
Citrix Servers Cost savings
Lotus Savings

Novell + ZenWorks License
Savings
Reduced staffing cost (incl.
overtime)

Total Savings

$ 161,592
S 83,691
S 245,283

Cost Avoidance due to
decommisioning







Registry Infrastructure
Project Simplification & File Migration

COSTS FY 16-17 FY 17-18 FY 18-19 FY 19-20

Non-Recurring Costs
Project organizational/support

costs

External Project Design S 25,000
Planning (upon approval) &

Implementation S 250,000
Internal Project Costs (Staff) 4 man weeks

Other

IT Operations Training Yes

Transition costs (parallel systems)

Infrastructure Purchase

One time Licensing Costs S 60,000

Total Non-Recurring Costs S 335,000 $ - S - S -

Recurring Costs
License Costs

OnGoing Managed Service Cost -
User training Yes
Total Recurring Costs S - S - S - S -

BENEFITS FY 16-17 FY 17-18 FY 18-19 FY 19-20
Cost Savings
Citrix Servers Cost savings S 10,630

Lotus Savings

Novell + ZenWorks License
Savings

Reduced staffing cost (incl.
overtime)

Cost Avoidance due to
decommisioning




Remote Access
Project Strategy Unification

COSTS FY 16-17 FY 17-18 FY 18-19 FY 19-20
Non-Recurring Costs

Project organizational/support costs

External Project Implementation S 250,000

Internal Project Costs (Staff) 6 Man Weeks

Other

IT Operations Training Yes

User Training Yes

Infrastructure Purchase

One time Licensing Costs S 150,000

Total Non-Recurring Costs S 400,000 S - S - S -
Recurring Costs

License Costs

OnGoing Managed Service Cost

Hardware/Software

Help Desk support

User training

Other

Total Recurring Costs S - S - S - S -
Total Costs S 400,000 $ - S - S -
BENEFITS FY 16-17 FY 17-18 FY 18-19 FY 19-20
Cost Savings

Citrix Servers Cost savings S 10,630

Reduced staffing cost

Total Savings S 10,630 S - S - S -

Cost Avoidance due to

decommisioning
Total Cost Avoidance S -




Application
Development
Project Outsourcing

COSTS FY 16-17 FY 17-18 FY 18-19 FY 19-20

Non-Recurring Costs
Project organizational/support

costs

External Project Implementation S 250,000
Internal Project Costs (Staff) 6 Man Weeks

Other

Transition costs (parallel systems)
Infrastructure Purchase -
Total Non-Recurring Costs S 250,000 $ - S - S -

Recurring Costs
License Costs

OnGoing Managed Service Cost S 700,000

Other

Total Recurring Costs S 700,000 $ - S - S -
Total Costs S 950,000 $ - S - S -
BENEFITS FY 16-17 FY 17-18 FY 18-19 FY 19-20

Cost Savings

Decreased cost of services
provided

Savings from structural changes

Reduced staffing cost (5 Contract

staff, $110k pa salary)

183,333

183,333 $ - $ - S .

v N

Total Savings

Cost Avoidance due to

decommisioning
Total Cost Avoidance S -




Domino Apps
Project Migration

FY 16-17 FY17-18 FY 18-19 FY 19-20

Non-Recurring Costs

Project organizational/support costs

External Project Implementation S 350,000

Application audit S 40,000

Internal Project Costs (Staff) 2-8 Man Weeks

Other

IT Operations Training Yes

Training of Judges & Staff Yes

Transition costs (parallel systems)

Infrastructure Purchase S 250,000

Total Non-Recurring Costs S 640,000 S - S - S -
Recurring Costs

License Costs (SCCM User CAL)

OnGoing Managed Service Cost -

Other

Total Recurring Costs $ - S - S - S -
Total Costs S 640,000 $ - S - S -

BENEFITS FY 16-17 FY17-18 FY 18-19 FY 19-20

Cost Savings
Decreased cost of services provided

Productivity gains

Savings from structural changes

Reduced staffing cost TBD

Total Savings S - S - S - S -

Cost Avoidance due to
decommisioning
Total Cost Avoidance S -




Project P Series Migration

COSTS FY 16-17 FY 17-18 FY 18-19 FY 19-20

Non-Recurring Costs
Project organizational/support

costs

External Project Implementation S 350,000
Internal Project Costs (Staff) TBD

Other

IT Operations Training TBD

Infrastructure Purchase
One time Licensing Costs

Servers S 300,000

Total Non-Recurring Costs S 650,000 S - S - S -
Recurring Costs

License Costs

OnGoing Managed Service Cost

Hardware/Software

Other

Total Recurring Costs S - S - S - S -
Total Costs S 650,000 $ - S - S -
BENEFITS FY 16-17 FY 17-18 FY 18-19 FY 19-20

Cost Savings

Hardware Maintainenece of P
Series S 46,667 S 140,000 S 140,000 $ 140,000

Savings from structural changes
Reduced staffing cost (incl.

overtime)
Total Savings S 46,667 S 140,000 $ 140,000 $ 140,000

Cost Avoidance due to

decommisioning
Total Cost Avoidance S -




LAN & VLAN
Project Consolidation

FY 16-17 FY17-18 FY 18-19 FY 19-20

Non-Recurring Costs
Project organizational/support
costs

External Project Implementation TBD

Internal Project Costs (Staff) TBD
Other
IT Operations Training TBD

Infrastructure Purchase
One time Licensing Costs
Total Non-Recurring Costs S - S - S - S -

Recurring Costs
License Costs

OnGoing Managed Service Cost

Hardware/Software

Other

Total Recurring Costs S - S - S - S -
BENEFITS FY 16-17 FY17-18 FY18-19 FY 19-20

Cost Savings
Savings from structural changes

Reduced staffing cost (incl.
overtime)

Cost Avoidance due to
decommisioning




Project

Unified MOE
Deployment

FY 16-17 FY17-18 FY 18-19

FY 19-20

Non-Recurring Costs
Project organizational/support
costs

External Project Implementation

Internal Project Costs (Staff)
Other

IT Operations Training
Training of Judges & Staff

Transition costs (parallel systems)
Infrastructure Purchase
Total Non-Recurring Costs

Recurring Costs
License Costs

OnGoing Managed Service Cost
Total Recurring Costs

Total Costs

S 250,000

12 Man Weeks

Yes

Yes

S 250,000 $ - S - S -

$ - $ - S - S - |
S 250,000 $ - S - S -

BENEFITS

FY 16-17 FY 17-18 FY 18-19

FY 19-20

Cost Savings
Hardware
Savings from structural changes

Reduced staffing cost (incl.
overtime)
Total Savings

Cost Avoidance due to

decommisioning
Total Cost Avoidance
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Executive Director 104
Clo 45
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Service Desk 15
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Support
Specialists 3
Security
Change Mgt
Ent Arch
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CFO 14
Mgmt Accounting 5
Financial Accounting 7
Risk Management 1
HRD 9
Human Resources 6
Recruitment 2
Operations 16
Property 4
Procurement/ Contracts 2
Payroll 4
Accounts Payable 6
Court Security 3
Business Improvement 7
Projects
Business Intelligence 3
Communications 8
Communications 5

Web services 3
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Abstract

The court reform process is seeking to consolidate the corporate services of the Family Court
of Australia, Federal Court of Australia, NNTT and the Federal Circuit Court of Australia. This
project is considering the strategy for the consolidation of the IT services and unification of
the technical architecture.
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1 Unified Future State Vision

1.1 Financial year 2016/2017

The key outcomes required to be achieved by the closure of the 2016/2017 financial year will be
the simplification of the combined court environment required to achieve efficiency improvements
and synergies to facilitate the envisaged reduction in the cost of delivery.

The existing separate Microsoft Active Directory and Novell eDirectory infrastructure will need to
be migrated onto a single unified platform. This will involve the initial coexistence of both
environments followed by a migration of the FCoA and FCC staff onto the existing FCA Active
Directory forest.

A new unified WAN will be deployed that builds on the existing FCoA Optus MPLS network, adding
redundancy to major sites, additional bandwidth to collocated sites and Riverbed WAN
optimisation devices to all FCoA sites.

Divergent infrastructure and architectures are currently deployed across court sites and separate
infrastructure is managed in collocated sites. Through early retirement of old equipment and the
reconfiguration of existing appropriate switching infrastructure a consolidate LAN environment
will be deployed with required security separation achieved by VLANSs.

The existing separate service desk environments currently operate with very different strategies
and skill sets support divergent technologies. To achieve synergies across the larger user base
significant changes will have to be achieved in both the approach and skills of both teams. It is
expected that after a period of transition that a new virtual service desk will provide a combined
level 1 and level 2 service desk capability with staff spread across the major site locations providing
desk-side and remote follow the sun support.

The existing FCoA distributed Lotus Notes email architecture will need to be decommissioned and
migrated to a Microsoft Exchange environment that can be supported in an efficient manner. It is
envisaged that after the initial setup of a co-existence environment mailboxes will be migrated
directly from the on premise Lotus Domino server into an Office365 tenancy configured in a hybrid
architecture. (cost modelling yet to confirm this compared to a single on premise exchange
environment)

The existing architecture that has led to a registry with 3 staff having a redundant server array and
SAN will need to be significantly simplified to support the required efficiency improvement. Where
possible - such as in smaller sites - the physical server will be removed and the environment
simplified to a router, switch and Riverbed appliance. In larger sites where the work and staff
numbers justifies a local fileserver they will be deployed with direct attached storage with a backup
mechanism that replicates data to the centralised Data Centre. To support a simplified server and
database management approach all server infrastructure should be consolidated onto a unified X86
platform. Where possible Databases should be migrated onto a SQL server environment with the
more expensive Oracle platform only used for specific applications such as Casetrack

The existing distributed Citrix environment supported by the FCoA will no longer be viable with the
registry infrastructure simplification and a new strategy will need to be implemented that provides
fast and secure access for remote users to the files and services required.

The existing teams of Application developers and Application support staff cannot be supported
within the expected head-count reduction. It is expected that the application development
component will be achieved more efficiently through an outsource in a similar manner to how it
has been done by the FCA, and a simplified application support team will be supplemented by direct
business involvement orchestrated by a newly formed “application support team”
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The retirement of the Lotus Domino environment (including mail coexistence) will provide
significant savings through both a reduction in staff and ongoing licencing costs. The significant
number of existing FCoA domino apps will need to be assessed and either retired or migrated to a
new platform such as SharePoint. This will be a high priority activity as only once all applications
have been removed will the ongoing savings be realised.

To provide support for a unified and more efficient service desk a new managed operating
environment based on Windows 10 will be deployed. Prior to this the FCA desktop standard
operating environment will be largely unchanged from its existing status, however the FCoA will be
significantly changed through the deployment of significant application and environment changes.
While the support of two different operating environments is inefficient, the stability of the changes
and increased support times in the FCoA desktop environment is the key motivation for the new
MOE deployment.

The projects that will be required to be delivered during this period will include:

o Detailed Transition Planning

. Unified Identify Management platform
. Domino App migration

. Unified Wide Area Network

. Mail Migration (Stage 1)

° Registry infrastructure simplification & File migration (Stage 1)
. Service Desk Consolidation

. Remote Access Strategy Unification

° Application Development Outsource

. pSeries Migration

. LAN and VLAN Consolidation

° Unified MOE deployment
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1.2 Financial year 2017/2018

Following the completion of these projects during the 2016/2017 financial year, further
environment simplification will consolidate these gains and seek to deliver further efficiencies to
enable a reduction in remaining contract staff.

The projects that will be required to be delivered during this period will include:

. Mail Migration Stage 2

. Registry infrastructure simplification & File migration (Stage 2)
. Deploy unified application management strategy

. WAN Managed Service Implementation

. Consolidate Server Management Strategy

. Consolidate Backup

. Consolidate DR

. Consolidate Datacentres

. Consolidate phone and VC strategy

. WiFi strategy unification
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2 Major Projects required for future state vision implementation
2.1 Financial year 2016/2017

2.1.1 Detailed Transition Planning

Step 1 - Detailed current state discovery FCoA environment
Step 2 - IT Operational Review of FCoA

Step 3 - Confirmation of initial transition plan viability

Step 4 - Project planning and initiation

2.1.1.1 Detailed Transition Planning Resourcing Estimates
Elapsed project time estimated to be: 6 weeks

Internal Team project effort: 12 man weeks

User Training Requirement: Nil

External Professional Services Estimate: $150K
Infrastructure purchase: Nil

Ongoing Managed Service cost: Nil

2.1.2 Identity Management consolidation project

The existing separate Microsoft Active Directory and Novell eDirectory infrastructure will need to
be migrated onto a single unified platform. This will involve the initial coexistence of both
environments followed by a migration of the FCoA and FCC staff onto the existing FCA Active
Directory forest. It is envisaged that the first stage of coexistence will involve the enrolment of each
FCoA controlled PC and user into the single Active Directory domain while maintaining the
enrolment and consistency between this and Novel eDirectory. Once this is achieved then the
coexistence between the two email environments (exchange and Notes) can be configured.

Step 1 - IDM Coexistence
Step 2 - AD Deployment
Step 3 - Mail Coexistence

Step 4 - Support tool training and deployment

2.1.2.1 Identity Management consolidation project Resourcing Estimates
Elapsed project time estimated to be: 12 weeks

Internal Team project effort: 4 -6 man weeks

User Training Requirement: Yes

IT operations training requirement: YES

External Professional Services Estimate: $60-90K

Licence and Infrastructure purchase: $320K (plus ongoing SA)

Ongoing Managed Service cost: Nil

2.1.2.2 Key Assumptions
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Some outages expected and requirements for internal team overtime
Assumption that all configurations can be done remotely

Assumption that Dual stack (Novel eDirectory and MS Active Directory) will not impact user
performance

Assumption that 1000 FCoA users will need to be upgraded to Microsoft Enterprise CAL and the
identified costs is using available VSA pricing that will expire July 2016

Ongoing Software assurance has not been estimated as Microsoft has not released any VSA3
pricing.

2.1.3 WAN Consolidation & Unification

A new unified WAN will be deployed that builds on the existing FCoA Optus MPLS network, adding
redundancy to major sites, additional bandwidth to collocated sites and Riverbed WAN
optimisation devices to all FCoA sites. It is expected that any un-necessary encrypted tunnels will
be removed to provide improved and simplified management.

Step 1 - New links deployed

Step 2 - VLAN and WAN Design

Step 3 - Riverbed appliances deployed

Step 4 - Security policy unification

Step 5 - Express Route deployment (If Required)

2.1.3.1 WAN Consolidation Resourcing Estimates

Elapsed project time estimated to be: 17 weeks for base deployment, plus 3 weeks for riverbed
Internal Team project effort: 2-4 weeks

User Training Requirement: Nil

IT operations training requirement: YES

External Professional Services Estimate: $25K design + $104K
Infrastructure purchase: $250K + additional Routers?

Infrastructure Maintenance: $50K + additional Routers?

2.1.3.2 Key Assumptions

Some outages expected and requirements for internal team overtime

Riverbed appliances deployed into 23 sites (including Macquarie Telecom and Canberra DC)

Riverbed optimisation not required into any DC other than Macquarie Telecom and Canberra

Existing Optus MPLS delivery architecture can support proposed hybrid tunnelled /direct approach

2.1.4 Service Desk Consolidation

The existing separate service desk environments currently operate with very different strategies
and skill sets support divergent technologies. To achieve synergies across the larger user base
significant changes will have to be achieved in both the approach and skills of both teams. It is
expected that after a period of transition that a new virtual service desk will provide a combined
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level 1 and level 2 service desk capability with staff spread across the major site locations providing
desk-side and remote follow the sun support. Significant changes in the physical location of staff,
skills and support tools will be required to support the vision. The goal would be to maintain a
staffing to user ration of 80:1 while maintain an onsite support capability for sites with 50 or more
staff while maintaining appropriate service levels for sites supporting Judges. A proposed structure
and staffing levels is provided section 4.1.3

Prerequisites

a) IDM Consolidation
b) WAN Consolidation

Step 1- IT Tool consolidation

Step 2 - Initial Phase 1 Integration (Separate work teams)
Step 3 - Staff Training and work practice development

Step 4 - Second Phase Integration Virtual Team deployment

Step 5 - Geographic redistribution

2.1.4.1 Service Desk Consolidation Resourcing Estimates
Elapsed project time estimated to be: 36 weeks

Internal Team project effort: 8 man weeks (excluding training)
User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $40-60K

Licences and Infrastructure purchase: $30-50K

Licence subscriptions: $30K PA
2.1.4.2 Key Assumptions

Existing teams will operate relatively independently until Registry Infrastructure simplification
is completed

No major loss in resources from either team during initial phase

Completion of Heat service desk tool deployment is completed
Phone systems can be configured as required
Microsoft System Centre licences for FCoA environment have not been modelled

Recruitment and redundancy costs for the implementation of the proposed structure will need to
be calculated and included by FCA.

2.1.5 Mail Migration (Stage 1)

The existing FCoA distributed Lotus Notes email architecture will need to be decommissioned and
migrated to a Microsoft Exchange environment that can be supported in an efficient manner. It is
envisaged that after the initial setup of a co-existence environment mailboxes will be migrated
directly from the on premise Lotus Domino server into an Office365 tenancy configured in a hybrid
architecture. This project will have significant prerequisites in both the back-of-house IT
infrastructure (such as the IDM unification, HR work practices and Service Desk training) as well as
end-user training and change management. It is expected that during the Stage 1 migration the FCA
will maintain its existing email services as the on premise part of the hybrid architecture.
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Prerequisites

a) IDM Consolidation
b) WAN Consolidation

Step 1 - Office365 Tenancy configuration and Hybrid mode deployment via ADFS

Step 2 - Mail Coexistence

Step 3 - Mailbox Audit & As built design documentation

Step 4 - Outlook client deployment and user training

Step 5 - Mailbox migration (including client application desktop/mobile/remote migration)

Step 6 - Distributed Mail server decommissioning

2.1.5.1 Mail Migration (Stage 1) Resourcing Estimates
Elapsed project time estimated to be: 18 weeks

Internal Team project effort: 4 man weeks

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $150-300K

Infrastructure purchase: Nil for Office365 option, or $100-$200K* for expanding on premise
infrastructure

Ongoing Managed Service cost: $30K-$95K for office365 Hybrid option depending on requirements
for archival and in-place hold, Nil for on premise solution

2.1.5.2 Key Assumptions
Some outages expected and requirements for internal team overtime

Assumption that all configurations can be done remotely
Assumption that existing mailbox sizes does not cause undue complexity in migration
Office365 costs based on VSA2 pricing

Deployment of a mixed Exchange Online Plan1 (without unlimited archival or in-place hold
capability) and Exchange Online Plan2 is achievable.

* Estimate for additional infrastructure for on premise exchange has not been based on accurate
data.

2.1.6 Registry infrastructure simplification & File migration (Stage 1)

The existing architecture that has led to a registry with 3 staff having a redundant server array and
SAN will need to be significantly simplified to support the required efficiency improvement. Where
possible - such as in smaller sites - the physical server will be removed and the environment
simplified to a router, switch and Riverbed appliance. In larger sites where the work and staff
numbers justifies a local fileserver they will be deployed with direct attached storage with a backup
mechanism that replicates data to the centralised Data Centre. Riverbed WAN optimisation
appliances will be used at all sites. Where FCA and FCoA sites are collocated these servers will be
consolidated onto the same equipment during the Stage 2 part of the migration.

Prerequisites
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a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Remote Access Strategy Unification (Co-dependence)

Step 1 - Audit of Server and file usage and requirements & As built design documentation
Step 2 - Design Completed

Step 3 - Retirement of unjustified VM's

Step 4 - Deployment and configuration of new architecture

Step 5 - End-user client configuration and training

Step 6 - File migration

Step 7 - Server Decommissioning

2.1.6.1 Registry infrastructure simplification & File migration (Stage 1) Resourcing
Estimates

Elapsed project time estimated to be: 19 weeks

Internal Team project effort: 4 man weeks

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $25K design + $250K*

Infrastructure and Licencing purchase: $150K replacement servers, $60K plus ongoing SA

Ongoing Managed Service cost: NIL

2.1.6.2 Key Assumptions

Server and file usage Audit completed at the same time as Mail server audit
Some outages expected and requirements for internal team overtime
Assumption that all configurations can be done remotely

Assumption file server migration does not involve unexpected complexity
Cost assumed 15 new FCoA sites added to existing FCA sites

Assumption that new Windows Server and System Centre licences required for additional sites,
however hardware could be reused. Allowance for purchase of transition servers and/or early
depreciation of some servers has been included.

Ongoing Software assurance has not been estimated as Microsoft has not released any VSA3
pricing.

* Estimate for additional services for migration has not been based on accurate data.
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2.1.7 Domino App migration

The retirement of the Lotus Domino environment (including mail coexistence) will provide
significant savings through both a reduction in staff and ongoing licencing costs. The significant
number of existing FCoA domino apps will need to be assessed and either retired or migrated to a
new platform such as SharePoint. Only once all applications have been removed will the ongoing
savings be realised. Out of the approximately 500 applications, 69 are under active use. These are
split 28/28/13 complex/medium/simple.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

¢) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Registry Infrastructure simplification (Stage 1)

Step 1- Application Audit and requirements analysis

Step 2- Targeted application retirement

Step 3 - Replacement Application Development

Step 4 - User training and application migration

Step 5 - Domino environment and mail coexistence retirement

This Strategy has yet to be fully developed.

2.1.7.1 Domino App Migration Resourcing Estimates

Elapsed project time estimated to be: 38 weeks

Internal Team project effort: 2-8 weeks

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $40Kk for Application audit, $350K* for migration
($1620 per day for Datacom resource)

Infrastructure purchase: $250K*

Ongoing Managed Service cost: Nil

2.1.7.2 Key Assumptions

Assumption migration does not involve unexpected complexity

Assumption that application owners can be identified

Assumption that all required applications can be retired or migrated to sharepoint

Assumption that out of 90 in use application, 50% can be retired and the average development
cost for the remaining replacement applications would be $7,500 per application.

Internal resources will be required from FCoA to provide information for Audit of existing
applications and requirements. Appropriate governance will need to be provided to ensure
applications that can be retired are identified rather than redeveloped.

Ongoing Software assurance has not been estimated as Microsoft has not released any VSA3
pricing.
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* Estimated costs for application redevelopment/migration and infrastructure purchase has not
been based on accurate data.

2.1.8 Remote Access Strategy Unification

The existing distributed Citrix environment supported by the FCoA will no longer be viable with the
registry infrastructure simplification and a new strategy will need to be implemented that provides
fast and secure access for remote users to the files and services required. This Strategy has yet to
be fully developed due to unknown requirements and technical factors within the FCoA
environment.

The existing FCA remote access strategy provides for two alternatives for users accessing the
infrastructure via the Macquarie Telecom data centre. These approaches are via Microsoft Direct
Access and Citrix published desktop. The envisage approach is for this to be copied into the
Canberra data centre to provide a replacement for the existing legacy environment and to consider
the consolidation of the environments when the data centre environment is consolidated.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1) (Co-dependence)

Step 1- Requirements discovery FCoA
Step 2 - Technical design

Step 3 - Implementation.

2.1.8.1 Remote Access Strategy Unification Resourcing Estimates
Elapsed project time estimated to be: 12-24 weeks

Internal Team project effort: 6 weeks

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $250K

Infrastructure purchase: $150

Software licencing Gap: RDS CALS
2.1.8.2 Key Assumptions
Assumption migration does not involve unexpected complexity

Assumption that existing distributed Citrix environment is used for the Remote Access solution
in FCoA.

Assumption that the required services can be provided by the chosen options deployed into the
production Canberra data centre

Assumption that existing Citrix licencing can be harvested to meet the requirement.
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2.1.9 Application Development Outsource

The existing teams of Application developers and Application support staff cannot be supported
within the expected head-count reduction. It is expected that the application development
component can be outsourced in a similar manner to how it has been done by the FCA, and a
simplified application support team will be supplemented by a small Application Development
team.

2.1.9.1 Application Development Outsource Resourcing Estimates
Elapsed project time estimated to be: 30 weeks

Internal Team project effort: 6 weeks

User Training Requirement: Nil

IT operations training requirement: YES

External Professional Services Estimate: $250K

Infrastructure purchase: Nil

Ongoing Managed Service cost: $700k

*estimates provided by FCA CIO

2.1.10 pSeries Migration

To support a simplified server and database management approach all server infrastructure should
be consolidated onto a unified X86 platform. Where possible Databases should be migrated onto a
SQL server environment with the more expensive Oracle platform only used for specific
applications such as Casetrack. The existing 7 Pseries p740 servers are due for lifecycle
replacement in the near term. Given the strategic intent to remove this platform from the
environment it is important that the functions that are currently undertaken across this
environment be replicated on x86 servers.

Prerequisites
a) WAN Consolidation
Step 1- Audit current environment
Step 2 - Determine x86 hardware requirements to meet existing and future expectations
Step 3 - Design future state x86 based operational environment
Step 4 - Redesign existing DR plan to support future environment
Step 5 - Purchase and commission new x86 hardware
Step 6 - Stage replacement environment and test
Step 7 - Migrate production across to new environment
NB. This Project Strategy has yet to be fully developed.
Existing Environment

The p740 servers are dual 6 core processor machines with 4 way SMT and 256GB RAM. The
currently connect to the existing Dell SAN’s. Two are in DC1 comprising the production
environment, two in DC2 for DR, two in DC3 for applications development and less critical oracle
database workloads which are not covered by disaster recovery and one development server used
for infrastructure development activities such as testing new firmware, AIX versions, oracle
versions, etc
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In addition to the pSeries servers, there are two additional dedicated servers called a Hardware
Management Console (HMC). These are similar in concept to vCenter for VMware in that they are
used to provision, modify and manage LPAR's running on the pSeries servers. One is at DC1 and
another at DC2. The HMC at DC2 manages the DC2, DC3 and development pSeries servers.

The pSeries workloads share the same SAN's as the VMware hosts which provide the application
servers for Casetrack and other systems which use the Oracle databases.

The production and DR sites are separated by a layer 3 network. The design allows for rapid
recovery by providing a duplicate infrastructure with 100% capacity to ensure public services such
as CCP are unaffected. Disaster Recovery is provided at the database level by using Oracle
DataGuard to synchronise data from the active database to the standby database. The application
servers on the VMware hosts are running and kept up to date each release/patch/etc. The business
has defined a requirement for a manual DRP. Once the decision to enact the DRP has been made,
the database switchover/failover (failover being used as a last resort) will be performed by the
DBA. The server administrator will update DNS aliases to point to the DR site. The affected
application servers, both at the DR site and the Internet gateway, will be rebooted to ensure the
connection to the DR database. At this point the services are available for testing.

Existing refresh proposal capex has been estimated at $750K

2.1.10.1 pSeries Migration Resourcing Estimates
Elapsed project time estimated to be: 26 weeks
Internal Team project effort: 16 weeks

User Training Requirement: Nil

External Professional Services Estimate: $350K
Infrastructure purchase: $200-600K

Licencing Gap: TBD

2.1.11 LAN and VLAN Consolidation

Through early retirement of old equipment and the reconfiguration of existing appropriate
switching infrastructure a consolidate LAN environment will be deployed with required security
separation achieved by VLANSs. Support for future WiFi and IPTel requirements will be considered
in the planning phase of this project.

Prerequisites
a) WAN Consolidation
Step 1 - Architecture audit and design
Step 2 - Equipment and services GTM
Step 3 - Deployment
2.1.11.1 LAN and VLAN Consolidation Resourcing Estimates
Elapsed project time estimated to be: 18 weeks
Internal Team project effort: X weeks
User Training Requirement: Nil

IT operations training requirement: TBD
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External Professional Services Estimate: $TBDK
Infrastructure purchase: TBD

Ongoing Managed Service cost: TBD

2.1.12 Unified MOE deployment

To provide support for a unified and more efficient service desk a new managed operating
environment based on Windows 10 will be deployed. Prior to this the FCA desktop standard
operating environment will be largely unchanged from its existing status, however the FCoA will be
significantly changed through the deployment of significant application and environment changes.
While the support of two different operating environments is inefficient, the stability of the changes
and increased support times in the FCoA desktop environment is the key motivation for the new
MOE deployment. The unified environment should be able to meet the specific demands of all court
users and seek to leverage the management tools available to provide a flexible, stable and efficient
environment. It is expected that consideration for a user self-support model and technics will be
included in the design.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1)
g) Remote Access Strategy Unification

h) Domino App migration

Step 1 - Requirements Audit

Step 2 - Application unification roadmap development
Step 3 - Support tool deployment

Step 4 - MOE Build and testing

Step 5 - User and Service Desk training

Step 6 - MOE Deployment

2.1.12.1 Unified MOE deployment Resourcing Estimates
Elapsed project time estimated to be: 18 weeks

Internal Team project effort: 18 weeks

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $250K
Infrastructure purchase: Nil

Ongoing Managed Service cost: Nil
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2.2 Financial year 2017/2018
2.2.1 Mail Migration Stage 2

The existing FCA email environment is run on an in-house exchange environment and a Commvault
archive solution. The stage 1 migration will move this into a hybrid status and the stage 2 migration
will seek to consolidate this onto the single Office365 tenancy.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1)
g) Remote Access Strategy Unification

Step 1 - Mailbox Audit and migration planning

Step 2 - Mailbox migration (including client application desktop/mobile/remote migration)
Step 3 - Hybrid Mail server decommissioning

2.2.2 Registry infrastructure simplification & File migration (Stage 2)

The stage 1 of the registry infrastructure migration will achieve a simplified environment in all
registries, however the existing FCA server environment for collocated sites will remain separate.
The Second stage project is to unify these remaining separate servers to a single FCA/FCoA instance

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1)
g) Remote Access Strategy Unification

Step 1 - File server Audit and migration planning
Step 2 - File migration (including client configuration)
Step 3 -Server decommissioning
2.2.3 Deploy unified application management strategy
Prerequisites

a) Unknown
Step 1- This Project Strategy has yet to be fully developed.
2.2.4 WAN Managed Service Implementation
Prerequisites

a) WAN consolidation
Step 1- This Project Strategy has yet to be fully developed.
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2.2.5

Consolidate Server Management Strategy

Prerequisites

a)
b)
<)
d)
e)
f)

g)
h)

Registry infrastructure simplification
Domino Application Migration

Mail Migration

Remote Access Strategy Unification
Unified Application Management Strategy
Consolidate Back up (Co-dependence)
Consolidate DR (Co-dependence)
Consolidate Data Centre (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.

2.2.6

Consolidate Backup

Prerequisites

a)
b)
<)
d)
e)
f)

g)
h)

Registry infrastructure simplification

Domino Application Migration

Mail Migration

Remote Access Strategy Unification

Unified Application Management Strategy

Consolidate Server Management Strategy (Co-dependence)
Consolidate DR (Co-dependence)

Consolidate Data Centre (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.

2.2.7

Consolidate DR

Prerequisites

a)
b)
<)
d)
e)
f)

g)
h)

Step 1-

2.2.8

Registry infrastructure simplification

Domino Application Migration

Mail Migration

Remote Access Strategy Unification

Unified Application Management Strategy

Consolidate Back up (Co-dependence)

Consolidate Server Management Strategy (Co-dependence)
Consolidate Data Centre (Co-dependence)

This Project Strategy has yet to be fully developed.

Consolidate Data Centre

Prerequisites

a)
b)
<)
d)
e)
f)

g)
h)

Step 1-

Registry infrastructure simplification

Domino Application Migration

Mail Migration

Remote Access Strategy Unification

Unified Application Management Strategy

Consolidate Back up (Co-dependence)

Consolidate Server Management Strategy (Co-dependence)
Consolidate DR (Co-dependence)

This Project Strategy has yet to be fully developed.
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2.2.9 Consolidate phone and VC strategy
Prerequisites

a) WAN Consolidation
b) LAN consolidation
c) IDM Consolidation

Step 1- This Project Strategy has yet to be fully developed.
2.2.10 WiFi strategy unification
Prerequisites

a) WAN Consolidation
b) LAN consolidation
c) IDM Consolidation

Step 1- This Project Strategy has yet to be fully developed.
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3 FY 2016/2017 Planning Summary

Project Planner FY 16-17

perioa Hignignt 1 3| #¥-eian [ actual [ completa: actual tbeyond plarfll] % complete (beyond plan)

PLAN PLAN PLAN  ACTUA ACTUAL PERCENT

ACTIVITY SINRT raRT vEE ON " START DURATICCOMPLETE Weeks
5
1

Detailed Transition Planning OZMaris] 1 5 0%

Env 02-Mayls 1 2

Step 2: Confirm initial transition planviability  16-May-16 3 2

Step3Project Planning & initiation 30May-16 S 2

Identity ¢ ke | 10 12 0%

Stepl: IDM Coexistence [TEMETIET) 2

Step2: AD Deployment 18aul16 12 4

Step 3: Mail Cosistence 15-Aug16 16 2

Step 4: Support Tool training & deployment 29-Aug 16 18 4

WAN consolidation 1 20 0%

Step 1-New links deployed OlAuEis 14 17

Step 2-VLAN and WAN Design 15-Aug16 16 2

Step 2 - Riverbed appliances deployed/Cisco WAAS 28-Nov-16 31 3

Step 3 - Security policy unification
Step 4 - Express Route deployment (if Requried)

Domino Apps Migration 10 38 o o o%

analysis 04-

Step 2- Targeted application retirement 25-Jul-16 13 3
Step 3 - Replacement Application Development 15-Aug-16 16 26
Step 4 - User training and application migration 13-Feb-17 42 6
retirement

Service Desk Consolidation 3¢ 36
Step 1- 1T Tool Consolidation 19-Dec-16 34 4
Step 2 Initial Phase 1 Integration 1le-Jan-17 38 1
development - 234an-17 39 26
Step 3 - Virtual Team deployment 17-Jul-17 85 2
Step 4 - Geographic redistribution 31-Jul-17 67 3
Mail Migration(Stage 1) £ 18 0 o 0%
i on et oncis s s
SUE £ T OB e 1 o opecie

Step 3 - Mailbox Audit

Step 4 - Outlook client deployment

St2p 5 - Mailbox migration (including client
application desktop/mobile/remote migration)
Step 6 - Distributed Mail server decommissioning  27-Feb-17 44
Step 7 - Judges & Staff Training

0%-an-17 37
234an-17 39

2
1
2048017 40 a
2
6

15-Mar-17 46

Registry Infrastructure Simplification & File o o o o
Migration(Stage 1)
b by == A——— e 1 ,
ement of unjustified VM's 29-Aug-16 18 1
Somp3-Deploment s g O o ;.
Step & - End-user client configuration and training  19-Sep-16 21 12
Step 5 - File migration 195ep-16 21 12
Step 6 - Server Decommissioning 12-Dec-16 33 2
Remote Access Strategy Unification a4 12 0 o 0%
pplicati i 0ull6 | 10 30 o o 0%
Step 1: Discovery Process. 04-Jul-16 10 9
Step 2: Contract Negatiation 055ep-16 18 4
Step 3: Tranistion Process and GO Live 03-Oct-16 23 17
P-Series Migration 10 26 o o 0%
LAN & VLAN Consclidation 8 18 0 o 0%
Step 1 - Architecture audit and design 16-Jan-17 38 2
Stzp 2 - Equipment and services GTM 504en17 G0 s
Step 3 - Deployment 27-Mar-17 48 8

Unified MOE Deployment
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Figure 12016/2017 Project Plan
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4 Major Project Stages — Outcome Analysis (Benefits and Costs)

Headcount

. Y1 Ongoing PA Cost . .
Project Savings  Savings Avoidance (?) SR EDIEIENS
Detailed
Transition S S S S
Planning 1,50,000 - - =
Identity > Machines can be
Management S S S S controlled
Consolidation 3,95,000 - - - remotely via SCCM
WAN S S S S > Better
Consolidation 4,29,000 4,17,000 4,17,000 - connectivity
Service Desk S S S S

Consolidation 1,20,000 - - -
> Improvement in

end-user

experience
Mail >Less costs of
Migration(Stage  $ S S S providing help-
1) 4,37,500 2,45,283  2,45,283 - desk support

> Improvement in

end-user
Registry experience
Infrastructure >Less costs of
Simplification&  $ S S S providing help-
File Migration 3,35,000 10,630 10,630 - desk support

> Faster and
Remote Access Secure access to
Strategy S S $ S remote users to
Unification 4,00,000 10,630 10,630 - files and services

Application S S S S

Development  gc) 000 183333 1,83333 ;
Outsourcing

> Improvement in

end-user

Domino Apps S S S S experience

Migration 6,40,000 - - - >Less costs of
providing help-
desk support

P Series S S S S

Migration 6,50,000 46,667 1,40,000 -

LAN & VLAN $ S $ $

Consolidation - - - -

Unified MOE S S S S

Deployment 2,50,000 - - -

S $ $ S
TOTAL 47,56,500 9,13,543 10,06,876 -

Reduction

N/A

N/A

TBD
Novell Service
desk

1 Lotus Notes
admin

1 Lotus Notes
admin
Pseries
Administrator

Table 1 Project Costing & Benefit Summary 2016/2017

Costs will include:

a) Assetright offs

b) New Equipment purchase

c) Staff Redundancies

d) Detailed implementation Planning
e) Project Effort (internal and external)
f) Training and change management
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g) New Managed Services

4.1 FY cost and org structure plans

4.1.1 Commencement 2016 (Existing Organisational Structures)
Total combined Staff 85 (including 2 vacant and 13 contractors)
Total Combined budget: $8.6mil

Paul Stace
AJg Chief Information
Officer
Sitita Hamilton
— Exec. Support
APS LEVEL B2
L T !
Dominik — w d David McCormack Greg Kift
Fabjanowski Leo McCann Ben Ellis Anne Meier Business Syste
- . usiness System Manager Business
Alg Manager, IT Project Manager Technical Records Manager Neil Brett Analyst Manager D
Infrastructure Contract Architect EL1 Alg Applications EL1 Alg EL1
EL2 EL1 AWA Manager EL2 ; 9
B - - - Darren b1I|E|ﬂS
Robert Southwell Himmat Sandhu | |Hiro Hathiramani Business System Marc Williams
Helpdesk Manager | | Project Manager | [TSG Team Leader Stuart Anderson VACANT Analyst Adelaide 8S00
Contractor Contract EL1 Alg Assistant Senior Systems Alg APSE Adlaide
hr:PP"ﬁ"“E”LSZ Analyst EL1 — Alg APSE
lanager = —
—'—|_| [ — Sindy Williams —
ROTa Katie Spencer FEET I VACANT Senad Tuco Business System Ron Jarrett
System Support Snr Helpdesk SmETEC.h 5u|ipcﬂ Maja Tuce Senior Senior Application: [analyst Melbourne BSDO
Ofﬁc%:s;dnev) Analyst Alg APSE ngineer Snr Database Developer EL1 Developer EL1 APSE Brisbane
F A rator EL1 N n - APS 6
1 ]
HEN PIURTATST Ray Barmaro " Robert Swale
N Vincent Han Shalini Wijeratne | Hung Nguyen 3 r—|
System Support Ramirez ST een Support Snr Network Applications Test ||| Senior Applications | | Esiness System Wayne Sharp
(Melbourne) Helpdesk Analyst N 9 i Engineer EL1 Analyst APSB Developer Contract éLl BSDO
L APSS | AL, - - Melbourne
- L KGSTAG MEss T - —Ruby Taylor ] APSE
Patrick Carini Stephanie Ray Tech Support Ncrha"” Liang lan McKenzie Stephen Supple uby Tayler T
: etwork Engineer Senior Applicati Senior e Eusiness System
System Support caset Engineer - Contract Developer Contract| | Developer Contract Analyst Syd Sukhvinder Kaur
(Sydney contract) Alg APSS Seryers ADSE P L Alg APS & BSDO
. | 1 1 APS5
1 Steven Chater
Basil Stevens | 75 ici Nicholas | | Tech Support $nr Lotus Notes o Canny || Peter Richarson T
System Support Helpdesk Analyst Engineer — Administrator enior enior App ' Beheshteh
(Brisbane contract) e e o Developer Contract| | Developer Contract Albert Chen eheshel
Alg APSE Gharakhan BSDO
—— | ——r) BSA Sydney APS 5
— Stuart Brown ZATZNas Alg APSE
Daniel Sanchez Snr Tech Support Lotus Notes
Helpdesk Analyst|  |gngineer- Desktop| Administrator
Contract EL1 APSH
Kieren Hearne Brian Davis
Tech Support Tech Support
g APS%ESK‘W Servers Contract
Grant Robinson Jay Bryson
Tech Support Tech Support
Engineer — Mobile, Engineer-Deskiop)
APSH L APS8 |

Figure 2 Current ICTSD Organisational chart for Family Court
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CHIEF INFORMATION OFFICER

Craig Reilly

MANAGI T Y
VCF PROJECT RECORDS & ARCHIVES| E SECUR! SERVICE DELIVERY IT OPERATIONS BUSINESS
RECORDS — MANAGER APPLICATIONS
MANAGER PROJECT MANAGER s Derek Matthews MANAGER MANAGER e
Nathan Pring. Lyn Nasir A David Deacon David Kellahan
Judy Taylor
CHANGE & RELEASE APPLICATION pE—
RECORDS OFFICER | 1 MANAGER SERVICE L SYSTEMS APPLICATIONS
Rosita Oliver sinead Reilly (p/t) DESK SUPPORT SPECIALIST DEVELOPMENT
Peter Drewitt (NSW) Amrat Bhudia 1 OFFICER
Ken Parkin (WA) Andrew Gilbert
Marc Stephen (VIC) Tina Boudlis
ENTERPRISE Satomi Turkovic (NSW) T
L ARCHITECTURE Franz Cruz (QLD) || o
Matt Shorrock Niki 0'Connor (WA) Darryl Francis eSYSTEMS
Joseph Skewes (SA) DEVELOPMENT
SUPPORT ANALYST
Jacinta Connery
NETWORK
ADMINISTRATOR
Graham Brown
—  Brian Campbell || TEST ANALYST
Pawel Mazur Pifo Holt
Michael Peebles
Bobby Jaric
| | TECHNICAL ANALYST
Mark Bryant
Figure 3 Current IT Organisational chart for Federal Court of Australia
4.1.2 Commencement 2016/2017 (Phase 1)
Total combined Staff 85 (including 2 vacant and 13 contractors)
Total Combined budget: $TBD
Sitita Hamilton, Exec
Support
I T | b | I I 1
Infrastructure Application Blicati ; :
Staff = 19 S it ”! = '_'i; Staff =4 Staff - 4 Staff -3
David Deacon, Service Delivery Judy Tuylor, Business Applications Lyn Navr, Records & Archiver 1T Sacurity Manages (Vasant)
Manager Project Manager Nathan Pring, VCF Project
Darryl Francis, Sharopoint Developer Manager Sinead Reilly, Change & Release
":;MW Graham Brown, Netwark Admin B P¥o Holt, Test Anabyst L3 Andrew Giibert, BA Dev OFf Geraldine Merrigan, Manager Manager [P/T)
| $ Parkin. f—  Brian Campbes, Notwark Admin Melasse Manager [Vacant] Tina Bourle, BA Dev OFf
Marc Stephan (VIC) Pawel Mazur, Network Adevin
s-:u“m;m Michael Peebles, Network Admin Analyst
Babby lark, Network Admin Mark Bryart, Tech Analyst
mou“w‘wn ks e ——————— Lo MeCann, Project Manager
L
Himmat Sandhu, Project
David MeCormack, Busimess Sys Analyst Mgr Ben Uy, Tach Architect
il Bratt, Al Avw Mer Anne Maiar, Records Manager Manager (Cantractor)
Paul Stace, Manager 7 infrastructure Dorren Watkins, Bussiness Sys Anabyst {ADL)
Stuset Anderson, Afg Asst App Manager = Sindy Williams, Business Sy Anabyst (MEL)
et Hare. ‘Senior App Dev (Vacant) ki s 00
Shatini Test Anabyst . Business Sys Analyst
Robert Southwell, Helpdesk Pater Hine, Sar Tech Supp Engg - Sarvers. ..m.»....s.».?ﬁ«'&mm) Albert Chan, BSA (SYD]
Menngar (Contravter) Ray Barilaro, Sor Tech Supp Engg- Servers ot Canny, So App
mum,vvﬂ:;g:s-m S0 Sys Anabyat (Vacant)
Ash Plumener (MEL) Staven Chatar, - Servers Sanad Tuco, Sow App Dev
- w(wm(mnm) mwhrwmmuma Greg Kift, Mgr Bussiness Sys Dev
Bai Stevens (BRI, Contractar] Stephen Supple, Soe App Dev (Contractor|
Xatie Spercer — Main Toco, Snr DB Ademin Peter Richarchsan, Ser App Dev (Contractor) (VA W RSt JALE)
Sne Network Engg — Ron Jaerett, BSDO (BASS)
Stephanie Ray Charkes Liang Network Engg (Contractor) ‘Wayne Sharp, BSDO [MEL)
Danlel Nicholas. Ben Storey, Sat Lotus Notes Admin. Kaur, BS0O
Daniel Sanches {Contractor) Zhi Lotus Notes Admin Behesteh Ghasakhan, BSDO
Beian Dave. Tech Supp Servers (Contractor)
Stuart Brown, Sew Tach Supp.
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4.1.3 Duration 2016/2017 (Phase 2)

Combined Organisational Structure (estimated January 1st 2017)
Total combined Staff 66

Total Combined budget: $TBD

I T T T T T T 1
Service Desk Infrastructure FCA Infrastructure FCoA Records MO o
) ers
Cavid Deacen, Service David Kellahan, Darminik Fabjanowskl, David McCormack, Manager Wil Grett, Manager Ranager (NEW] Paul Slace, Manager o
Delivery Manager o — Fiaeie g e Staff=4 staff=4 il
suft=19 L sw-s Staff=11
Sindy Williams, Business Sys Analyst Bezards FoA Nathan Prins, VCF Aroiact | 1T Securiey Manzser fvaca et
North Team L) Judy Taylor, Business Applications P v
" Robert Swale, Business Sys Analyst il . 5 = Reilty, Ch &
DORIEREEE FetorHine,5nr T=<h Sup Enc-Sorvers st e bostis e Dor ot fecards HATY Lt MCam, Prciect Rcont Mavager 11
2% Licrel Bows Ray Barilaro, Snr Tech Supp Eng- Servers. L N 5 Ianapzr iContracterh
£0 uczm;f:re Kostin hioss, Teca Supp Eng - Servers Amrat Bhudia, App Sys Specialst o T e ) Hirmat Sardha, Project 8o Ell, Tech Arcaftect
. = : Darryl Francis, Sharepoint Developer o i o
1% Newcestle S Pifo Holt, T252 Analyt idark 2ryanc, Tach Analyst hlanagzr (Contracter Finence Admin (NEW]
1* cant nelese vanaget vacare) arc willms, BS00 (ADL)
. rbems Wisia Tuco, 5 D Adrrin ——— et s R Jamest, BEDO (245}
2% prishane Vincent Hon.Snr Network Eng Wayne Sharp, BS00 {MEL}
Charles Liang, Ne g (Contractor) Sukhvinder Kzur, BSOO
Behasteh Gharakhan, BS00
South Team i
B St b, Toen s Servers
RO {Cantractar)
3% Melboume
2% Perth
Graham Brown, Network Admin
Brian Camphbell, Network Admin
Pawel Mazur, hetworic Admin

Michael Peebles, Netwark Admin
Bobby laric, Networe Admin

Figure 4 Initial draft of January 2017 organisational structure

Estimated Redundancy Costs: $TBD

Total capital write offs: $TBD

Additional ongoing Operational Costs: $TBD
Estimated Staff Cost Savings: $TBD

Estimated depreciation savings: $TBD
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4.1.4 During 2017/2018 (Phase 3)
Total combined Staff of 58
Total Combined budget: $TBD

I I I T

Service Desk 0
Infrastructure
Mﬂmﬂ;‘am“ﬂ"'ﬂ TAD, Manager David McCormack, Manager il Brett, Manager
anager ,
il 1o e Staff= 6 Staff - 11
North Team Sindy Willlams, Business Sys Analyst (MEL)
1 Paramatta Robert Swale, Business Sys. o D‘“'“““"";ﬂms
2* Lionel Bawen Sar Tech Sugp Eng - Infrastructure. Ameat Bhudia, App Sy Spacialist Tina Boutlis, B4 Dev OFF
— 3= Qusens Square &:Tmhswp En!‘;‘lalmsmnme Pif Holt, Test Analyst Jacinta Connery, eSystems Dev Supp Anslyst
X fach Supp Eng - Infrastructura o) Mark Bryant, Tech Analyst
1+ Newsastle ‘ Tech Supp Eng - Infrastructure Marc Willisms, BSDO (ADL)
1% Canberra Graham Brow, System Admin ou laret, 8300 |Bvus)
o Brian Campbell, System Admin E— Wayna Sharp, BS00 (MEL]
=i Pawel Mazur, System Admin Sl
ytem Aduin Sukfinder Kaur, BSDO
. Behesteh Gharakhan, BSDO
Gabiy Jaric, System Admin B
South Team
2 * Adelaide
— 1* Habart

3 * Melboume
2% Perth

Figure 5 Initial Draft of January 2018 organisational structure

Estimated Redundancy Costs: $TBD

Total capital write offs: $TBD
Additional ongoing Operational Costs: $TBD
Estimated Staff Cost Savings: $TBD

Estimated depreciation savings: $TBD

T 1
Mo Others
arten Staff =4

Paul Stace, Manager

\’ Nathan Pring, VCF Project \\ IT Security Manager (Vacant]
Manager
Sinead Reilly, Change & Release
Leo McCann, Project Manager
pi Wanager (PIT)

Hirmat Sandhu, Project Ben Ells, Tech Architect
Manager (Cantractar] Finance Admin (NEW)
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5 Technical Architecture diagrams
5.1 WAN Architecture

5.1.1 Current State FCA WAN
(Diagram TBD)
5.1.2 Current State FCoA WAN

10Gb

;-

10Gb 10Gb 200 Mb
I ’ - .
30 Mb

10Gb ?4Mb? 10Gb 200 Mb

50 Mb
1Gb,

1066 10Gb \ﬁ

12 Mb ??Mb

Figure 6 FCoA current WAN diagram (The accuracy of this diagram is currently in question)

5.1.3 Future State Unified WAN
(Diagram TBD)

Yy Prepared for: Federal Court of Australia
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5.2 Registry Architecture

5.2.1 Current State FCoA Registry Infrastructure

50 Mbps, MPLS connection

via IPSEC Tunnelling over FlexVPN

10 Mbps, MPLS connection 30 Mbps, MPLS connection

Router Ckc03925

Cisco C4500X- Cisco C4500X-32SFP

10 GB Switch 10 GB Switch

Cisco 2960|1Gb Switch

N

Cisco 1B Floor Switch

W

‘I],I

] ”J' APS UPS
APS UPS

2*CPU, 128GB RAM 2*CPU, 128GB RAM

Dell PowerEdge R620 Dell PowerEdge R620
2*CPU, 128GB RAM 2*CPU, 128GB RAM

Dell PowefEdge R420
1*Cpu, 148GB RAM,
4% 60068 HDD

Dell PowerEdge R620 I Dell PowerEdge R62

‘ = Dell MD3620F
U[] [][]D [ 5*900GB HDD
o = san

- De\l MD3620F
M =
o SAN
Application Servers \
OES Server OES Server
ZCM Satellite Server 2ZCM Satellite Server OES S
WDS Server WDS Server M s: llwzr
Senate Estimates Relay Server Senate Estimates Relay Server w;tseszrev:rver
Dgirtr:\‘:c;:revr;er Senate Estimates Relay Server
Domino Server
Citrix Server
‘Small Registr Medium Begistry Large Registry

Figure 7 FCoA Registry Infrastructure example architecture

5.2.2 Current State FCA Registry Infrastructure
(Diagram TBD)
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5.2.3 Future State Unified Registry Infrastructure

10 Mbps ()

Router (jsco3925 Router Cisco3925

4G Backup

[=]

p Core 10GB Switch

CISToCoTe 106G SWitd

1
Dell MD3620F
5* 900 GB HDD

Cisco 1GB Floor Switch

TIIET

SAN via FC

Dell PowerEdge R620 Dell PowerEdge R620
2*CPU, 128GB RAM 2%CPU, 128GB RAM

Cisco 2960 1Gb Switch Dell PowerEdge R420

1*Cpu, 128GB RAM,

Riverbed Services 4* 600GB HDD
SCCM Branch Distribution Point
SCOM Branch Distribution Point Domain Authentication point
Domain Authentication point File & Print Server and AV definition
Print Server and AV definition distribution SCCM Branch Distribution Point SCCM Branch Distribution Point distribution
Domain Authentication point Domain Authentication point
File & Print Server and AV definition File & Print Server and AV definition
distribution distribution
Small Registry

Medium Regi Large Reg
Figure 8 Draft registry architecture

5.3 Datacentre Architecture

5.3.1 Current State FCoA data centre Architecture
(MCT IC3 Data Centre Diagram TBC)

(Transact Data Centre diagram TBC)

(London Circuit Data Centre Diagram TBC)

5.3.2 Current State FCA data centre Architecture
(MCT IC1 Data Centre Diagram TBC)

(Queens Square Data Centre diagram TBC)

5.3.3 Future State Unified Data centre

(Diagram TBD)
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Period Highlight: 1 ;ﬂ' Plan l‘; Actual . % Complete’/ Actual (beyond plan). % Complete (beyond plan)
PLAN PLAN  PLAN ACTUAL ACTUAL  PERCENT
ACTIVITY starTDATE  STARTWeek PURATION  srapr  pURATION COMPLETE  Weeks
(Weeks)
Detailed Transition Planning 06-Jun-16 1 6 0%
Step 1: Detailed Current State Discovery of FCoA Env 06-Jun-16 1 2
Step 2: Confirm initial transition plan viability 20-Jun-16 3 2
Step3:Project Planning & initiation 04-Jul-16 5 2 g
Identity Management Consolidation 1 12 0% /,f////////}
Step1: IDM Coexistence 06-Jun-16 1 2 %
Step2: AD Deployment 20-Jun-16 3 4 A,
Step 3: Mail Coexistence 18-Jul-16 7 2 =
Step 4: Support Tool training & deployment 01-Aug-16 9 4 P
WAN Consolidation 1 20 % A
Step 1-New links deployed O6und6 1 7 Pl P r P P sy
Step 2 - VLAN and WAN Design 19-Sep-16 16 2 .
Step 2 - Riverbed appliances deployed/Cisco WAAS 03-Oct-16 18 3 L

Step 3 - Security policy unification
Step 4 — Express Route deployment (if Requried)
Domino Apps Migration

«
w
&

% 55::.-"'.-"'/.-"'.-"'///////////////////////f’;

Step 1- Application Audit and requirements analysis 04-Jul-16 5 3
Step 2- Targeted application retirement 25-Jul-16 8 3

e
Step 3 - Repl. Devel Al 11 2% EE SIS,
Step 4 — User training and application migration 13-Feb-17 37 6 ////ﬁ

retirement

Service Desk Consolidation 31-Oct-16 22 36 ;}}J}///////////////////////////J
-

Step 1 - IT Tool Consolidation 31-Oct-16 22 4

2

Step 2 Initial Phase 1 Integration 28-Nov-16 26 1 e

Step 2 - Staff training and work practise development 05-Dec-16 27 26 fffffffffffffffffffffx

Step 3 - Virtual Team deployment 05-Jun-17 53 2 L
Step 4 - Geographic redistribution 19-Jun-17 55 3 ’//
Mail Migration(Stage 1) 24 18 0% T,

Step 1 - Office365 Tenancy configuration and Hybrid 14-Nov-16 24 3 /

mode deployment via ADFS r

Step 2 - Mail Coexistence (included in IDM Consolidation) ~ 14-Nov-16

Step 3 - Mailbox Audit 05-Dec-16 27 2 L

Step 4 — Outlook client deployment 19-Dec-16 29 1 f

Step 5 — Mailbox migration (i ing client icati ¢

desiton/mobile/remote migration) 26-Dec17 30 4 %’

Step 6 — Distributed Mail server decommissioning 23-Jan-17 34 2 7}

Step 7 - Judges & Staff Training 06-Feb-17 36 6 L

Registry Infrastructure Simplification & File " 1 0% W
Migration(Stage 1) _'/:
Step 1- Audit of Server and file usage and requirements  15-Aug-16 11 2 s

Step 2 — Retirement of unjustified VM’s 29-Aug-16 13 1
Step 3 — Deployment and configuration of new

w5 ‘s

Step 4 — End-user client configuration and training 2u0ct16 21 12 Pl rrys
Step 5 - File migration 24-0ct-16 21 12 TS

Step 6 — Server Decommissioning 16-Jan-17 33 2 ra

Remote Access Strategy Unification 27-Feb-17 39 12 0% /f!f/f/f/ﬂ
Step 1 - Requirement discovery FCoA 27-Feb-17 39 2 3

Step 2 - Technical Design 13-Mar-17 41 4 ’///

Step 3 - Implementation 10-Apr-17 45 6 /////

Application Development Outsourcing 04-Jul-16 5 30 0% Wl A A i A i T
Step 1: Discovery Process 04-Jul-16 5 9 7//////}
Step 2: Contract Negotiation 05-Sep-16 14 4 f/

Step 3: Tranistion Process and GO Live 03-Oct-16 18 17 /j/j/j/j/j/j/j,
P-Series Migration [T 2% % S

Step 1- Audit current environment

Step 2 — Determine x86 hardware requirements to meet
existing and future expectations

Step 3 — Design future state x86 based operational
environment




Step 4 — Redesign existing DR plan to support future
environment

Step 5 — Purchase and commission new x86 hardware
Step 6 — Stage replacement environment and test

Step 7 — Migrate production across to new environment

LAN & VLAN Consolidation 16-Jan-17
Step 1 - Architecture audit and design 16-Jan-17
Step 2 — Equipment and services GTM 30-Jan-17
Step 3 - Deployment 27-Mar-17
Unified MOE Deployment 01-May-17

Step 1 - Requirements Audit

Step 22— icati ification roadmap d
Step 3 — Support tool deployment

Step 4 — MOE Build and testing

Step 5— User and Service Desk training
Step 6 — MOE Deployment

33
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Detailed Transition Planning

WAN Consolidation &
Unification

Identity Management
Consolidation

Service Desk Consolidation

Domino Apps Migration

Mail Migration(Stage 1)

Registry Infrastructure
Simplification & File
Migration(Stage 1)

Remote Access Strategy
Unification

Application Development
Outsourcing
P-Series Migration

LAN & VLAN Consolidation

Unified MOE Deployment

Assump
1: Legislation
1: Deptt of Finance needs to novate the contract with
Optus Some outages expected and requirements for internal team overtime

Riverbed appliances deployed into 23 sites (including Macquarie Telecom and Canberra DC)
Riverbed optimisation not required into any DC other than Macquarie Telecom and Canberra
Existing Optus MPLS delivery architecture can support proposed hybrid tunnelled/direct approach

2: Legislation needs to pass
3: New link required into the DC will be completed
before project commencement

Some outages expected and requirements for internal team overtime

Assumption that all configurations can be done remotely
1:connectivity between WANs - need to be able to Assumption that Dual stack (Novel eDirectory and MS Active Directory) will not impact user performance
communicate with AD infrastructure from the FCoA side Assumption that 1000 FCoA users will need to be upgraded to Microsoft Enterprise CAL and the identified costs is using
of the network available VSA pricing that will expire July 2016

Ongoing Software assurance has not been estimated as Microsoft has not released any VSA3 pricing.

Existing teams will operate relatively independently until Registry Infrastructure simplification is completed

No major loss in resources from either team during initial phase

Completion of Heat service desk tool deployment is completed

Phone systems can be configured as required

Microsoft System Centre licences for FCoA environment have not been modelled

Recruitment and redundancy costs for the implementation of the proposed structure will need to be calculated and included

by FCA.

Assumption migration does not involve unexpected complexity

Assumption that application owners can be identified

Assumption that all required applications can be retired or migrated to sharepoint

Assumption that out of 90 in use application, 50% can be retired and the average development cost for the remaining

replacement applications would be $7,500 per application.

Internal resources will be required from FCoA to provide information for Audit of existing applications and requirements.

Appropriate governance will need to be provided to ensure applications that can be retired are identified rather than

redeveloped.

Ongoing Software assurance has not been estimated as Microsoft has not released any VSA3 pricing.

Some outages expected and requirements for internal team overtime

Assumption that all configurations can be done remotely

Assumption that existing mailbox sizes does not cause undue complexity in migration

Office365 costs based on VSA2 pricing

Deployment of a mixed Exchange Online Planl (without unlimited archival or in-place hold capability) and Exchange Online

Plan2 is achievable.

Server and file usage Audit completed at the same time as Mail server audit

Some outages expected and requirements for internal team overtime

Assumption that all configurations can be done remotely

Assumption file server migration does not involve unexpected complexity

d) LAN and VLAN Consolidation Cost assumed 15 new FCoA sites added to existing FCA sites

e) Service desk consolidation Assumption that new Windows Server and System Centre licences required for additional sites, however hardware could be

f) Remote Access Strategy Unification (Co-dependence) reused. Allowance for purchase of transition servers and/or early depreciation of some servers has been included.
Ongoing Software assurance has not been estimated as Microsoft has not released any VSA3 pricing

a) IDM Consolidation
b) WAN Consolidation

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Registry Infrastructure simplification (Stage 1)

a) IDM Consolidation
b) WAN Consolidation

a) IDM Consolidation
b) WAN Consolidation
c) Mail Migration Stage 1

a) IDM Consolidation
b) WAN Consolidation Assumption migration does not involve unexpected complexity
c) Mail Migration Stage 1 Assumption that existing distributed Citrix environment is used for the Remote Access solution in FCoA.
d) LAN and VLAN Consolidation Assumption that the required services can be provided by the chosen options deployed into the production Canberra data
e) Service desk consolidation centre
) Registry Infrastructure simplification (Stage 1) (Co- Assumption that existing Citrix licencing can be harvested to meet the requirement.
dependence)

1: July 4 DataCom commences discovery process, running for 2 months

2: Contract negotiations run for 4 weeks

3:In October the transition process starts and finished by christmas

4: Redundancies are executed by Christmas
a) WAN Consolidation
Cost assumption based around 35 new 48 port POE switches and 12 new 24 port switches based around access requirements
of approximately 1 port per employee.
Additional Layer 3 licences for 9 small sites and 9 medium sites and additional 14 core switches for 7 larger sites have been
costed separately

a) WAN Consolidation

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

) Registry Infrastructure simplification (Stage 1)
g) Remote Access Strategy Unification

h) Domino App migration




Project Service Desk Consolidation

FY 16-17 FY17-18 FY18-19 FY 19-20

Non-Recurring Costs

Project
organizational/support costs
External Project
Implementation S 50,000

Internal Project Costs (Staff) 8 Person weeks
Other

Staff Training & Work

Practise Development Yes
Infrastructure Purchase

One time Licensing Costs S 40,000

Total Non-Recurring Costs $ 90,000 S - S - S -

Recurring Costs

License Subscriptions S 30,000

OnGoing Managed Service

Cost -

Hardware/Software

Other

Total Recurring Costs $ 30,000 $ . $ . $ .

Total Costs $ 120,000 $ _ $ . $ -

BENEFITS FY 16-17 FY 17-18 FY 18-19 FY 19-20
ost Savings

Decreased cost of services

provided
Productivity gains

Savings  from  structural

changes

Reduced staffing cost (incl.

overtime)

Total Savings S - S - S - S -

Cost Avoidance due to
decommisioning
Total Cost Avoidance 3 -




FedCourt Cost Savings Analysis

Detailed Tranistion Planning $ 150,000
Identity Management

Consolidation S 395,000
WAN Consolidation S 550,000

Service Desk Consolidation $ 120,000

Mail Migration(Stage 1) S 437,500
Registry Infrastructure

Simplification & File

Migration S 485,000

Remote Access Strategy
Unification S 400,000

Application Development

950,000
Outsourcing s

Domino Apps Migration S 640,000

P Series Migration S 750,000

LAN & VLAN Consolidation  $ 405,000

Unified MOE Deployment ~ $ 250,000

TOTAL $ 5,532,500

Y1 Savings

$ = $
$ - S
$ 208,500 $
$ - S
$ = $
$ - S
$ 10,630 $
$ 146,667 $
$ = 8
$ 96,667 $
$ = 8
$ -8
$ 462,463 $

Ongoing PA Savings

417,000

10,630

440,000

345,283

240,000

1,452,913

Cost Avoidance (?)

$

Service benefits

> Machines can be controlled
remotely via SCCM

> Better connectivity
>Improves End-User
experience

> Improvement in end-user
experience

>Less costs of providing help-
desk support

> Improvement in end-user
experience

>Less costs of providing help-
desk support

> Faster and Secure access to
remote users to files and
services

> Improvement in end-user
experience

>Less costs of providing help-
desk support

>Simplifies infrastructure,
>Reduces support complexity,
>increases infra agility

>Simplifies infrastructure,
>Reduces support complexity,
>increases infra agility

>Simplifies Training,
>Reduces support complexity,
>increases agility

Headcount Reduction

N/A

N/A

Novell Service desk

1 Lotus Notes admin

4 Contracted Employees

1 Lotus Notes admin

1 Pseries Administrator

Note: All Costs have been averaged over the possible price range. Please see comments tor more details




FedCourt Cost Savings Analysis

Detailed Tranistion Planning

Identity Management
Consolidation

WAN Consolidation

Service Desk Consolidation

Mail Migration(Stage 1)
Registry Infrastructure
Simplification & File
Migration

Remote Access Strategy
Unification

Application Development
Outsourcing

Domino Apps Migration

P Series Migration

LAN & VLAN Consolidation

Unified MOE Deployment

TOTAL

$

$

150,000

395,000

550,000

120,000

437,500

485,000

400,000
950,000

640,000

750,000

405,000

250,000

5,532,500

Ongoing PA Savings

S -

s -

S 417,000
$ -

S -

$ -

$ 10,630
$ 440,000
$ 345,283
S 240,000
$ -

s -

S 1,452,913

Service benefits

> Machines can be controlled
remotely via SCCM

> Better connectivity

>Improves End-User
experience

> Improvement in end-user
experience

>Less costs of providing help-
desk support

> Improvement in end-user
experience

>Less costs of providing help-
desk support

> Faster and Secure access to
remote users to files and
services

> Improvement in end-user
experience

>Less costs of providing help-
desk support

>Simplifies infrastructure,
>Reduces support complexity,
>increases infra agility

>Simplifies infrastructure,
>Reduces support complexity,
>increases infra agility

>Simplifies Training,
>Reduces support complexity,
>increases agility

Headcount Reduction

N/A

N/A

Novell Service desk

1 Lotus Notes admin

4 Contracted Employees

1 Lotus Notes admin

1 Pseries Administrator

Note: All Costs have been averaged over the possible price range. Please see comments for more details




Project Detailed Transition Planning

w313 FY 16-17 FY 17-18 FY 18-19 FY 19-20

Non-Recurring Costs

Project organizational/support costs
External Project
Implementation(Consultants)
Internal Project Planning 12 Person Weeks

Other
IT Operations Training S -

Total Non-Recurring Costs S 150,000

S 150,000

Recurring Costs

OnGoing Managed Service Cost S -
Other -

Total Recurring Costs $ .

BENEFITS FY 16-17 FY 17-18 FY 18-19 FY 19-20
ost Savings
Decreased cost of services provided -

Productivity gains -
Savings from structural changes -

Cost Avoidance due to
decommisioning




Project Identity Management Consolidation

FY 16-17 FY17-18 FY 18-19 FY 19-20

Non-Recurring Costs

Project organizational/support costs

External Project Implementation S 75,000

Internal Project Costs (Staff) 4-6 Person Weeks
Other

IT Operations Training Yes

Training of Judges & Staff Yes

Infrastructure Purchase

One time Licensing Costs(SCCM

User CAL) S 320,000
Total Non-Recurring Costs S 395,000

Recurring Costs

OnGoing Managed Service Cost S -
Help Desk support

Other

Total Recurring Costs $ _

BENEFITS FY 16-17 FY 17-18 FY 18-19 FY 19-20
0St Savings

Decreased cost of services provided
Productivity gains >
Savings from structural changes

Reduced staffing cost (incl. overtime)

Cost Avoidance due to
decommisioning




Project

WAN Consolidation

FY 16-17

FY 17-18

FY 18-19 FY 19-20

Non-Recurring Costs

Project organizational/support
costs

External Project Implementation

- Planning Workshop & Design
- External PM from Optus
Internal Project Costs (Staff)
Other
IT Operations Training
Infrastructure Purchase
One time Licensing Costs
Total Non-Recurring Costs

Recurring Costs
License Costs
OnGoing Managed Service Cost

Hardware/Software

Other
1 otal Recurring Costs

Total Costs

S 250,000

4-8 Person Weeks

Yes
S 250,000
S 500,000 $ - S - S -
S 50,000
S 50,000 $ & S & S =
I
$ 550,000 $ - S - S -

BENEFITS

FY 16-17

FY 17-18

FY 18-19 FY 19-20

ost Savings

Decreased cost of services
provided
Productivity gains
Reduced staffing
overtime)

Total Savings

cost  (incl.

208,500 S 417,000 S 417,000 $ 417,000

208,500 S 417,000 $ 417,000 $ 417,000

Cost Avoidance due to

decommisioning
Total Cost Avoidance




Project Mail Migration (Stage 1)

FY 16-17 FY17-18 FY18-19 FY 19-20

Project organizational/support costs
External Project Implementation $ 225,000
Planning (upon approval)
Contract negotiations

Internal Project Costs (Staff) 4 Person Weeks
Other

IT Operations Training

Training of Judges & Staff 12 Person Weeks

Transition costs (parallel systems)
Infrastructure Purchase

One time Licensing Costs S 150,000
Servers
Total Non-Recurring Costs S 375,000 S - S - S -

Recurring Costs
License Costs -

OnGoing Managed Service Cost S 62,500

Other -

Total Recurring Costs S 62,500 S - S - S -
Total Costs S 437,500 S - S - S -

BENEFITS FY 16-17 FY17-18 FY 18-19 FY 19-20

ost Savings

License Savings
Reduced staffing cost (incl.

overtime)
Total Savings S = > = S = > -

Cost Avoidance due to
decommisioning
Total Cost Avoidance S -




Project Registry Infrastructure Simplification & File Migration

FY 16-17 FY17-18 FY18-19 FY 19-20

Project organizational/support costs

External Project Design S 25,000
Planning (upon approval) &
Implementation S 250,000
Internal Project Costs (Staff) 4 Person weeks
Other
IT Operations Training Yes
User Training Yes
Infrastructure Purchase
One time Licensing Costs S 210,000
Total Non-Recurring Costs S 485,000 S - S - S -

Recurring Costs

License Costs

OnGoing Managed Service Cost -

Total Recurring Costs S - S - S - S -

Total Costs S 485,000 S

1
v
1
v
1

BENEFITS FY 16-17 FY 17-18 FY 18-19 FY 19-20
ost Savings

Reduced staffing cost (incl.

overtime)

Total Savings S = > = S = > -

Cost Avoidance due to
decommisioning
Total Cost Avoidance S -




Project Domino Apps Migration

FY 16-17 FY17-18 FY 18-19 FY 19-20

Project organizational/support costs

External Project Implementation S 350,000
Application audit S 40,000
Internal Project Costs (Statt) 2-8 Person Weeks
Other
IT Operations Training Yes
Training ot Judges & Staft Yes
Transition costs (parallel systems)
Infrastructure Purchase S 250,000
Total Non-Recurring Costs S 640,000 S - S - S -

Recurring Costs
License Costs (SCCM User CAL)
OnGoing Managed Service Cost -

Other
Total Recurring Costs S - S - S - S -
Total Costs S 640,000 S - S - S z

BENEFITS FY 16-17 FY17-18 FY18-19 FY 19-20

ost Savings

Decreased cost of services provided
Lotus Savings S 161,592 S 161,592 $ 161,592

Novell + ZenWorks License Savings > 83691 > 83691 5 83,691
Reduced staffing cost B > 100,000 5 100,000 5 100,000

Total Savings S o S 345,283 S5 345,283 S5 345,283

Cost Avoidance due to

decommisioning
Total Cost Avoidance S -




Project Remote Access Strategy Unification

FY 16-17 FY17-18 FY 18-19 FY 19-20

Project organizational/support costs

External Project Implementation S 250,000
Internal Project Costs (Statt) 6 Person Weeks
Other
IT Operations Training Yes
User Training Yes
Infrastructure Purchase
One time Licensing Costs S 150,000
Total Non-Recurring Costs S 400,000 S = S = S =

Recurring Costs

License Costs

OnGoing Managed Service Cost
Hardware/Sottware

Help Desk support

User training

Other

Total Recurring Costs S - S - S - S -

Total Costs S 400,000 S - S - S - I

BENEFITS FY 16-17 FY 17-18 FY 18-19 FY 19-20
ost Savings

Citrix Servers Cost savings > 10,630 5> 10,630 5 10,630 5 10,630

Reduced staffing cost

Total Savings S 10,630 S 10,630 S 10,630 S 10,630

Cost Avoidance due to

decommisioning
Total Cost Avoidance S -




Project Application Development Outsourcing

FY 16-17 FY17-18 FY18-19 FY 19-20

Project organizational/support costs

External Project Implementation $ 250,000
Internal Project Costs (Staff) 6 Person Weeks
Other

Transition costs (parallel systems)

Infrastructure Purchase -
Total Non-Recurring Costs S 250,000 S = S = S =

Recurring Costs

License Costs

OnGoing Managed Service Cost S 700,000

Other

Total Recurring Costs S 700,000 S - S - S -
Total Costs S 950,000 S - S - S -

BENEFITS FY 16-17 FY17-18 FY 18-19 FY 19-20

ost Savings

Decreased cost of services

provided

Savings from structural changes

Reduced staffing cost (4 Contract

staff, $110k pa salary)

146,667 S 440,000 S 440,000 S 440,000
146,667 $ 440,000 $ 440,000 $ 440,000

v N

Total Savings

Cost Avoidance due to

decommisioning
Total Cost Avoidance S -




Project P Series Migration

FY 16-17 FY17-18 FY18-19 FY 19-20

Project organizational/support costs

External Project Implementation $ 350,000
Internal Project Costs (Statt) 16 Person Weeks
Other

IT Operations Training -
Infrastructure Purchase
One time Licensing Costs
Servers S 400,000
Total Non-Recurring Costs S 750,000 S = S = S =

Recurring Costs

License Costs TBD

OnGoing Managed Service Cost -

Hardware/Sottware -

Total Recurring Costs S - S = S = S =
Total Costs S 750,000 S - S - S -

BENEFITS FY 16-17 FY17-18 FY 18-19 FY 19-20

ost Savings

Hardware Maintainenece of P
Series 3
Savings from structural changes
Reduced staffing cost (incl.

overtime)
Total Savings

46,667 S 140,000 S 140,000 $ 140,000

wn

50,000 $ 100,000 $ 100,000 $ 100,000
96,667 S5 240,000 $ 240,000 $ 240,000

v
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Project LAN & VLAN Consolidation

FY 16-17 FY17-18 FY18-19 FY 19-20

Project organizational/support costs

External Project Implementation $ 115,000
Internal Project Costs (Statt) 6 Person Weeks
Other
IT Operations Training TBD
Infrastructure Purchase
One time Licensing Costs S 250,000
Total Non-Recurring Costs S 365,000 S - S - S -
Recurring Costs
License Costs
OnGoing Managed Service Cost S 40,000
Hardware/Sottware
Other
Total Recurring Costs S 40,000 S = S = S =
Total Costs S 405,000 S - S - S - I

BENEFITS FY 16-17 FY17-18 FY 18-19 FY 19-20

ost Savings

Savings from structural changes
Reduced staffing cost (incl.

overtime)
Total Savings S - S = S & S 2
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Project Unified MOE Deployment

FY 16-17 FY17-18 FY18-19 FY 19-20

Project organizational/support costs

External Project Implementation $ 250,000
Internal Project Costs (Statt) 18 Person Weeks
Other
IT Operations Training Yes
Training of Judges & Staft Yes
Infrastructure Purchase -
Total Non-Recurring Costs S 250,000 S = S = S =

Recurring Costs
OnGoing Managed Service Cost -
Total Recurring Costs S - S = S = S =

—

BENEFITS FY 16-17 FY17-18 FY 18-19 FY 19-20

0St Savings

Hardware
Savings from structural changes

Reduced staffing cost (incl.
overtime)
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COURT REFORM PROJECT

CORPORATE SERVICES CONSOLIDATION (IT)

Client Draft November 2016

Abstract

The court reform process is seeking to consolidate the corporate services of the Family Court
of Australia, Federal Court of Australia, NNTT and the Federal Circuit Court of Australia. This
project is considering the strategy for the consolidation of the IT services and unification of
the technical architecture.
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1 Unified Future State Vision

1.1 Financial year 2016/2017

The key outcomes required to be achieved by the closure of the 2016/2017 financial year will be
the simplification of the combined court environment required to achieve efficiency
improvements and synergies to facilitate the envisaged reduction in the cost of delivery.

The existing separate Microsoft Active Directory and Novell eDirectory infrastructure will need to
be migrated onto a single unified platform. This will involve the initial coexistence of both
environments followed by a migration of the FCoA and FCC staff onto the existing FCA Active
Directory forest.

A new unified WAN will be deployed that builds on the existing FCoA Optus MPLS network,
adding redundancy to major sites, additional bandwidth to collocated sites and Riverbed WAN
optimisation devices to all FCoA sites.

Divergent infrastructure and architectures are currently deployed across court sites and separate
infrastructure is managed in collocated sites. Through early retirement of old equipment and the
reconfiguration of existing appropriate switching infrastructure a consolidate LAN environment
will be deployed with required security separation achieved by VLANSs.

The existing separate service desk environments currently operate with very different strategies
and skill sets support divergent technologies. To achieve synergies across the larger user base
significant changes will have to be achieved in both the approach and skills of both teams. It is
expected that after a period of transition that a new virtual service desk will provide a combined
level 1 and level 2 service desk capability with staff spread across the major site locations
providing desk-side and remote follow the sun support.

The existing FCoA distributed Lotus Notes email architecture will need to be decommissioned and
migrated to a Microsoft Exchange environment that can be supported in an efficient manner. It is
envisaged that after the initial setup of a co-existence environment mailboxes will be migrated
directly from the on premise Lotus Domino server into an Office365 tenancy configured in a
hybrid architecture. (cost modelling yet to confirm this compared to a single on premise exchange
environment)

The existing architecture that has led to a registry with 3 staff having a redundant server array
and SAN will need to be significantly simplified to support the required efficiency improvement.
Where possible - such as in smaller sites - the physical server will be removed and the
environment simplified to a router, switch and Riverbed appliance. In larger sites where the work
and staff numbers justifies a local fileserver they will be deployed with direct attached storage
with a backup mechanism that replicates data to the centralised Data Centre. To support a
simplified server and database management approach all server infrastructure should be
consolidated onto a unified X86 platform. Where possible Databases should be migrated onto a
SQL server environment with the more expensive Oracle platform only used for specific
applications such as Casetrack

The existing distributed Citrix environment supported by the FCoA will no longer be viable with
the registry infrastructure simplification and a new strategy will need to be implemented that
provides fast and secure access for remote users to the files and services required.

The existing teams of Application developers and Application support staff cannot be supported
within the expected head-count reduction. It is expected that the application development
component will be achieved more efficiently through an outsource in a similar manner to how it
has been done by the FCA, and a simplified application support team will be supplemented by
direct business involvement orchestrated by a newly formed “application support team”
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The retirement of the Lotus Domino environment (including mail coexistence) will provide
significant savings through both a reduction in staff and ongoing licencing costs. The significant
number of existing FCoA domino apps will need to be assessed and either retired or migrated to a
new platform such as SharePoint. This will be a high priority activity as only once all applications
have been removed will the ongoing savings be realised.

To provide support for a unified and more efficient service desk a new managed operating
environment based on Windows 10 will be deployed. Prior to this the FCA desktop standard
operating environment will be largely unchanged from its existing status, however the FCoA will
be significantly changed through the deployment of significant application and environment
changes. While the support of two different operating environments is inefficient, the stability of
the changes and increased support times in the FCoA desktop environment is the key motivation
for the new MOE deployment.

The projects that will be required to be delivered during this period will include:

. Detailed Transition Planning

. Unified Identify Management platform
. Domino App migration

. Unified Wide Area Network

. Mail Migration (Stage 1)

. Registry infrastructure simplification & File migration (Stage 1)
o Service Desk Consolidation

. Remote Access Strategy Unification

. Application Development Outsource

. pSeries Migration

. LAN and VLAN Consolidation

. Unified MOE deployment

Commercial in Confidence Page 6 of 29



-]

Beyond ::

technology

1.2 Financial year 2017/2018

Following the completion of these projects during the 2016/2017 financial year, further
environment simplification will consolidate these gains and seek to deliver further efficiencies to
enable a reduction in remaining contract staff.

The projects that will be required to be delivered during this period will include:

Mail Migration Stage 2

Registry infrastructure simplification & File migration (Stage 2)
Deploy unified application management strategy

WAN Managed Service Implementation

Consolidate Server Management Strategy

Consolidate Backup

Consolidate DR

Consolidate Datacentres

Consolidate phone and VC strategy

WiFi strategy unification
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2 Major Projects required for future state vision implementation
2.1 Financial year 2016/2017

2.1.1 Detailed Transition Planning

Step 1 - Detailed current state discovery FCoA environment
Step 2 - IT Operational Review of FCoA

Step 3 - Confirmation of initial transition plan viability

Step 4 - Project planning and initiation

2.1.1.1 Detailed Transition Planning Resourcing Estimates
Elapsed project time estimated to be: 6 weeks

Internal Team project effort: 12 person weeks (60 Work days)
User Training Requirement: Nil

External Professional Services Estimate: $150K
Infrastructure purchase: Nil

Ongoing Managed Service cost: Nil

2.1.2 Identity Management consolidation project

The existing separate Microsoft Active Directory and Novell eDirectory infrastructure will need to
be migrated onto a single unified platform. This will involve the initial coexistence of both
environments followed by a migration of the FCoA and FCC staff onto the existing FCA Active
Directory forest. It is envisaged that the first stage of coexistence will involve the enrolment of
each FCoA controlled PC and user into the single Active Directory domain while maintaining the
enrolment and consistency between this and Novel eDirectory. Once this is achieved then the
coexistence between the two email environments (exchange and Notes) can be configured.

Step 1 - IDM Coexistence
Step 2 - AD Deployment
Step 3 - Mail Coexistence

Step 4 - Support tool training and deployment

2.1.2.1 Identity Management consolidation project Resourcing Estimates
Elapsed project time estimated to be: 12 weeks

Internal Team project effort: 4 -6 person weeks (20-30 Work days)

User Training Requirement: Yes

IT operations training requirement: YES

External Professional Services Estimate: $60-90K

Licence and Infrastructure purchase: $320K (plus ongoing SA)

Ongoing Managed Service cost: Nil

2.1.2.2 Key Assumptions
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Some outages expected and requirements for internal team overtime
Assumption that all configurations can be done remotely

Assumption that Dual stack (Novel eDirectory and MS Active Directory) will not impact user
performance

Assumption that 1000 FCoA users will need to be upgraded to Microsoft Enterprise CAL and
the identified costs is using available VSA pricing that will expire July 2016

Ongoing Software assurance has not been estimated as Microsoft has not released any VSA3
pricing.

2.1.3 WAN Consolidation & Unification

A new unified WAN will be deployed that builds on the existing FCoA Optus MPLS network,
adding redundancy to major sites, additional bandwidth to collocated sites and Riverbed WAN
optimisation devices to all FCoA sites. It is expected that any un-necessary encrypted tunnels will
be removed to provide improved and simplified management.

Step 1 - New links deployed

Step 2 - VLAN and WAN Design

Step 3 - Riverbed appliances deployed

Step 4 - Security policy unification

Step 5 - Express Route deployment (If Required)

2.1.3.1 WAN Consolidation Resourcing Estimates

Elapsed project time estimated to be: 17 weeks for base deployment, plus 3 weeks for riverbed
Internal Team project effort: 4-8 person weeks (20-40 Work Days)
User Training Requirement: Nil

IT operations training requirement: YES

External Professional Services Estimate: $250K

Infrastructure purchase: $250K + additional Routers TBC

Infrastructure Maintenance: $50K + additional Routers TBC

2.1.3.2 Key Assumptions

Some outages expected and requirements for internal team overtime

Riverbed appliances deployed into 23 sites (including Macquarie Telecom and Canberra DC)

Riverbed optimisation not required into any DC other than Macquarie Telecom and Canberra

Existing Optus MPLS delivery architecture can support proposed hybrid tunnelled/direct
approach

2.1.4 Service Desk Consolidation

The existing separate service desk environments currently operate with very different strategies
and skill sets to support divergent technologies. To achieve synergies across the larger user base,
significant changes will have to be made to both the approach and skills of both teams. It is
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expected that after a period of transition, a new virtual service desk will provide a combined level
1 and level 2 service desk capability, with staff spread across the major site locations providing
desk-side and remote “follow the sun” support. Significant changes in the physical location of staff,
skills and support tools will be required to support this vision. The goal would be to achieve a
staffing to user ratio of 80:1 while maintaining an onsite support capability for sites with 40 or
more staff and maintaining appropriate service levels for sites supporting Judges. A proposed
structure and staffing levels is provided section 4.1.3

Prerequisites

a) IDM Consolidation
b) WAN Consolidation

Step 1- IT Tool consolidation

Step 2 - Initial Phase 1 Integration (Separate work teams)
Step 3 - Staff Training and work practice development

Step 4 - Second Phase Integration Virtual Team deployment
Step 5 - Geographic redistribution

2.1.4.1 Service Desk Consolidation Resourcing Estimates

Elapsed project time estimated to be: 36 weeks

Internal Team project effort: 8 person weeks excluding training (40 Work Days)
User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $40-60K

Licences and Infrastructure purchase: $30-50K

Licence subscriptions: $30K PA
2.1.4.2 Key Assumptions

Existing teams will operate relatively independently until Registry Infrastructure
simplification is completed

No major loss in resources from either team during initial phase

Completion of Heat service desk tool deployment is completed
Phone systems can be configured as required
Microsoft System Centre licences for FCoA environment have not been modelled

Recruitment and redundancy costs for the implementation of the proposed structure will need to
be calculated and included by FCA.

2.1.5 Mail Migration (Stage 1)

The existing FCoA distributed Lotus Notes email architecture will need to be decommissioned and
migrated to a Microsoft Exchange environment that can be supported in an efficient manner. It is
envisaged that after the initial setup of a co-existence environment mailboxes will be migrated
directly from the on premise Lotus Domino server into an Office365 tenancy configured in a
hybrid architecture. This project will have significant prerequisites in both the back-of-house IT
infrastructure (such as the IDM unification and Service Desk training) as well as end-user training
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and change management. It is expected that during the Stage 1 migration the FCA will maintain its
existing email services as the on premise part of the hybrid architecture.

Prerequisites

a) IDM Consolidation
b) WAN Consolidation

Step 1 - Office365 Tenancy configuration and Hybrid mode deployment via ADFS

Step 2 - Mail Coexistence

Step 3 — Mailbox Audit & As built design documentation

Step 4 - Outlook client deployment and user training

Step 5 - Mailbox migration (including client application desktop/mobile/remote migration)

Step 6 - Distributed Mail server decommissioning

2.1.5.1 Mail Migration (Stage 1) Resourcing Estimates
Elapsed project time estimated to be: 18 weeks

Internal Team project effort: 4 person weeks (20 Work Days)
User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $150-300K

Infrastructure purchase: Nil for Office365 option, or $100-$200K* for expanding on premise
infrastructure

Ongoing Managed Service cost: $30K-$95K for office365 Hybrid option depending on
requirements for archival and in-place hold, Nil for on premise solution

2.1.5.2 Key Assumptions
Some outages expected and requirements for internal team overtime

Assumption that all configurations can be done remotely
Assumption that existing mailbox sizes does not cause undue complexity in migration
Office365 costs based on VSA2 pricing

Deployment of a mixed Exchange Online Plan1l (without unlimited archival or in-place hold
capability) and Exchange Online PlanZ2 is achievable.

* Estimate for additional infrastructure for on premise exchange has not been based on accurate
data.

2.1.6 Registry infrastructure simplification & File migration (Stage 1)

The existing architecture that has led to a registry with 3 staff having a redundant server array
and SAN will need to be significantly simplified to support the required efficiency improvement.
Where possible - such as in smaller sites - the physical server will be removed and the
environment simplified to a router, switch and Riverbed appliance. In larger sites where the work
and staff numbers justifies a local fileserver they will be deployed with direct attached storage
with a backup mechanism that replicates data to the centralised Data Centre. Riverbed WAN
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optimisation appliances will be used at all sites. Where FCA and FCoA sites are collocated these
servers will be consolidated onto the same equipment during the Stage 2 part of the migration.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Remote Access Strategy Unification (Co-dependence)

Step 1 - Audit of Server and file usage and requirements & As built design documentation
Step 2 - Design Completed

Step 3 - Retirement of unjustified VM’s

Step 4 - Deployment and configuration of new architecture

Step 5 - End-user client configuration and training

Step 6 - File migration

Step 7 - Server Decommissioning

2.1.6.1 Registry infrastructure simplification & File migration (Stage 1) Resourcing
Estimates

Elapsed project time estimated to be: 19 weeks

Internal Team project effort: 4 person weeks (20 Work days)

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $25K design + $250K*

Infrastructure and Licencing purchase: $150K replacement servers, $60K plus ongoing SA

Ongoing Managed Service cost: NIL

2.1.6.2 Key Assumptions

Server and file usage Audit completed at the same time as Mail server audit
Some outages expected and requirements for internal team overtime
Assumption that all configurations can be done remotely

Assumption file server migration does not involve unexpected complexity
Cost assumed 15 new FCoA sites added to existing FCA sites

Assumption that new Windows Server and System Centre licences required for additional
sites, however hardware could be reused. Allowance for purchase of transition servers and/or
early depreciation of some servers has been included.

Ongoing Software assurance has not been estimated as Microsoft has not released any VSA3
pricing.

* Estimate for additional services for migration has not been based on accurate data.
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2.1.7 Domino App migration

The retirement of the Lotus Domino environment (including mail coexistence) will provide
significant savings through both a reduction in staff and ongoing licencing costs. The significant
number of existing FCoA domino apps will need to be assessed and either retired or migrated to a
new platform such as SharePoint. Only once all applications have been removed will the ongoing
savings be realised. Out of the approximately 500 applications, 69 are under active use. These are
split 28/28/13 complex/medium/simple.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Registry Infrastructure simplification (Stage 1)

Step 1- Application Audit and requirements analysis

Step 2- Targeted application retirement

Step 3 - Replacement Application Development

Step 4 - User training and application migration

Step 5 - Domino environment and mail coexistence retirement

This Strategy has yet to be fully developed.

2.1.7.1 Domino App Migration Resourcing Estimates

Elapsed project time estimated to be: 38 weeks

Internal Team project effort: 2-8 person weeks (10-40 Work days)

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $40k for Application audit, $350K* for migration
($1620 per day for Datacom resource)

Infrastructure purchase: $250K*

Ongoing Managed Service cost: Nil

2.1.7.2 Key Assumptions

Assumption migration does not involve unexpected complexity

Assumption that application owners can be identified

Assumption that all required applications can be retired or migrated to sharepoint

Assumption that out of 90 in use application, 50% can be retired and the average development
cost for the remaining replacement applications would be $7,500 per application.

Internal resources will be required from FCoA to provide information for Audit of existing
applications and requirements. Appropriate governance will need to be provided to ensure
applications that can be retired are identified rather than redeveloped.
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Ongoing Software assurance has not been estimated as Microsoft has not released any VSA3
pricing.

* Estimated costs for application redevelopment/migration and infrastructure purchase has
not been based on accurate data.

2.1.8 Remote Access Strategy Unification

The existing distributed Citrix environment supported by the FCoA will no longer be viable with
the registry infrastructure simplification and a new strategy will need to be implemented that
provides fast and secure access for remote users to the files and services required. This Strategy
has yet to be fully developed due to unknown requirements and technical factors within the FCoA
environment.

The existing FCA remote access strategy provides for two alternatives for users accessing the
infrastructure via the Macquarie Telecom data centre. These approaches are via Microsoft Direct
Access and Citrix published desktop. The envisage approach is for this to be copied into the
Canberra data centre to provide a replacement for the existing legacy environment and to
consider the consolidation of the environments when the data centre environment is
consolidated.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1) (Co-dependence)

Step 1- Requirements discovery FCoA
Step 2 - Technical design

Step 3 - Implementation.

2.1.8.1 Remote Access Strategy Unification Resourcing Estimates
Elapsed project time estimated to be: 12-24 weeks

Internal Team project effort: 6 person weeks (30 Work Days)

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $250K

Infrastructure purchase: $150

Software licencing Gap: RDS CALS
2.1.8.2 Key Assumptions
Assumption migration does not involve unexpected complexity

Assumption that existing distributed Citrix environment is used for the Remote Access
solution in FCoA.
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Assumption that the required services can be provided by the chosen options deployed into
the production Canberra data centre

Assumption that existing Citrix licencing can be harvested to meet the requirement.

2.1.9 Application Development Outsource

The existing teams of Application developers and Application support staff cannot be supported
within the expected head-count reduction. It is expected that the application development
component can be outsourced in a similar manner to how it has been done by the FCA, and a
simplified application support team will be supplemented by a small Application Development
team. It is assumed that the core focus of this existing application development team is the
Casetrack system and the outsource will be for this requirement.

2.1.9.1 Application Development Outsource Resourcing Estimates
Elapsed project time estimated to be: 30 weeks

Internal Team project effort: 6 person weeks (30 Work Days)

User Training Requirement: Nil

IT operations training requirement: YES

External Professional Services Estimate: $250K

Infrastructure purchase: Nil

Ongoing Managed Service cost: $700k

*estimates provided by FCA CIO

2.1.10 pSeries Migration

To support a simplified server and database management approach all server infrastructure
should be consolidated onto a unified X86 platform. Where possible Databases should be
migrated onto a SQL server environment with the more expensive Oracle platform only used for
specific applications such as Casetrack. The existing 7 Pseries p740 servers are due for lifecycle
replacement in the near term. Given the strategic intent to remove this platform from the
environment it is important that the functions that are currently undertaken across this
environment be replicated on x86 servers.

Prerequisites
a) WAN Consolidation
Step 1- Audit current environment
Step 2 - Determine x86 hardware requirements to meet existing and future expectations
Step 3 - Design future state x86 based operational environment
Step 4 - Redesign existing DR plan to support future environment
Step 5 - Purchase and commission new x86 hardware
Step 6 - Stage replacement environment and test
Step 7 - Migrate production across to new environment
NB. This Project Strategy has yet to be fully developed.

Existing Environment
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The p740 servers are dual 6 core processor machines with 4 way SMT and 256GB RAM. The
currently connect to the existing Dell SAN’s. Two are in DC1 comprising the production
environment, two in DC2 for DR, two in DC3 for applications development and less critical oracle
database workloads which are not covered by disaster recovery and one development server used
for infrastructure development activities such as testing new firmware, AIX versions, oracle
versions, etc

In addition to the pSeries servers, there are two additional dedicated servers called a Hardware
Management Console (HMC). These are similar in concept to vCenter for VMware in that they are
used to provision, modify and manage LPAR's running on the pSeries servers. One is at DC1 and
another at DC2. The HMC at DC2 manages the DC2, DC3 and development pSeries servers.

The pSeries workloads share the same SAN's as the VMware hosts which provide the application
servers for Casetrack and other systems which use the Oracle databases.

The production and DR sites are separated by a layer 3 network. The design allows for rapid
recovery by providing a duplicate infrastructure with 100% capacity to ensure public services
such as CCP are unaffected. Disaster Recovery is provided at the database level by using Oracle
DataGuard to synchronise data from the active database to the standby database. The application
servers on the VMware hosts are running and kept up to date each release/patch/etc. The
business has defined a requirement for a manual DRP. Once the decision to enact the DRP has
been made, the database switchover/failover (failover being used as a last resort) will be
performed by the DBA. The server administrator will update DNS aliases to point to the DR site.
The affected application servers, both at the DR site and the Internet gateway, will be rebooted to
ensure the connection to the DR database. At this point the services are available for testing.

Existing refresh proposal capex has been estimated at $750K

2.1.10.1 pSeries Migration Resourcing Estimates

Elapsed project time estimated to be: 26 weeks

Internal Team project effort: 16 person weeks (80 Work days)
User Training Requirement: Nil

External Professional Services Estimate: $350K
Infrastructure purchase: $200-600K

Licencing Gap: TBD

2.1.11 LAN and VLAN Consolidation

Through early retirement of old equipment and the reconfiguration of existing appropriate
switching infrastructure a consolidate LAN environment will be deployed with required security
separation achieved by VLANSs. Support for future WiFi and IPTel requirements will be considered
in the planning phase of this project.

Prerequisites
a) WAN Consolidation
Step 1 - Architecture audit and design
Step 2 - Equipment and services GTM
Step 3 - Deployment
2.1.11.1 LAN and VLAN Consolidation Resourcing Estimates
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Elapsed project time estimated to be: 18 weeks

Internal Team project effort: 6 person weeks (30 work days)
User Training Requirement: Nil

IT operations training requirement: TBD

External Professional Services Estimate: $95 -$135K
Infrastructure purchase: $250K replacement switching

Ongoing Managed Service cost: $30-50K equipment maintenance

2.1.11.2 Key Assumptions

Cost assumption based around 35 new 48 port POE switches and 12 new 24 port switches based
around access requirements of approximately 1 port per employee.

Additional Layer 3 licences for 9 small sites and 9 medium sites and additional 14 core switches
for 7 larger sites have been costed separately

2.1.12 Unified MOE deployment

To provide support for a unified and more efficient service desk a new managed operating
environment based on Windows 10 will be deployed. Prior to this the FCA desktop standard
operating environment will be largely unchanged from its existing status, however the FCoA will
be significantly changed through the deployment of significant application and environment
changes. While the support of two different operating environments is inefficient, the stability of
the changes and increased support times in the FCoA desktop environment is the key motivation
for the new MOE deployment. The unified environment should be able to meet the specific
demands of all court users and seek to leverage the management tools available to provide a
flexible, stable and efficient environment. It is expected that consideration for a user self-support
model and technics will be included in the design.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1)
g) Remote Access Strategy Unification

h) Domino App migration

Step 1 - Requirements Audit

Step 2 - Application unification roadmap development
Step 3 - Support tool deployment

Step 4 - MOE Build and testing

Step 5 - User and Service Desk training

Step 6 - MOE Deployment

2.1.12.1 Unified MOE deployment Resourcing Estimates
Elapsed project time estimated to be: 18 weeks

Internal Team project effort: 18 person weeks (90 work days)
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User Training Requirement: YES

IT operations training requirement: YES
External Professional Services Estimate: $250K
Infrastructure purchase: Nil

Ongoing Managed Service cost: Nil

2.2 Financial year 2017/2018
2.2.1 Mail Migration Stage 2

The existing FCA email environment is run on an in-house exchange environment and a
Commvault archive solution. The stage 1 migration will move this into a hybrid status and the
stage 2 migration will seek to consolidate this onto the single Office365 tenancy.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1)
g) Remote Access Strategy Unification

Step 1 - Mailbox Audit and migration planning
Step 2 - Mailbox migration (including client application desktop/mobile/remote migration)

Step 3 - Hybrid Mail server decommissioning

2.2.2 Registry infrastructure simplification & File migration (Stage 2)

The stage 1 of the registry infrastructure migration will achieve a simplified environment in all
registries, however the existing FCA server environment for collocated sites will remain separate.
The Second stage project is to unify these remaining separate servers to a single FCA/FCoA
instance

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1)
g) Remote Access Strategy Unification

Step 1 - File server Audit and migration planning
Step 2 - File migration (including client configuration)

Step 3 -Server decommissioning
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2.2.3

WAN Managed Service Implementation

Prerequisites

a)

WAN consolidation

Step 1- This Project Strategy has yet to be fully developed.

2.24

Consolidate Server Management Strategy

Prerequisites

a)
b)
<)
d)
e)
f)

g)
h)

Registry infrastructure simplification
Domino Application Migration

Mail Migration

Remote Access Strategy Unification
Unified Application Management Strategy
Consolidate Back up (Co-dependence)
Consolidate DR (Co-dependence)
Consolidate Data Centre (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.

2.2.5

Consolidate Backup

Prerequisites

a)
b)
c)
d)
e)
f)

g)
h)

Registry infrastructure simplification

Domino Application Migration

Mail Migration

Remote Access Strategy Unification

Unified Application Management Strategy

Consolidate Server Management Strategy (Co-dependence)
Consolidate DR (Co-dependence)

Consolidate Data Centre (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.

2.2.6

Consolidate DR

Prerequisites

a)
b)
c)
d)
e)
f)

g)
h)

Registry infrastructure simplification

Domino Application Migration

Mail Migration

Remote Access Strategy Unification

Unified Application Management Strategy

Consolidate Back up (Co-dependence)

Consolidate Server Management Strategy (Co-dependence)
Consolidate Data Centre (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.

2.2.7

Consolidate Data Centre

Prerequisites

a)
b)
c)
d)

Registry infrastructure simplification
Domino Application Migration

Mail Migration

Remote Access Strategy Unification

Commercial in Confidence
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e) Unified Application Management Strategy

f) Consolidate Back up (Co-dependence)

g) Consolidate Server Management Strategy (Co-dependence)
h) Consolidate DR (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.
2.2.8 Consolidate phone and VC strategy
Prerequisites

a) WAN Consolidation
b) LAN consolidation
c) IDM Consolidation

Step 1- This Project Strategy has yet to be fully developed.
2.2.9 WiFi strategy unification

Prerequisites

a) WAN Consolidation
b) LAN consolidation
c) IDM Consolidation

Step 1- This Project Strategy has yet to be fully developed.
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3 FY 2016/2017 Planning Summary

Project Planner FY 16-17
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4 Major Project Stages — Outcome Analysis (Benefits and Costs)

. Ongoin . . Headcount
Project = . 2 Service benefits .
PA Savings Reduction
Detailed Transition S S
Planning 150,000 - N/A
Identity Management S S > Machines can be controlled
Consolidation 395,000 - remotely via SCCM N/A
$ $
WAN Consolidation 550,000 417,000 > Better connectivity
Service Desk S S >Improves End-User Novell Service
Consolidation 120,000 - experience desk
> Improvement in end-user
experience
S S >Less costs of providing help- 1 Lotus Notes
Mail Migration(Stage 1) 437,500 - desk support admin
> Improvement in end-user
Registry Infrastructure experience
Simplification & File S S >Less costs of providing help-
Migration 485,000 - desk support
> Faster and Secure access to
Remote Access Strategy S S remote users to files and
Unification 400,000 10,630 services
Application Development S S 4 Contracted
Outsourcing 950,000 440,000 Employees
. ¢ > Improvement in end-user
Domino Apps Migration experience
640,000 345,283 >Less costs of providing help- 1 Lotus Notes
desk support admin
P Series Migration > > :ilt:izlcﬂsess;nfr?)srirs;:nlet;xit 1 Pseries
8 750,000 240,000 ; uppOTt COMPIEXIY, A dministrator
>increases infra agility
s s s it
Consolidation 405,000 - . pport complextty,
>increases infra agility
S S >Simplifies Training,
Unified MOE Deployment >Reduces support complexity,
250,000 - . .
>increases agility
$ $
TOTAL 5,532,500 1,452,913

Table 1 Project Costing & Benefit Summary 2016/2017

Costs yet to be included in this summary table include:

a) Assetright offs
b) Staff onboarding and offboarding costs
c) Training and change management
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4.1 FY cost and org structure plans

4.1.1 Commencement 2016 (Existing Organisational Structures)

Total combined Staff 85 (including 2 vacant and 13 contractors)

Total Combined budget: $8.6mil

Paul Stacs
Alg Chief Information
Officer
Sitita Hamiltan
—— Exec. Support
APS LEVEL B2
L 1
I - David McC K
Fabjanowskl Leo McCann Ben Ellis Anna Maler Business Systom Greg K"-‘
Business System Manager Business
Alg Manages, IT Project Manager Technical Records Manager Neil Bratt Analyst Manage: o
Infrastructure Contract Architect EL1 Ay Applications EL1 Alg EL1
ELZ EL1AWA Manager EL2 I 9
I 1 Darren Walkins m - —
Robert Southwell | | Himmat Sandhu I ey Business System are Williams
. Stuart Anderson
Helpdesk M Project Manager ! VACANT Analyst Adelalde ESDO
D::mc;‘r““ Contract Alg Assistant Senior Systems gg APSE : Adiaide
;pphmcénlsz Analyst EL1 _ Alg APSE
L_andeer e | Sindy Williams. )
RGTATT Katie sp’"“r marl Hife 1 VACANT Senad Tuco Business System Ron Jarrett
g:‘;'”"[:;:m“\ Sne Helpdesk 5";‘;?3‘:"“" Maja Tucs Seniar Agplications || Senior Apshcations Mrs"‘;‘éﬁ:ﬂ"“ BSDO
cer (Sycney) . - Developer EL1 Ceveloper EL1 Brisbane
Analyst A'g APSE Snr Database pe
P e,.mlm EL1 N ¥ . : T AFS 6
AT e FOTaRa b i Vincent Han Shalinl Wijerame Hung Nguyen Fobart Swale R r—
System Suppart Ramirsz 3"‘;?‘:2‘”_""" Snr Network Applications Test | || Senior Apglications B";;‘";,’:‘ i’;’g"‘ Wayne Sharp
o) | [t o | Ersmer | | | el Tarse | | Soerercovan| | 2 e
—— — L ul x| 1
Patrick Carin | | Stephanie Ray | | oo s | | [ Crenes Uang lan McKenzie || Stephen Supple aneas Sy —
System Support Cadet ';i"gh:zf“ Nﬂ#g”‘ f‘-"gt""ﬁef Senior Applications || Senior Apslications “'i;"ﬁls::‘;:‘:"‘ e :w "
X ! ontra Developer Contract || Ceve Contragt aly uknvin Aaur
{Sydney contract) Alg APSE Servecs APSH fope ol Alg APS § ESDO
— L - : — — APS5
Steven Chater
5::1‘::;:;:?! Daniel Nicholas Tech Support Snr Lotus Notes San::"c.nm' ;:; Richardson | T
Friat | | Hetpdesk Anatyst Engineer = Administrater Developer Contract| | Developer Contract | Behwsbiteh
Aig APSS Sees APEG ELL ;::';;:: Gharakhan BSO0
P Fraart Brown T2 Aig APSE APSS
Daniel Sancher | | sne Tach Suppont Lotus Notes
Helpdesk Analyst Engineer- Deskiop| Administrator
Contract EL1 APSE
Kieren Hearne Brian Davis
Tech Support Tech Support
Engineer- Desktop| Servers Contract
APSE
Grant Robinson Bryson
Tech Support Tech Suppart
Mebie]  |Engineer-Desktop)
APSE 222

Figure 2 Current ICTSD Organisational chart for Family Court
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CHIEF INFORMATION OFFICER

Craig Reilly

VCF PROJECT RECORDS & ARCHIVES MANACER || et SERVICE DELIVERY T OPERATIONS e
MANAGER PROJECT MANAGER s Derek Matthews MANAGER MANAGER i
Mathan Pring Lyn Nasir David Deacon David Kellahan Judy Taylor
CHANGE & RELEASE APPLICATION BUSINESS
RECORDS OFFICER | [~ MANAGER SERVICE SYSTEMS APPLICATIONS
Rosita Oliver Sinead Reilly (p/t) DESK SUPPORT o SPECIALIST DEVELOPMENT
Peter Drewitt (NSW) Amrat Shudia OFFICER
Ken Parkin (Wa) Andrew Gilbert
Mare Stephen [VIC) Tina Bowdlis
ENTERPRISE Satomi Turkovic (NSW) SHAREPOINT
l—  ARCHITECTURE Franz Cruz (OLD] - DEVELCPER
Matt Shorreck Niki O'Cannar (WA) Darryl Francis BSYSTEMS
Joseph Skewes (34) DEVELOPMENT
| SUPPORT ANALYST
Jacinta Connery
NETWORK
ADI TOR
‘Graham Brown
—  Brian Camphbell TEST AMALYST
Pawel Mazur Pifo Helt
Michael Peebles
Bobby laric

TECHNICAL ANALYST

Mark Bryant
Figure 3 Current IT Organisational chart for Federal Court of Australia
4.1.2 Commencement2016/2017 (Phase 1)
Total combined Staff 85 (including 2 vacant and 13 contractors)
Total Combined budget: $TBD
—T T ]
- Staff -4 Staff=a4 Staff=3
Lyn Masir, Records & Archivas IT Sacurity Manager [Vacant|
a Nmeant) Tina Bowill, 84 Dev OF Recards NNTT
Analyst Bt
Wark Bryant, Tech Analyst
Lea MeCann, Project Mansger
Himenat Samdhu, Progect
Duvld MeCarmach, Busimess Sys Amalyst Mgr Ban Ui, Tash Architess.
Paud $tace, Manager IT infrastructure et et A A Darren Watkins, Bussiness Sys Anabyst {ADL)
_— - i n-nmdlmmw B wm-ua.mw_myu
RebarsScuthwst Holpdak | | | aer bing, s Toch Sup Sl o T ek ey
oS ot et s | i
| Lo ] | [ | | i rng i, M B 5 Do
e e St e L L
Stephanie Ay CMP‘IGIII‘ mlﬁ‘g |Contracto) Mﬂmﬂ%ﬂ
Beinn Davis, Tech Supn Servers (Contractor|

Mmmrﬁﬂu-ﬂ:’hﬂp

tay Bryzan, Tech Supp Engg - Deskiop
Grank Tach Supp Engs - Mabila
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L SN

4.1.3 Duration 2016/2017 (Phase 2)

Combined Organisational Structure (estimated January 1st 2017)
Total combined Staff 66

Total Combined budget: $TBD

r T T ™ T T T 1
Service Desk FCa FCoa Records Others
David Deacon, Service David Kellahan, Caminik Fabjanawski, David McCormack, Manager toeil Brett, Manager Manager (NEW} 4
Manager Manager staff=7 staff = 11 Stafted
staff= 6 Staff = 11
Sinchy Wil Business Sys Arakyt Burords FLod Nathar Prieg, VCF Project IT Security Manager (vacant)
{MEL Judy Taylor, Businass Applcations FRacords FCA Miragar
Rkt Swale, Busi 5 iy BA Dav Off Sirsrad Redly. Change &
Pater Hine, Ser Tach Supp Eng - Senvrs ws0} Tina Bodtic, BA Dy 04 Racards NNTT Lag McCare, Project Raloasa Managar (F/T)

Fay Barilaro, Snr Tech Supe Eng- Servers
Kesaing Muss, Tach Supp Eng - Senvers
Stawen Chater, -Senw

aystine Do Supe
i5, Shaneesint Davel L
Fifls Ha, Test Aniyst
Halease Managar (Vicant|

luper

Ilark Bryart, Tach Analyst

Mare Wilkan, BSOO (ALK |
Fion Jarret, BSDO [ERS|
Waiyne Sharp, 0500 MEL|
Sukhuindar Kaur, BED0
Bahestoh Gharskhan, B0

Mia Tuo, Snr 08 Adwin
Wiecant Han, Snr Betwerk Eng
Charles Liang, Matwork Eng [Cortractor
Ban Scaray, Snt Lotus Notes Adein
Thi Zhas, Lotue: Koses: Adein
Brlan Davis, Tach Supp Servars
{Contractar]

Graham Brawn, Matwerk Admin
Brian Camphel, Network Admin
. Neswark Admin
Michaal Pocslas, Netwark Admin
Bobby Jaric, Network Admin

Figure 4 Initial draft of January 2017 organisational structure

Estimated Redundancy Costs: $TBD
Total capital write offs: $TBD
Estimated Staff Cost Savings: $TBD

Estimated depreciation savings: $TBD

Manager |Contractor|
Prajoct Ban Eili,

Manager |Contractor| Firanca Admi (KEW|
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4.1.4 During 2017/2018 (Phase 3)
Total combined Staff of 58
Total Combined budget: $TBD

I RN
; = oo S
THD, Mamager DavelMeConmack Mo
Staff - 10 el
Siady Wilkams, Busioess 3ys Anadrst (MEL)
Robeet Swale. Butbress Sy Anshyet (MSDH
Sar Tach fupp Tng. Infrastructurs A Budia, Ao Sy Spaciala)
y:lbd;:;n:wll'm Pifu bok, Test Analrst
ech - Infrastnactus ek e
l-uhw(::-m st g i)
St
Beian Carmpioell, Systom Admia
Famd Mara, Syitem Admin

Figure 5 Initial Draft of January 2018 organisational structure

Estimated Redundancy Costs: $TBD
Total capital write offs: $TBD
Estimated Staff Cost Savings: $TBD

Estimated depreciation savings: $TBD
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5 Technical Architecture diagrams
5.1 WAN Architecture
5.1.1 Current State FCA WAN

Documentation of the current FCA WAN environment is currently not available and will be
significantly changed both prior and during the WAN consolidation project.

5.1.2 Current State FCoA WAN

i .
Mb

10
106k TaAME T 200 Mb 30 Mo

50 Mb

10Gh 106k 106b

12 Mb

Figure 6 FCoA current WAN diagram (The accuracy of this diagram is currently in question)

5.1.3 Future State Unified WAN
(Diagram TBD)
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5.2 Registry Architecture

5.2.1 Current State FCoA Registry Infrastructure

50 Mbps, MPLS connection

via IPSEC Tunnelling over FlexVPN
10 Mbps, MPLS connection 30 Mbps, MPLS connection

Relter Cisco3925

Cisco CAS00X-JSFP Cisco CA500X-325FP
10 GB Switch 10 GB Switch

Cisco 1B Floor Switch

[[E=======0] APSUPS R Yy
) g & o
APS UPS Sy ¢
Dell PowerEdge R620 Dell PowerEdge R62 X
2*CPU, 128GB RAM 2* , 128GB
CPU, 128GB RAM Dell PowerEdge R620 Dell PowerEdge R620
2*CPU, 128GB RAM 2*CPU, 128GB RAM

Dell PowefEdge R420
1*Cpu, 128GB RAM,
4* 600[GB HDD

Dell MD3620F
5* 900 GB HDD

i U“”UL T

|

Application Servers

OES Server 3 OES Server
o
ZCM Satellite Server &) zom satelitte server s
WDS Server WDS Server 20V Satelite o
Senate Estimates Relay Server Senate Estimates Relay Server W?JSES:E erver
rver
Domino Serve
Citrie SEN;’r T Senate Estimates Relay Server
Domino Server
Citrix Server
Small Registry Medium Registey Large Registn
Large Registry

Figure 7 FCoA Registry Infrastructure example architecture

5.2.2 Current State FCA Registry Infrastructure

Documentation of the current FCA registry Infrastructure environment is currently not available,
however should be documented during the planning phase of the project. When completed this
documentation would be an important reference point in the reading of this document.
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5.2.3 Future State Unified Registry Infrastructure

10 Mbps

Router Cisco3925

. \
’_ Cisdo Core 10GB Switch
TI5To Core T0GB SWite!

W o

Cisco 1GB Floor Switch

Dell PowerEdge R620 Dell PowerEdge R620
2*CPU, 128GB RAM 2*CPU, 128GB RAM

Cisco 2960 1Gb Switch Dell PowerEdge R420

1*Cpu, 128GB RAM,
Riverbed Services 4* 600GB HDD

SCCM Branch Distribution Point
Domain Authentication point

SCCM Branch Distribution Point

Domain Authentication point File & Print Server and AV definition
Print Server and AV definition distribution SCCM Branch Distribution Point SCCM Branch Distribution Point distribution
Domain Authentication point Domain Authentication point
File & Print Server and AV definition File & Print Server and AV definition
distribution distribution

Small Registry
Medium Registry Large Registry

Figure 8 Draft registry architecture

5.3 Datacentre Architecture

Prior to the planning of the Datacentre consolidation the current state should be documented.
This documentation is currently not available for review.
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Sitita Hamilton, Exec
Support

Service Desk
Staff = 19

|
Infrastructure

Solutions
Staff = 22

David Deacon, Service Delivery
Manager

Peter Drewitt (NSW)
Ken Parkin (WA)
Marc Stephen (VIC)
Satomi Turkovic (NSW)
Franz Cruz (QLD)
Niki O'Connor (WA)
Joesph Skewes (SA)

Dominik Eabi i

Fabj; g

Robert Southwell, Helpdesk
Manager (Contractor)

Roland Andronicos (SYD)
Ash Plummer (MEL)
L Patrick Carini (SYD, Contractor)
Basil Stevens (BRIS, Contractor)
Katie Spencer
Fernando Ramirez
Stephanie Ray
Daniel Nicholas
Daniel Sanchez (Contractor)

David Kellahan, IT Operations Manager

Graham Brown, Network Admin
Brian Campbell, Network Admin
Pawel Mazur, Network Admin
Michael Peebles, Network Admin
Bobby Jaric, Network Admin

|
Application
Development

Staff = 15

Amrat Bhudia, App Sys Specialist
Darryl Francis, Sharepoint Developer
Pifo Holt, Test Analyst

Release Manager (Vacant)

Paul Stace, Manager IT Infrastructure
Hiro Hathiramani, TSG Team Leader

Peter Hine, Snr Tech Supp Eng - Servers
Ray Barilaro, Snr Tech Supp Eng- Servers
Kostino Moss, Tech Supp Eng - Servers
Steven Chater, Tech Supp Eng - Servers

Maja Tuco, Snr DB Admin
Vincent Han, Snr Network Eng
Charles Liang, Network Engg (Contractor)
Ben Storey, Snt Lotus Notes Admin
Zhi Zhao, Lotus Notes Admin

Brian Davis, Tech Supp Servers (Contractor)

Stuart Brown, Snr Tech Supp - Desktop
Kieren Hearne, Tech Supp Engg - Desktop
Jay Bryson, Tech Supp Engg - Desktop
Grant Robinson, Tech Supp Engg - Mobile

Neil Brett, A/g App Mgr

Stuart Anderson, A/g Asst App Manager
Senior App Dev (Vacant)
Shalini Wijeratne, App Test Analyst
lan McKenzie, Snr App Dev (Contractor)
Pat Canny, Snr App Dev (Contractor)
Snr Sys Analyst (Vacant)
Senad Tuco, Snr App Dev
Hung Nguyen, Snr App Dev (Contractor)
Stephen Supple, Snr App Dev (Contractor)
Peter Richardson, Snr App Dev (Contractor)

Figure 1 Federal Court of Australia - Combined Organisational Chart July 2016

1
Application
Support

Staff =17

Judy Taylor, Business Applications
Manager

Andrew Gilbert, BA Dev Off
Tina Boudlis, BA Dev Off
Jacinta Connery, eSystems Dev Supp
Analyst
Mark Bryant, Tech Analyst

David McCormack, Business Sys Analyst Mgr

Darren Watkins, Bussiness Sys Analyst (ADL)

l— Sindy Williams, Business Sys Analyst (MEL)

Robert Swale, Business Sys Anlayst (NSO)
Ruby Taylor, Business Sys Analyst (SYD)

Albert Chen, BSA (SYD)

Records
Staff = 4

Lyn Nasir, Records & Archives
Project Manager

Merrigan,
Records NNTT
Rosita Oliver, Records Officer

Greg Kift, Mgr Bussiness Sys Dev

Marc Williams, BSDO (ADL)

— Ron Jarrett, BSDO (BRIS)

Wayne Sharp, BSDO (MEL)
Sukhvinder Kaur, BSDO
Behesteh Gharakhan, BSDO

L— Anne Meier, Records Manager

PMO
Staff =4

|___ Nathan Pring, VCF Project
Manager

Leo McCann, Project Manager

(Contractor)
Himmat Sandhu, Project
Manager (Contractor)

Others
Staff =3

IT Security Manager (Vacant)

|— Sinead Reilly, Change & Release
Manager (P/T)

Ben Ellis, Tech Architect




|
Service Desk

David Deacon, Service
Delivery Manager

Staff = 19

North Team

1* Paramatta

2 * Lionel Bowen
3 * Queens Square
1 * Newcastle

1 * Canberra

2 * Brisbane

Infrastru(l:ture FCA
David Kellahan,
Manager
Staff =6

|
Infrastructure FCoA

Dominik Fabjanowski,
Manager

Staff =11

South Team

2 * Adelaide
— 1 * Hobart

3 * Melbourne

2 * Perth

Peter Hine, Snr Tech Supp Eng - Servers
Ray Barilaro, Snr Tech Supp Eng- Servers
Kostino Moss, Tech Supp Eng - Servers
Steven Chater, Tech Supp Eng - Servers

Maja Tuco, Snr DB Admin
Vincent Han, Snr Network Eng
Charles Liang, Network Eng (Contractor)
Ben Storey, Snt Lotus Notes Admin
Zhi Zhao, Lotus Notes Admin
Brian Davis, Tech Supp Servers
(Contractor)

Application Development
David McCormack, Manager
Staff=7

Application Support
Neil Brett, Manager
Staff =11

Graham Brown, Network Admin
Brian Campbell, Network Admin
Pawel Mazur, Network Admin

Michael Peebles, Network Admin
Bobby Jaric, Network Admin

Figure 1Federal Court of Australia - Combined Organisational Chart Jan 2017

Sindy Williams, Business Sys Analyst
(MEL)
Robert Swale, Business Sys Analyst

Amrat Bhudia, App Sys Specialist
Darryl Francis, Sharepoint Developer
Pifo Holt, Test Analyst

Release Manager (Vacant)

Judy Taylor, Business Applications
Andrew Gilbert, BA Dev Off
Tina Boudlis, BA Dev Off
Jacinta Connery, eSystems Dev Supp
Analyst
Mark Bryant, Tech Analyst

Marc Williams, BSDO (ADL)
Ron Jarrett, BSDO (BRIS)
Wayne Sharp, BSDO (MEL)
Sukhvinder Kaur, BSDO
Behesteh Gharakhan, BSDO

|
Records

Manager (NEW)

Staff =4

PMO
Others
Paul Stace, Manager
Staff =4

Staff =4

Records FCoA
Records FCA
Records NNTT

Nathan Pring, VCF Project IT Security Manager (Vacant)

Manager

Leo McCann, Project
Manager (Contractor)
Himmat Sandhu, Project
Manager (Contractor)

Sinead Reilly, Change &
Release Manager (P/T)

Ben Ellis, Tech Architect
Finance Admin (NEW)




Service Desk

David Deacon, Service Delivery:
Manager

Staff =19

North Team

1 * Paramatta

2 * Lionel Bowen
3 * Queens Square
1 * Newcastle

1 * Canberra

2 * Brisbane

Infrastructure
TBD, Manager
Staff = 10

South Team

2 * Adelaide
— 1 * Hobart

3 * Melbourne

2 * Perth

Snr Tech Supp Eng - Infrastructure
Snr Tech Supp Eng- Infrastructure
Tech Supp Eng - Infrastructure
Tech Supp Eng - Infrastructure
Graham Brown, System Admin
Brian Campbell, System Admin
Pawel Mazur, System Admin
Michael Peebles, Network Admin
Bobby Jaric, System Admin

|
Application Development
David McCormack, Manager
Staff =6

|
Application Support
Neil Brett, Manager
Staff = 11

Sindy Williams, Business Sys Analyst (MEL)
Robert Swale, Business Sys Analyst (NSO)

Amrat Bhudia, App Sys Specialist
Pifo Holt, Test Analyst

Release Manager (Vacant)

Figure 1Federal Court of Australia - Combined Organisational Chart Jan 2017

Judy Taylor, Business Applications
Andrew Gilbert, BA Dev Off
Tina Boudlis, BA Dev Off

Jacinta Connery, eSystems Dev Supp Analyst

Mark Bryant, Tech Analyst

Marc Williams, BSDO (ADL)
Ron Jarrett, BSDO (BRIS)
Wayne Sharp, BSDO (MEL)
Sukhvinder Kaur, BSDO
Behesteh Gharakhan, BSDO

Records PMO
Others
Manager (NEW) Paul Stace, Manager "
Staff =4 Staff = 4 staff =4
Records FCoA Nathan Pring, VCF Project IT Security Manager (Vacant)
Records FCA Manager
Sinead Reilly, Change & Release
Records NNTT Leo McCann, Project Manager Maynager (i/T)
(Contractor)

Ben Ellis, Tech Architect
Finance Admin (NEW)

Himmat Sandhu, Project
Manager (Contractor)
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COURT REFORM PROIJECT

CORPORATE SERVICES CONSOLIDATION (IT)

Client Release November 2016

Abstract

The court reform process is seeking to consolidate the corporate services of the Family Court
of Australia, Federal Court of Australia, NNTT and the Federal Circuit Court of Australia. This
project is considering the strategy for the consolidation of the IT services and unification of

the technical architecture.
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1 Unified Future State Vision

1.1 Financial year 2016/2017

The key outcomes required to be achieved by the closure of the 2016/2017 financial year will be
the simplification of the combined court environment required to achieve efficiency
improvements and synergies to facilitate the envisaged reduction in the cost of delivery.

The existing separate Microsoft Active Directory and Novell eDirectory infrastructure will need to
be migrated onto a single unified platform. This will involve the initial coexistence of both
environments followed by a migration of the FCoA and FCC staff onto the existing FCA Active
Directory forest.

A new unified WAN will be deployed that builds on the existing FCoA Optus MPLS network,
adding redundancy to major sites, additional bandwidth to collocated sites and Riverbed WAN
optimisation devices to all FCoA sites.

Divergent infrastructure and architectures are currently deployed across court sites and separate
infrastructure is managed in collocated sites. Through early retirement of old equipment and the
reconfiguration of existing appropriate switching infrastructure a consolidate LAN environment
will be deployed with required security separation achieved by VLANS.

The existing separate service desk environments currently operate with very different strategies
and skill sets support divergent technologies. To achieve synergies across the larger user base
significant changes will have to be achieved in both the approach and skills of both teams. It is
expected that after a period of transition that a new virtual service desk will provide a combined
level 1 and level 2 service desk capability with staff spread across the major site locations
providing desk-side and remote follow the sun support.

The existing FCoA distributed Lotus Notes email architecture will need to be decommissioned and
migrated to a Microsoft Exchange environment that can be supported in an efficient manner. It is
envisaged that after the initial setup of a co-existence environment mailboxes will be migrated
directly from the on premise Lotus Domino server into an Office365 tenancy configured in a
hybrid architecture. (cost modelling yet to confirm this compared to a single on premise exchange
environment)

The existing architecture that has led to a registry with 3 staff having a redundant server array
and SAN will need to be significantly simplified to support the required efficiency improvement.
Where possible - such as in smaller sites - the physical server will be removed and the
environment simplified to a router, switch and Riverbed appliance. In larger sites where the work
and staff numbers justifies a local fileserver they will be deployed with direct attached storage
with a backup mechanism that replicates data to the centralised Data Centre. To support a
simplified server and database management approach all server infrastructure should be
consolidated onto a unified X86 platform. Where possible Databases should be migrated onto a
SQL server environment with the more expensive Oracle platform only used for specific
applications such as Casetrack

The existing distributed Citrix environment supported by the FCoA will no longer be viable with
the registry infrastructure simplification and a new strategy will need to be implemented that
provides fast and secure access for remote users to the files and services required.

The existing teams of Application developers and Application support staff cannot be supported
within the expected head-count reduction. It is expected that the application development
component will be achieved more efficiently through an outsource in a similar manner to how it
has been done by the FCA, and a simplified application support team will be supplemented by
direct business involvement orchestrated by a newly formed “application support team”

Commercial in Confidence Page 5 of 29



4

Beyond ::

technology Prepared for: Federal Court of Australia

The retirement of the Lotus Domino environment (including mail coexistence) will provide
significant savings through both a reduction in staff and ongoing licencing costs. The significant
number of existing FCoA domino apps will need to be assessed and either retired or migrated to a
new platform such as SharePoint. This will be a high priority activity as only once all applications
have been removed will the ongoing savings be realised.

To provide support for a unified and more efficient service desk a new managed operating
environment based on Windows 10 will be deployed. Prior to this the FCA desktop standard
operating environment will be largely unchanged from its existing status, however the FCoA will
be significantly changed through the deployment of significant application and environment
changes. While the support of two different operating environments is inefficient, the stability of
the changes and increased support times in the FCoA desktop environment is the key motivation
for the new MOE deployment.

The projects that will be required to be delivered during this period will include:

. Detailed Transition Planning

. Unified Identify Management platform
. Domino App migration

. Unified Wide Area Network

. Mail Migration (Stage 1)

. Registry infrastructure simplification & File migration (Stage 1)
. Service Desk Consolidation

. Remote Access Strategy Unification

. Application Development Outsource

. pSeries Migration

. LAN and VLAN Consolidation

. Unified MOE deployment

Commercial in Confidence Page 6 of 29
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1.2 Financial year 2017/2018

Following the completion of these projects during the 2016/2017 financial year, further
environment simplification will consolidate these gains and seek to deliver further efficiencies to
enable a reduction in remaining contract staff.

The projects that will be required to be delivered during this period will include:

. Mail Migration Stage 2

° Registry infrastructure simplification & File migration (Stage 2)
. Deploy unified application management strategy

. WAN Managed Service Implementation

. Consolidate Server Management Strategy

. Consolidate Backup

. Consolidate DR

. Consolidate Datacentres

. Consolidate phone and VC strategy

. WiFi strategy unification

Commercial in Confidence Page 7 of 29



4

Beyond ::

technology Prepared for: Federal Court of Australia

2 Major Projects required for future state vision implementation
2.1 Financial year 2016/2017

2.1.1 Detailed Transition Planning

Step 1 - Detailed current state discovery FCoA environment
Step 2 - IT Operational Review of FCoA

Step 3 - Confirmation of initial transition plan viability

Step 4 - Project planning and initiation

2.1.1.1 Detailed Transition Planning Resourcing Estimates
Elapsed project time estimated to be: 6 weeks

Internal Team project effort: 12 person weeks (60 Work days)
User Training Requirement: Nil

External Professional Services Estimate: $150K
Infrastructure purchase: Nil

Ongoing Managed Service cost: Nil

2.1.2 Identity Management consolidation project

The existing separate Microsoft Active Directory and Novell eDirectory infrastructure will need to
be migrated onto a single unified platform. This will involve the initial coexistence of both
environments followed by a migration of the FCoA and FCC staff onto the existing FCA Active
Directory forest. It is envisaged that the first stage of coexistence will involve the enrolment of
each FCoA controlled PC and user into the single Active Directory domain while maintaining the
enrolment and consistency between this and Novel eDirectory. Once this is achieved then the
coexistence between the two email environments (exchange and Notes) can be configured.

Step 1 - IDM Coexistence

Step 2 - AD Deployment

Step 3 - Mail Coexistence

Step 4 - Support tool training and deployment

2.1.2.1 Identity Management consolidation project Resourcing Estimates
Elapsed project time estimated to be: 12 weeks

Internal Team project effort: 4 -6 person weeks (20-30 Work days)

User Training Requirement: Yes

IT operations training requirement: YES

External Professional Services Estimate: $60-90K

Licence and Infrastructure purchase: $320K (plus ongoing SA)

Ongoing Managed Service cost: Nil

Commercial in Confidence Page 8 of 29
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2.1.2.2 Key Assumptions
Some outages expected and requirements for internal team overtime
Assumption that all configurations can be done remotely

Assumption that Dual stack (Novel eDirectory and MS Active Directory) will not impact user
performance

Assumption that 1000 FCoA users will need to be upgraded to Microsoft Enterprise CAL and
the identified costs is using available VSA pricing that will expire July 2016

Ongoing Software assurance has not been estimated as Microsoft has not released any VSA3
pricing.

2.1.3 WAN Consolidation & Unification

A new unified WAN will be deployed that builds on the existing FCoA Optus MPLS network,
adding redundancy to major sites, additional bandwidth to collocated sites and Riverbed WAN
optimisation devices to all FCoA sites. It is expected that any un-necessary encrypted tunnels will
be removed to provide improved and simplified management.

Step 1 - New links deployed

Step 2 - VLAN and WAN Design

Step 3 - Riverbed appliances deployed

Step 4 - Security policy unification

Step 5 - Express Route deployment (If Required)

2.1.3.1 WAN Consolidation Resourcing Estimates

Elapsed project time estimated to be: 17 weeks for base deployment, plus 3 weeks for riverbed
Internal Team project effort: 4-8 person weeks (20-40 Work Days)
User Training Requirement: Nil

IT operations training requirement: YES

External Professional Services Estimate: $250K

Infrastructure purchase: $250K + additional Routers TBC

Infrastructure Maintenance: $50K + additional Routers TBC

2.1.3.2 Key Assumptions

Some outages expected and requirements for internal team overtime

Riverbed appliances deployed into 23 sites (including Macquarie Telecom and Canberra DC)

Riverbed optimisation not required into any DC other than Macquarie Telecom and Canberra

Existing Optus MPLS delivery architecture can support proposed hybrid tunnelled/direct
approach

Commercial in Confidence Page 9 of 29
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2.1.4 Service Desk Consolidation

The existing separate service desk environments currently operate with very different strategies
and skill sets to support divergent technologies. To achieve synergies across the larger user base,
significant changes will have to be made to both the approach and skills of both teams. It is
expected that after a period of transition, a new virtual service desk will provide a combined level
1 and level 2 service desk capability, with staff spread across the major site locations providing
desk-side and remote “follow the sun” support. Significant changes in the physical location of staff,
skills and support tools will be required to support this vision. The goal would be to achieve a
staffing to user ratio of 80:1 while maintaining an onsite support capability for sites with 40 or
more staff and maintaining appropriate service levels for sites supporting Judges. A proposed
structure and staffing levels is provided section 4.1.3

Prerequisites

a) IDM Consolidation
b) WAN Consolidation

Step 1- IT Tool consolidation

Step 2 - Initial Phase 1 Integration (Separate work teams)
Step 3 - Staff Training and work practice development

Step 4 - Second Phase Integration Virtual Team deployment
Step 5 - Geographic redistribution

2.1.4.1 Service Desk Consolidation Resourcing Estimates

Elapsed project time estimated to be: 36 weeks

Internal Team project effort: 8 person weeks excluding training (40 Work Days)
User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $40-60K

Licences and Infrastructure purchase: $30-50K

Licence subscriptions: $30K PA
2.1.4.2 Key Assumptions

Existing teams will operate relatively independently until Registry Infrastructure
simplification is completed

No major loss in resources from either team during initial phase

Completion of Heat service desk tool deployment is completed
Phone systems can be configured as required
Microsoft System Centre licences for FCoA environment have not been modelled

Recruitment and redundancy costs for the implementation of the proposed structure will need to
be calculated and included by FCA.

2.1.5 Mail Migration (Stage 1)

The existing FCoA distributed Lotus Notes email architecture will need to be decommissioned and
migrated to a Microsoft Exchange environment that can be supported in an efficient manner. It is
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envisaged that after the initial setup of a co-existence environment mailboxes will be migrated
directly from the on premise Lotus Domino server into an Office365 tenancy configured in a
hybrid architecture. This project will have significant prerequisites in both the back-of-house IT
infrastructure (such as the IDM unification and Service Desk training) as well as end-user training
and change management. It is expected that during the Stage 1 migration the FCA will maintain its
existing email services as the on premise part of the hybrid architecture.

Prerequisites

a) IDM Consolidation
b) WAN Consolidation

Step 1 - Office365 Tenancy configuration and Hybrid mode deployment via ADFS

Step 2 - Mail Coexistence

Step 3 — Mailbox Audit & As built design documentation

Step 4 - Outlook client deployment and user training

Step 5 - Mailbox migration (including client application desktop/mobile/remote migration)

Step 6 - Distributed Mail server decommissioning

2.1.5.1 Mail Migration (Stage 1) Resourcing Estimates
Elapsed project time estimated to be: 18 weeks

Internal Team project effort: 4 person weeks (20 Work Days)
User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $150-300K

Infrastructure purchase: Nil for Office365 option, or $100-$200K* for expanding on premise
infrastructure

Ongoing Managed Service cost: $30K-$95K for office365 Hybrid option depending on
requirements for archival and in-place hold, Nil for on premise solution

2.1.5.2 Key Assumptions
Some outages expected and requirements for internal team overtime

Assumption that all configurations can be done remotely
Assumption that existing mailbox sizes does not cause undue complexity in migration
Office365 costs based on VSA2 pricing

Deployment of a mixed Exchange Online Plan1l (without unlimited archival or in-place hold
capability) and Exchange Online PlanZ2 is achievable.

* Estimate for additional infrastructure for on premise exchange has not been based on accurate
data.

2.1.6 Registry infrastructure simplification & File migration (Stage 1)

The existing architecture that has led to a registry with 3 staff having a redundant server array
and SAN will need to be significantly simplified to support the required efficiency improvement.
Where possible - such as in smaller sites - the physical server will be removed and the
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environment simplified to a router, switch and Riverbed appliance. In larger sites where the work
and staff numbers justifies a local fileserver they will be deployed with direct attached storage
with a backup mechanism that replicates data to the centralised Data Centre. Riverbed WAN
optimisation appliances will be used at all sites. Where FCA and FCoA sites are collocated these
servers will be consolidated onto the same equipment during the Stage 2 part of the migration.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Remote Access Strategy Unification (Co-dependence)

Step 1 - Audit of Server and file usage and requirements & As built design documentation
Step 2 - Design Completed

Step 3 - Retirement of unjustified VM'’s

Step 4 - Deployment and configuration of new architecture

Step 5 - End-user client configuration and training

Step 6 - File migration

Step 7 — Server Decommissioning

2.1.6.1 Registry infrastructure simplification & File migration (Stage 1) Resourcing
Estimates

Elapsed project time estimated to be: 19 weeks

Internal Team project effort: 4 person weeks (20 Work days)

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $25K design + $250K*

Infrastructure and Licencing purchase: $150K replacement servers, $60K plus ongoing SA

Ongoing Managed Service cost: NIL

2.1.6.2 Key Assumptions

Server and file usage Audit completed at the same time as Mail server audit
Some outages expected and requirements for internal team overtime
Assumption that all configurations can be done remotely

Assumption file server migration does not involve unexpected complexity
Cost assumed 15 new FCoA sites added to existing FCA sites

Assumption that new Windows Server and System Centre licences required for additional
sites, however hardware could be reused. Allowance for purchase of transition servers and/or
early depreciation of some servers has been included.
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Ongoing Software assurance has not been estimated as Microsoft has not released any VSA3
pricing.

* Estimate for additional services for migration has not been based on accurate data.

2.1.7 Domino App migration

The retirement of the Lotus Domino environment (including mail coexistence) will provide
significant savings through both a reduction in staff and ongoing licencing costs. The significant
number of existing FCoA domino apps will need to be assessed and either retired or migrated to a
new platform such as SharePoint. Only once all applications have been removed will the ongoing
savings be realised. Out of the approximately 500 applications, 69 are under active use. These are
split 28/28/13 complex/medium/simple.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Registry Infrastructure simplification (Stage 1)

Step 1- Application Audit and requirements analysis

Step 2- Targeted application retirement

Step 3 - Replacement Application Development

Step 4 - User training and application migration

Step 5 - Domino environment and mail coexistence retirement

This Strategy has yet to be fully developed.

2.1.7.1 Domino App Migration Resourcing Estimates

Elapsed project time estimated to be: 38 weeks

Internal Team project effort: 2-8 person weeks (10-40 Work days)

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $40k for Application audit, $350K* for migration
($1620 per day for Datacom resource)

Infrastructure purchase: $250K*

Ongoing Managed Service cost: Nil

2.1.7.2 Key Assumptions

Assumption migration does not involve unexpected complexity

Assumption that application owners can be identified

Assumption that all required applications can be retired or migrated to sharepoint

Assumption that out of 90 in use application, 50% can be retired and the average development
cost for the remaining replacement applications would be $7,500 per application.
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Internal resources will be required from FCoA to provide information for Audit of existing
applications and requirements. Appropriate governance will need to be provided to ensure
applications that can be retired are identified rather than redeveloped.

Ongoing Software assurance has not been estimated as Microsoft has not released any VSA3
pricing.

* Estimated costs for application redevelopment/migration and infrastructure purchase has
not been based on accurate data.

2.1.8 Remote Access Strategy Unification

The existing distributed Citrix environment supported by the FCoA will no longer be viable with
the registry infrastructure simplification and a new strategy will need to be implemented that
provides fast and secure access for remote users to the files and services required. This Strategy
has yet to be fully developed due to unknown requirements and technical factors within the FCoA
environment.

The existing FCA remote access strategy provides for two alternatives for users accessing the
infrastructure via the Macquarie Telecom data centre. These approaches are via Microsoft Direct
Access and Citrix published desktop. The envisage approach is for this to be copied into the
Canberra data centre to provide a replacement for the existing legacy environment and to
consider the consolidation of the environments when the data centre environment is
consolidated.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1) (Co-dependence)

Step 1- Requirements discovery FCoA
Step 2 - Technical design

Step 3 - Implementation.

2.1.8.1 Remote Access Strategy Unification Resourcing Estimates
Elapsed project time estimated to be: 12-24 weeks

Internal Team project effort: 6 person weeks (30 Work Days)

User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $250K

Infrastructure purchase: $150

Software licencing Gap: RDS CALS (licence cost to be confirmed by Data#3)
2.1.8.2 Key Assumptions

Assumption migration does not involve unexpected complexity
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Assumption that existing distributed Citrix environment is used for the Remote Access
solution in FCoA.

Assumption that the required services can be provided by the chosen options deployed into
the production Canberra data centre

Assumption that existing Citrix licencing can be harvested to meet the requirement.

2.1.9 Application Development Outsource

The existing teams of Application developers and Application support staff cannot be supported
within the expected head-count reduction. It is expected that the application development
component can be outsourced in a similar manner to how it has been done by the FCA, and a
simplified application support team will be supplemented by a small Application Development
team. It is assumed that the core focus of this existing application development team is the
Casetrack system and the outsource will be for this requirement.

2.1.9.1 Application Development Outsource Resourcing Estimates
Elapsed project time estimated to be: 30 weeks

Internal Team project effort: 6 person weeks (30 Work Days)

User Training Requirement: Nil

IT operations training requirement: YES

External Professional Services Estimate: $250K

Infrastructure purchase: Nil

Ongoing Managed Service cost: $700k

*estimates provided by FCA CIO

2.1.10 pSeries Migration

To support a simplified server and database management approach all server infrastructure
should be consolidated onto a unified X86 platform. Where possible Databases should be
migrated onto a SQL server environment with the more expensive Oracle platform only used for
specific applications such as Casetrack. The existing 7 Pseries p740 servers are due for lifecycle
replacement in the near term. Given the strategic intent to remove this platform from the
environment it is important that the functions that are currently undertaken across this
environment be replicated on x86 servers.

Prerequisites
a) WAN Consolidation
Step 1- Audit current environment
Step 2 - Determine x86 hardware requirements to meet existing and future expectations
Step 3 - Design future state x86 based operational environment
Step 4 - Redesign existing DR plan to support future environment
Step 5 — Purchase and commission new x86 hardware
Step 6 - Stage replacement environment and test

Step 7 — Migrate production across to new environment
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NB. This Project Strategy has yet to be fully developed.
Existing Environment

The p740 servers are dual 6 core processor machines with 4 way SMT and 256GB RAM. The
currently connect to the existing Dell SAN’s. Two are in DC1 comprising the production
environment, two in DC2 for DR, two in DC3 for applications development and less critical oracle
database workloads which are not covered by disaster recovery and one development server used
for infrastructure development activities such as testing new firmware, AIX versions, oracle
versions, etc

In addition to the pSeries servers, there are two additional dedicated servers called a Hardware
Management Console (HMC). These are similar in concept to vCenter for VMware in that they are
used to provision, modify and manage LPAR's running on the pSeries servers. One is at DC1 and
another at DC2. The HMC at DC2 manages the DC2, DC3 and development pSeries servers.

The pSeries workloads share the same SAN's as the VMware hosts which provide the application
servers for Casetrack and other systems which use the Oracle databases.

The production and DR sites are separated by a layer 3 network. The design allows for rapid
recovery by providing a duplicate infrastructure with 100% capacity to ensure public services
such as CCP are unaffected. Disaster Recovery is provided at the database level by using Oracle
DataGuard to synchronise data from the active database to the standby database. The application
servers on the VMware hosts are running and kept up to date each release/patch/etc. The
business has defined a requirement for a manual DRP. Once the decision to enact the DRP has
been made, the database switchover/failover (failover being used as a last resort) will be
performed by the DBA. The server administrator will update DNS aliases to point to the DR site.
The affected application servers, both at the DR site and the Internet gateway, will be rebooted to
ensure the connection to the DR database. At this point the services are available for testing.

Existing refresh proposal capex has been estimated at $750K

2.1.10.1 pSeries Migration Resourcing Estimates

Elapsed project time estimated to be: 26 weeks

Internal Team project effort: 16 person weeks (80 Work days)
User Training Requirement: Nil

External Professional Services Estimate: $350K
Infrastructure purchase: $200-600K

Licencing Gap: TBD

2.1.11 LAN and VLAN Consolidation

Through early retirement of old equipment and the reconfiguration of existing appropriate
switching infrastructure a consolidate LAN environment will be deployed with required security
separation achieved by VLANSs. Support for future WiFi and IPTel requirements will be considered
in the planning phase of this project.

Prerequisites

a) WAN Consolidation
Step 1 - Architecture audit and design
Step 2 - Equipment and services GTM
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Step 3 - Deployment

2.1.11.1 LAN and VLAN Consolidation Resourcing Estimates
Elapsed project time estimated to be: 18 weeks

Internal Team project effort: 6 person weeks (30 work days)
User Training Requirement: Nil

IT operations training requirement: TBD

External Professional Services Estimate: $95 -$135K
Infrastructure purchase: $250K replacement switching

Ongoing Managed Service cost: $30-50K equipment maintenance

2.1.11.2 Key Assumptions

Cost assumption based around 35 new 48 port POE switches and 12 new 24 port switches based
around access requirements of approximately 1 port per employee.

Additional Layer 3 licences for 9 small sites and 9 medium sites and additional 14 core switches
for 7 larger sites have been costed separately

2.1.12 Unified MOE deployment

To provide support for a unified and more efficient service desk a new managed operating
environment based on Windows 10 will be deployed. Prior to this the FCA desktop standard
operating environment will be largely unchanged from its existing status, however the FCoA will
be significantly changed through the deployment of significant application and environment
changes. While the support of two different operating environments is inefficient, the stability of
the changes and increased support times in the FCoA desktop environment is the key motivation
for the new MOE deployment. The unified environment should be able to meet the specific
demands of all court users and seek to leverage the management tools available to provide a
flexible, stable and efficient environment. It is expected that consideration for a user self-support
model and technics will be included in the design.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1)
g) Remote Access Strategy Unification

h) Domino App migration

Step 1 - Requirements Audit

Step 2 - Application unification roadmap development
Step 3 - Support tool deployment

Step 4 - MOE Build and testing

Step 5 - User and Service Desk training

Step 6 - MOE Deployment

2.1.12.1 Unified MOE deployment Resourcing Estimates
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Elapsed project time estimated to be: 18 weeks

Internal Team project effort: 18 person weeks (90 work days)
User Training Requirement: YES

IT operations training requirement: YES

External Professional Services Estimate: $250K
Infrastructure purchase: Nil

Ongoing Managed Service cost: Nil

2.2 Financial year 2017/2018
2.2.1 Mail Migration Stage 2

The existing FCA email environment is run on an in-house exchange environment and a
Commvault archive solution. The stage 1 migration will move this into a hybrid status and the
stage 2 migration will seek to consolidate this onto the single Office365 tenancy.

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1)
g) Remote Access Strategy Unification

Step 1 - Mailbox Audit and migration planning
Step 2 - Mailbox migration (including client application desktop/mobile/remote migration)

Step 3 - Hybrid Mail server decommissioning

2.2.2 Registry infrastructure simplification & File migration (Stage 2)

The stage 1 of the registry infrastructure migration will achieve a simplified environment in all
registries, however the existing FCA server environment for collocated sites will remain separate.
The Second stage project is to unify these remaining separate servers to a single FCA/FCoA
instance

Prerequisites

a) IDM Consolidation

b) WAN Consolidation

c) Mail Migration Stage 1

d) LAN and VLAN Consolidation

e) Service desk consolidation

f) Registry Infrastructure simplification (Stage 1)
g) Remote Access Strategy Unification

Step 1 - File server Audit and migration planning

Step 2 - File migration (including client configuration)
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2.2.3

WAN Managed Service Implementation

Prerequisites

a)

WAN consolidation

Step 1- This Project Strategy has yet to be fully developed.

2.24

Consolidate Server Management Strategy

Prerequisites

a)
b)
<)
d)
e)
f)

g)
h)

Registry infrastructure simplification
Domino Application Migration

Mail Migration

Remote Access Strategy Unification
Unified Application Management Strategy
Consolidate Back up (Co-dependence)
Consolidate DR (Co-dependence)
Consolidate Data Centre (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.

2.2.5

Consolidate Backup

Prerequisites

a)
b)
c)
d)
e)
f)

g)
h)

Registry infrastructure simplification

Domino Application Migration

Mail Migration

Remote Access Strategy Unification

Unified Application Management Strategy

Consolidate Server Management Strategy (Co-dependence)
Consolidate DR (Co-dependence)

Consolidate Data Centre (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.

2.2.6

Consolidate DR

Prerequisites

a)
b)
c)
d)
e)
f)

g)
h)

Registry infrastructure simplification

Domino Application Migration

Mail Migration

Remote Access Strategy Unification

Unified Application Management Strategy

Consolidate Back up (Co-dependence)

Consolidate Server Management Strategy (Co-dependence)
Consolidate Data Centre (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.

2.2.7

Consolidate Data Centre

Prerequisites

a)
b)

Registry infrastructure simplification
Domino Application Migration

Prepared for: Federal Court of Australia
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c) Mail Migration

d) Remote Access Strategy Unification

e) Unified Application Management Strategy

f) Consolidate Back up (Co-dependence)

g) Consolidate Server Management Strategy (Co-dependence)
h) Consolidate DR (Co-dependence)

Step 1- This Project Strategy has yet to be fully developed.
2.2.8 Consolidate phone and VC strategy
Prerequisites

a) WAN Consolidation
b) LAN consolidation
c) IDM Consolidation

Step 1- This Project Strategy has yet to be fully developed.
2.2.9 WiFi strategy unification
Prerequisites

a) WAN Consolidation
b) LAN consolidation
c) IDM Consolidation

Step 1- This Project Strategy has yet to be fully developed.
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3 FY 2016/2017 Planning Summary
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4 Major Project Stages — Outcome Analysis (Benefits and Costs)

. Ongoin . . Headcount
Project = . 2 Service benefits .
PA Savings Reduction
Detailed Transition S S
Planning 150,000 - N/A
Identity Management S S > Machines can be controlled
Consolidation 395,000 - remotely via SCCM N/A
$ $
WAN Consolidation 550,000 417,000 > Better connectivity
Service Desk S S >Improves End-User Novell Service
Consolidation 120,000 - experience desk
> Improvement in end-user
experience
S S >Less costs of providing help- 1 Lotus Notes
Mail Migration(Stage 1) 437,500 - desk support admin
> Improvement in end-user
Registry Infrastructure experience
Simplification & File S S >Less costs of providing help-
Migration 485,000 - desk support
> Faster and Secure access to
Remote Access Strategy S S remote users to files and
Unification 400,000 10,630 services
Application Development S S 4 Contracted
Outsourcing 950,000 440,000 Employees

¢ . > Improvement in end-user
Domino Apps Migration experience
SO 345,283 >Less costs of providing help- 1 Lotus Notes
desk support admin

>Simplifies infrastructure,
>Reduces support complexity,
>increases infra agility

s S
750,000 240,000

1 Pseries

P Series Migration L
g Administrator

>Simplifies infrastructure,

LAN & VLAN S S .
Consolidation 405,000 = >Beduces s.upport .c<.)mpIeX|ty,
>increases infra agility
S S >Simplifies Training,
Unified MOE Deployment >Reduces support complexity,
250,000 - . .
>increases agility
$ $
TOTAL 5,532,500 1,452,913

Table 1 Project Costing & Benefit Summary 2016/2017

Costs yet to be included in this summary table include:

a) Assetright offs
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b) Staff onboarding and offboarding costs
c) Training and change management

4.1 FY cost and org structure plans

4.1.1 Commencement 2016 (Existing Organisational Structures)
Total combined Staff 85 (including 2 vacant and 13 contractors)

Total Combined budget: $8.6mil

Paul Stace
Al Chief Information
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I T 1
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— D et :
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Cantractor Contract EL1 Alg Assistani Senior Systems N APSE Adtaige
T ':wimﬂti{_ Analyst EL1 — Alg APSE
| _ManagerEL: | Sindy Willlams
. | ; ) I < 1
RGTaT " ohdar bbb VACANT S EBusiness System Ron Ji
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System Suppert Snr Helpdask S"ETed' S':P_Pm_' Maja Tues Sanior Applications || Senier Apglications | | [Analyst Melbourne ESDO
m“;;i{“’"“* Analyst Alg APSE SQF:‘“';';"EL‘ Snr Database Developer EL1 Cevaloger EL1 APSE Brishane
— : dministiator EL1 _ e 1 APS 6
Lot b il Vincent Han Shalini Wijeratne Hung Nguyen Robert Swale
Sv:;m-‘r:uppnrl e Rﬂﬂ;i':l s"E";‘“g‘?hmi':m" Snir Nebwork Applications Test | || Senvor Apghcations E'::‘":;;SN“:L;'“ Wayne Sharp
| ) x| pde: t = 5 o) S BSDO
L elboume pd.:;ssnw’ [ Engines EL1 Analyst APSE Developer Contract EL1
TR — fmess) | [Eharies Giang | Merepen AP
Patrick Carini | | Stephonie Ra eth Support o3 Liang lan McKenzie || Stephen Supple Rby Tajlar =
System Support s ¥ Tech Support Network Enginear| Senlor Senior Business System 1
(Sydney contract) Alg APSS Enanest ~ Centract Developer Contract|| Develoger Contract A:;r:lpssgd Sukh;ggeé Kaur
! L Senecs APSE )
— STOVER CRaTEr Bol SToTey | 2 L APSS
E:::'ln Stevens |70 niol Nicholas | | Tech Suppor Sor Lotus Netes epCanny || Eeter Richardson I T
uppol E - Adrriinistrat . - b
Eri ) WD;“K:;‘;"" gy e Developer Contract| | Develoger Contract Alpert Chen - “’::"";';Do
g — BSA Sydney arakan
= Stuart Brown Ll Alg APSE e
Daniel Sanchez Sne Tech Support Lotus Notes
Helpdesk Analyst| |2 ar. Desktop| Administrator
Contract EL1 APSE
[Kieren Hearne Brian Davis
_ Tech Support Tech Support
=I9'=¢:;;=*‘“UP Servers Contract
Grant Rebinson JAY BIySon
Tach Support Tech Suppart
Engineer — Mobile Engineer-Deskiop!
APSE 2EZL

Figure 2 Current ICTSD Organisational chart for Family Court
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CHIEF INFORMATION OFFICER

Craig Reilly
IT SECURITY
VCF PROJECT RECORDS & ARCHIVES MANACER || aanactn SERVICE DELIVERY T OPERATIONS e
MANAGER PROJECT MANAGER R Derek Matthews MANAGER MANAGER EAATiaceH
Mathan Pring Lyn Nasir David Deacon David Kellahan Judy Taylor
CHANGE & RELEASE APPLICATION BUSINESS
RECORDS OFFICER | [~ MANAGER SERVICE - SYSTEMS APPLICATIONS
Rosita Oliver Sinead Reilly (p/1t) DESK SUPPORT SPECIALIST DEVELOPMENT
Peter Drewitt (NSW) Amrat Shudia — OFFICER
Ken Parkin (WA) Andrew Gilbert
Mare Stephen [VIC) Tina Bowdlis
ENTERPRISE Satom Turkovic (NSW)]
L ARCHITECTURE Franz Cruz (QLD] - SD“I':‘::::EI._POOPI:‘RT
Matt Shorreck Nild 0'Cannor (WA) Darryl Francis BSYSTEMS
Joseph Skewes (34) DEVELOPMENT
| SUPPORT ANALYST
Jacinta Connery
NETWORK
ADI TOR
‘Graham Brown
L Brian Camptell | | TEsTaNaLvsT
Pawel Mazur Pifo Helt
Michael Peebles
Bobby laric
TECHNICAL ANALYST
O Mark Bryant
Figure 3 Current IT Organisational chart for Federal Court of Australia
4.1.2 Commencement2016/2017 (Phase 1)
Total combined Staff 85 (including 2 vacant and 13 contractors)
Total Combined budget: $TBD
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Boephinie fay Chalos Liang, Metwork Engg {Contraetor)
Cariel Nichckas Ben Searay, Snt Lotus Notes Admin
Danisl Sanches {Cantractor ) Zhi Thaea, Lotus Metas Admin
Beinn Davis. Tech Supp Servers (Contractor|

Stsart Brown, Ses Tach Supp - Dashiop

Jay Bryzan, Tech Supp Engg - Deshiop.
Grant Robirsan, Tech Supp Engg - Mobila
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4.1.3 Duration 2016/2017 (Phase 2)

Combined Organisational Structure (estimated January 1st 2017)
Total combined Staff 66

Total Combined budget: $TBD

T T T T T T 1
e Feod 2 : Others
David Kellahan, aminik Fabjanowski, David McCormack, Manager toeil Brett, Manager Manager (NEW} -t
REer Manager staff=7 Staff = 11 Eei o
Staff=6 staff = 11
Sinchy Wlkams, Business Sys Anakyst Hath: VCE Project || 1T Security Manager (vacant]
ML Juy Taylor, Busivess Appications Bcors £EA St
84 Dy 0 Siread iy, Change &
et A T v (50} Tina Bouis, B4 Dey CFF Fzcords NNTT e Helease Manager (7/T)
v ari nr Tecl ng- Senvers ager [Contractor]
Kestina Moss, Tech Supp Eng - Servers Amra Bhudia G Himreat Seriu; Project e B, Tech Architect
EESLaS s Fifo Hak, Test Analyst Mark Bryart, Tech Analyst Manager [Contractar| Firance Admin (NEW|
Release Manager (Vacant| Marc Wilkame, B500 (ADL|

e Turs, Snr D8 Ademin
Aircent Hom, Snr Networ Eng o Shar, BSOO [ME
Charies Liang, Network Eng [Contractor) uthynder aur,
Ben Starey, Snt Lotus Notes Admin tehesteh Gharnkhan, 8500
2hi Zhao, Lot Notes Admin
oeian Davis, Tech Supp Servers
{Cantroctor]

3 Melboume.
2% Perth

Graham Brown, Metwork Admin
Brian Campbed, Network Admin
. Netwark Admin
Michael Prebles, Network admin
Babby Jaric, Network Admin

Figure 4 Initial draft of January 2017 organisational structure

Estimated Redundancy Costs: $TBD
Total capital write offs: $TBD
Estimated Staff Cost Savings: $TBD

Estimated depreciation savings: $TBD
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4.1.4 During 2017/2018 (Phase 3)
Total combined Staff of 58
Total Combined budget: $TBD

Maiager (V) Faui Stace, Manager. Dther 3
Stalt=4 Staffe 4 Enif
‘::: Mathan Pring. VCF Project \- 7 Sty Maagr [ty
Sincky Willlams, Basiness Sy Analyss [MEL} Blasayse
Aokeart Suale. Business Sys Anabyst (NS0} m'-#-mw Focords NUTT [P “ a-uhmuumn.m
S Toch Supp kng. Infraciructurn Bean Bhadis, dep S Spaclam e L e e
S0 Tech Supp Eng- wirastrucoae Fio Hak, Test Ayt lacinta Commery. ebvstems Dev Sunp Aaayst i sa Fyoimt
Toch Surp Eng - bnfrasinichae Belusre Waager {Vitust) Mark Eryast Toch Analyst Manager (Corsracter] Fiaunce Adnis (W]
| e supe tod Il e Mare Wilklarms, ESDO
Svatern e ]
Syt Admis Hon harree, BSDO {BRIT)
Whehaed Posislod, Netwerk Adwin R,
Dby L, Sypteen Admie Bebusteh Ghassiin, 8500
South Tearm
7 Adelaidde
— 1% Hobat
3* Miloume:
2% Permn

Figure 5 Initial Draft of January 2018 organisational structure

Estimated Redundancy Costs: $TBD
Total capital write offs: $TBD
Estimated Staff Cost Savings: $TBD

Estimated depreciation savings: $TBD
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5 Technical Architecture diagrams
5.1 WAN Architecture
5.1.1 Current State FCA WAN

Documentation of the current FCA WAN environment is currently not available and will be
significantly changed both prior and during the WAN consolidation project.

106b

jogk 208 b .
10 Mb

106Gk TdMB T 10Gh

5.1.2 Current State FCoA WAN

=

Figure 6 FCoA current WAN diagram (The accuracy of this diagram is currently in question)

5.1.3 Future State Unified WAN
(Diagram TBD)
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5.2 Registry Architecture

5.2.1 Current State FCoA Registry Infrastructure

50 Mbps, MPLS connection

via IPSEC Tunnelling over FlexVPN

10 Mbps, MPLS connection 30 Mbps, MPLS connection

Rglter Cisco3925

Router Cisc03925

Cisco C4500X-33SFP Cisco CA5POX-325FP
10 GB Switch 10 GB Switch

Cisco 2960 [1Gb Switch

Cisco 1B Floor Switch

Dell PowerEdge R620
2*CPU, 128GB RAM

Dell PowerEdge R620
2*CPU, 128GB RAM

T R
oy | Qe A -
! Ly A5 UPS T i
Aps UPs L Loy ¥

Dell PowerEdge R620
2*CPU, 128GB RAM

Dell PowerEdge R620
2%CPU, 128GB RAM

Dell PowefEdge R420
1*Cpu, 128GB RAM,
4* 60068 HDD

<. Dell MD3620F
| 5* 900 68 HDD

SAN D
oo 6 .o
cm
Satellite Server OES Server

WDS Server
'WDS S¢
erver ZCM Satellite Server

Senate Estimates Relay Server Senate Estimates Relay Server et
Domino Server erver

8] e

Application Servers

Senate Estimates Relay Server

Citrix Server
Domino Server
Citrix Server
i Medium Registry
Small Registry i gistry
Small Regist: Large Registr:

Figure 7 FCoA Registry Infrastructure example architecture

5.2.2 Current State FCA Registry Infrastructure

Documentation of the current FCA registry Infrastructure environment is currently not available,
however should be documented during the planning phase of the project. When completed this
documentation would be an important reference point in the reading of this document.
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5.2.3 Future State Unified Registry Infrastructure

10 Mbps

o Core 10GB Switch

CISTo Core T0GB SWite!

Router (Jsco3925 Router Cisco3925
4G Backup r w G

Cisco 1GB Floor Switch

] R

Dell PowerEdge R620 Dell PowerEdge R620
2*CPU, 128GB RAM 2*CPU, 128GB RAM

Cisco 2960 1Gb Switch

Dell PowerEdge R420
1*Cpu, 128GB RAM,

Riverbed Services 4* 60068 HDD
SCCM Branch Distribution Point
SCCM Branch Distribution Point Domain Authentication point
Domain Authentication point File & Print Server and AV definition
Print Server and AV definition distribution SCCM Branch Distribution Point SCCM Branch Distribution Point distribution
Domain Authentication point Domain Authentication point
File & Print Server and AV definition File & Print Server and AV definition
distribution distribution
Small Registry
Medium Registry Large Registry

Figure 8 Draft registry architecture

5.3 Datacentre Architecture

Prior to the planning of the Datacentre consolidation the current state should be documented.
This documentation is currently not available for review.
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Corporate Services Amalgamation
IT Restructuring Plan FY16/17



Current FCA IT Structure

Clo
Craig Reilly
EL2 Syd
1
1 1 1
Service Desk Mgr IST Mgr Bus App Mgr
Governance Records David Deacon David Kellahan Judy Taylor
EL1 Per EL1 Hob
Change Mgmnt Records Manager Service Desk Service Desk App Dev Sys Admin Bus Apps Support Bus Apps Support
— Sinead Reilly — Lyn Nasir Peter Drewitt Satomi Turkovic Amrat Bhudia Brian Campbell Tina Boudlis Andrew Gilbert
EL1 Syd APS6 Syd APS6 Syd APSS5 Syd EL1 Per APS6 Per APS6 Mel APS6 Mel
Security Manager Records Manager Service Desk Service Desk Sys Admin Sys Admin Bus Apps Support Bus Apps
— Vacant =1 Geraldine Merrigen Duncan Thomas Ken Parkin Pawel Mazur Michael Peebles Jacinta Connery Mark Bryant
EL2 Syd APS6 Per APSS5 Per APS5 Per APS6 Mel APS6 Syd EL1 Syd EL1 Syd
Project Manager Records Officer Service Desk Service Desk Sys Admin Sys Admin Test Manager Release Manager
— Nathan Pring — Rosita Oliver Franz Cruz Marc Stephenson Bobby Jaric Graham Brown Pifo Holt Gary Harris
APS6 Syd APS4 Per APS5 Bri APS5 Mel APS6 Syd APS6 Syd EL1 Syd EL1 Syd

Service Desk
Joseph Skewes
APS5 Ade




Current FCoA IT Structure

cio
Paul Stace (A)
EL2Can
Exec Support
Sitita Hamilton -
APS2 Can
1 1 1 1 1 1 1
Records Manager Manager IT Infrastructure| Tech Architect App Mgr BA Mgr Mgr BSDO
Anne Meier Dominik Fabjanowski (A) Ben Ellis Neil Brett (A) David McCormack Greg Kift PMO
EL18Bri EL2Can EL1Can EL2Can EL1Can EL1Can
1
1 1
Helpdesk Manager TSG Team Leader Asst App Mgr Snr Dev Bus Analyst BSDO Project Mgr
Robert Southwell (A) Hiro Hathiramani Stuart Anderson (A)  [hettes VACANT — Darren Watkins — Marc Williams Leo McCann
EL1(C) Can EL1Can EL2 Can EL1Can APS6 Ade APS6 Ade (C) Can
System Support System Support Snr Servers Snr Servers Test Snr Dev Bus Analyst BSDO Project Mgr
Roland Andronicos - - Ash Plummer Peter Hine == Ray Barilaro Shalini Wijeratne o lan McKenzie — Sindy Williams - Ron Jarrett Himmat Sandhu
APS6 Syd APS6 Mel EL1Can EL1Can APS6 Can (C) Can APS6 Mel APS6 Bri (C) Can
System Support System Support Servers Servers Snr Dev Snr Anlyst Bus Analyst BSDO
Arthur Rallis - - Basil Stevens Kostino Moss - - Steven Chater Pat Canny o VACANT — Robert Swale — Wayne Sharp
(C) Syd (C) Bri APS6 Can APS6 Can (C) can EL1Can EL1Can APS6 Mel
Snr Helpdesk Helpdesk Snr DBA Snr Network Snr Dev Snr Dev Bus Analyst BSDO
VACANT etk Fernando Ramirez Maja Tuco LU Vincent Han Senad Tuco U Hung Nguyen — Ruby Taylor — Sukhvinder Kaur
APS6 Can APS5 Can EL1Can EL1Can EL1Can (C) can APS6 Syd APS5 Can
Helpdesk Helpdesk Network Snr Lotus Snr Dev Snr Dev Bus Analyst BSDO
Stephanie Ray (A) [kl  Daniel Nicholas (A) Idowu Okiki LU Ben Storey Stephen Supple el Peter Richardson - Albert Chen k| Behesteh Gharakhan
APS5 Can APS5 Can (C) Can EL1Can (C) Can (C) Can APS6 Syd APSS5 Can
Helpdesk Lotus Servers
Daniel Sanchez - Zhi Zhao - - Brian Davis
(C) Can APS6 Can (C) Ccan
Desktop Desktop
Stuart Brown - Kieren Hearne
EL1Can APS6 Can
Desktop Mobile
Jay Bryson — Grant Robinson
APS6 Can APS6 Can




Changes prior to 1 July 2016

 FCA
— Darryl Francis made redundant as part of outsource of function to Datacom

e FCoA

— Renew following day-rate contractors:

e Idowu OKkiki Brian Davis

* Basil Stevens Arthur Rallis

e Pat Canny lan McKenzie

* Peter Richardson Stephen Supple
* Robert Southwell Daniel Sanchez

— Convert Hung Nyugen contract to mainstream agency or not renew (assumed
throughout that this contract is renewed)
— End secondments of following FCC Registry staff in IT:
* Albert Chen Beheshteh Gharakhan
e Sukhvinder Kaur Marc Williams
* Daniel Nicholas

— Redeploy Paul Stace to Project Office in EL2 position



Proposed Structure — July 2016

clo
Craig Reilly
EL2Syd

Exec Support
Sitita Hamilton [
APS2 Can
I I I I I I I I 1
. . Manager
Projects Service Desk Mgr IST Mgr Infrastructure Bus App Mgr App Mgr BA Mgr Mgr BSDO
Paul Stace Governance Records David Deacon David Kellahan Dom Fabjanowski Judy Taylor Neil Brett (A) David McCormack Greg Kift
EL2 Can EL1Syd EL1Per g EL1Hob EL2 Can EL1Syd EL1Syd
EL2 Can
[ 1
Change Mgmnt Records Manager Service Desk Sys Admin Helpdesk Mgr TSG Team Leader Bus Apps Support Asst App Mgr Test Bus Analyst BSDO
Sinead Reilly Anne Meier Peter Drewitt Brian Campbell Robert Southwell Hiro Hathiramani Jacinta Connery Stuart Anderson (A) sl Shalini Wijeratne Darren Watkins Ron Jarrett
EL1Syd APS6 Bri APS6 Syd APS6 Per (C) Can EL1Can EL1 Syd EL2 Can APS6 Can APS6 Ade APS6 Bri
Tech Architect Records Manager Service Desk Sys Admin System Support System Support Snr Servers Snr Servers Bus Apps Support Snr Dev Snr Dev Bus Analyst BSDO
Ben Ellis Lyn Nasir Satomi Turkovic Pawel Mazur Roland Andronicos [ Ash Plummer Peter Hine - n Ray Barilaro Tina Boudlis lan McKenzie - = Pat Canny Sindy Williams Wayne Sharp
EL1Can APS6 Syd APS5 Syd APS6 Mel APS6 Syd APS6 Mel EL1Can EL1Can APS6 Mel (C) Can (C) Can APS6 Mel APS6 Mel
Records Manager Service Desk Sys Admin System Support System Support Servers Servers Bus Apps Support Snr Dev Snr Dev Bus Analyst
Geraldine Merrigen Duncan Thomas Michael Peebles Arthur Rallis s Basil Stevens Kostino Moss i Steven Chater Andrew Gilbert Senad Tuco e Hung Nguyen Robert Swale
APS6 Per APSS Per APS6 Syd (C) Syd (C) Bri APS6 Can APS6 Can APS6 Mel EL1Can (C) Can EL1Can
Records Officer Service Desk Sys Admin Helpdesk Helpdesk Snr DBA Snr Network Bus Apps Snr Dev Snr Dev Bus Analyst
Rosita Oliver Ken Parkin Bobby Jaric Fernando Ramirez [l Stephanie Ray (A) Maja Tuco il Vincent Han Mark Bryant Stephen Supple [kl Peter Richardson Ruby Taylor
APS4 Per APS5 Per APS6 Syd APS5 Can APS5 Can EL1Can EL1Can EL1 Syd (C) Can (C) Can APS6 Syd
Service Desk Sys Admin Helpdesk Network Snr Lotus Test Manager
- Franz Cruz Graham Brown Daniel Sanchez [l Idowu Okiki e Ben Storey Pifo Holt
APS5 Bri APS6 Syd (C) Can (C) can EL1Can EL1Syd
Service Desk App Dev Lotus Servers Release Manager
| Marc Stephenson Amrat Bhudia Zhi Zhao s Brian Davis Gary Harris
APS5 Mel EL1Per APS6 Can (C) Can EL1Syd
Service Desk Desktop Desktop
=l Joseph Skewes Stuart Brown il Kieren Hearne
APS5 Ade EL1Can APS6 Can
Desktop Mobile
Jay Bryson misl  Grant Robinson
APS6 Can APS6 Can
Row Labels Adelaide Brisbane Canberra Hobart Melbourne Perth Sydney  Grand Total
Con 1 1 10
APS2 1 1
APS4 1 1
APS5 1 1 2 1 2 1 8
APS6 1 1 2 7 24
EL1 1 11 1 2 7 22 5
EL2 2 6
Grand Total 2 4 33 1 7 7 18 72




Stage 1 Restructure Steps — Sep 2016

Convert day-rate contractors in service desk and infrastructure teams to non-ongoing
contracts at APS5 or APS6 grade (or hire replacement as appropriate):

* |dowu Okiki Brian Davis

e Basil Stevens Arthur Rallis

Individual redeployments:
— Redeploy Amrat Budhia to Business Applications team in existing EL1 position.
Combine IT Service Desk under single manager

— Two sub-teams reporting to a newly created FCM2 role based in Sydney. David Deacon
expected to secure the position.

— FCA team reporting to newly created APS6 team leader role in Sydney

— FCoA/FCCA team reporting to Robert Southwell in existing contract position based in
Canberra

Combine IT infrastructure under a single manager

— Two sub-teams reporting to existing legacy EL2 role based in Canberra; Dominik
Fabjanowski expected to secure this position.

— FCA team continues to report to David Kellahan in existing EL1 manager position.
— FCoA/FCC team continues to report to Hiro Hathiramani in existing EL1 manager position.



Proposed

tructure — Sep 2016

clo
Craig Reilly
EL2 Syd
Exec Support
Sitita Hamilton -
APS2 Can
1 1 1 1 1 1 1 1 1
Projects Service Desk Mgr In'\f/:'::tariecilz.l;e Bus App Mgr App Mgr BA Mgr Mgr BSDO
Paul Stace Governance Records David Deacon Dom Fabjanowski Judy Taylor Neil Brett (A) David McCormack Greg Kift
EL2 Can EL2 Syd g EL1Hob EL2 Can EL1Syd EL1Syd
EL2 Can
[ ] 1 1
Change Mgmnt Records Manager FCA Team Lead FCoA/FCC Team Lead IST Mgr TSG Team Leader Bus Apps Support Asst App Mgr Test Bus Analyst BSDO
Sinead Reilly Anne Meier TBA Robert Southwell David Kellahan Hiro Hathiramani Jacinta Connery Stuart Anderson (A) Jelell  Shalini Wijeratne Darren Watkins Ron Jarrett
EL1Syd APS6 Bri APS6 Syd (C) Can EL1Per EL1Can EL1 Syd EL2 Can APS6 Can APS6 Ade APS6 Bri
Tech Architect Records Manager Service Desk System Support Sys Admin Snr Servers Snr Servers Bus Apps Support Snr Dev Snr Dev Bus Analyst BSDO
Ben Ellis Lyn Nasir - Peter Drewitt Roland Andronicos Brian Campbell Peter Hine Ray Barilaro Tina Boudlis lan McKenzie == Pat Canny Sindy Williams Wayne Sharp
EL1Can APS6 Syd APS6 Syd APS6 Syd APS6 Per EL1Can EL1Can APS6 Mel (C) Can (C) Can APS6 Mel APS6 Mel
Records Manager Service Desk System Support Sys Admin Servers Servers Bus Apps Support Snr Dev Snr Dev Bus Analyst
Geraldine Merrigen | Satomi Turkovic Ash Plummer Pawel Mazur Kostino Moss Steven Chater Andrew Gilbert Senad Tuco - Hung Nguyen Robert Swale
APS6 Per APS5 Syd APS6 Mel APS6 Mel APS6 Can APS6 Can APS6 Mel EL1Can (C) Can EL1Can
Records Officer Service Desk System Support Sys Admin Snr DBA Snr Network Bus Apps Snr Dev Snr Dev Bus Analyst
Rosita Oliver kel Duncan Thomas Arthur Rallis Michael Peebles Maja Tuco Vincent Han Mark Bryant Stephen Supple  fhuibal| Peter Richardson Ruby Taylor
APS4 Per APSS Per APS5 Syd APS6 Syd EL1Can EL1Can EL1 Syd (C) Can (C) Can APS6 Syd
Service Desk System Support Sys Admin Network Snr Lotus Test Manager
- Ken Parkin Basil Stevens Bobby Jaric Idowu Okiki Ben Storey Pifo Holt
APS5 Per APS5 Bri APS6 Syd APS6 Can EL1Can EL1Syd
Service Desk Helpdesk Sys Admin Lotus Servers Release Manager
- Franz Cruz Fernando Ramirez Graham Brown Zhi Zhao Brian Davis Gary Harris
APS5 Bri APS5 Can APS6 Syd APS6 Can APS6 Can EL1Syd
Service Desk Helpdesk Desktop Desktop App Dev
= Marc Stephenson Stephanie Ray (A) Stuart Brown Kieren Hearne Amrat Bhudia
APS5 Mel APS5 Can EL1Can APS6 Can EL1Per
Service Desk Helpdesk Desktop Mobile
m=l  Joseph Skewes Daniel Sanchez Jay Bryson Grant Robinson
APS5 Ade (C) Can APS6 Can APS6 Can
Row Labels | ~ Adelaide Brisbane Canberra Hobart Melbourne Perth Sydney  Grand Total
Con 7
APS2 1 1
APS4 1 1
APS5 1 2 1 2 2 10
APS6 1 2 8 27
EL1 10 1 2 7 21
EL2 4 2 6 7
Grand Total 2 33 1 7 7 19 73




Stage 2 Restructure Steps —Jan 2017

Out-tasking of FCoA/FCC business applications development

Vendor will be Datacom to align with SLA of FCA business applications
Discovery process Jul-Sep 2016

Contract for additional services signed Sep-Oct 2016

Transition Oct-Dec 2016

New Service arrangement commences 1 July 2017

Most of the existing FCoA development and business analyst positions closed in
process

Retain some staff for corporate knowledge
* Managers (TBA)
* Business Analysts

— Transition to contract management focus

BDSO Job descriptions changed to focus on L2 support

Merge teams into Application Support and Application Development

Likely under existing FCOA Managers



Proposed 1 Jan 2017 Structure

clo
Craig Reilly
EL2Syd

Exec Support
Sitita Hamilton =
APS2 Can

/

N\

1 1 1 1 1 1
Projects Service Desk Mgr Inhfl:zrsjtarii;lﬁe Apps Development Apps Support
Paul Stace Governance Records David Deacon Dom Fabjanowski Neil Brett (A) David McCormack
EL2Can EL2 Syd ) EL2 Can EL1Syd
EL2 Can
[ ] 1
Change Mgmnt Records Manager FCA Team Lead FCoA/FCC Team Lead IST Mgr TSG Team Leader Asst App Mgr Bus Analyst
Sinead Reilly Anne Meier TBA Robert Southwell David Kellahan Hiro Hathiramani Stuart Anderson (A) Darren Watkins
EL1Syd APS6 Bri APS6 Syd (C) Can EL1Per EL2 Can APS6 Ade
Tech Architect Records Manager Service Desk System Support Sys Admin Snr Servers Snr Servers Bus Apps Bus Apps Support
Ben Ellis Lyn Nasir - Peter Drewitt Roland Andronicos Brian Campbell Peter Hine Ray Barilaro Mark Bryant Jacinta Connery
EL1Can APS6 Syd APS6 Syd APS6 Syd APS6 Per EL1Can EL1Can EL1Syd EL1Syd
Records Manager Service Desk System Support Sys Admin Servers Servers Test Manager Bus Apps Support
Geraldine Merrigen | Satomi Turkovic Ash Plummer Pawel Mazur Kostino Moss Steven Chater Pifo Holt Tina Boudlis
APS6 Per APS5 Syd APS6 Mel APS6 Mel APS6 Can APS6 Can EL1Syd APS6 Mel
Records Officer Service Desk System Support Sys Admin Snr DBA Snr Network Release Manager Bus Apps Support
Rosita Oliver = Duncan Thomas Arthur Rallis Michael Peebles Maja Tuco Vincent Han Gary Harris Andrew Gilbert
APS4 Per APS5 Per APS5 Syd APS6 Syd EL1Can EL1Can EL1Syd APS6 Mel
Service Desk System Support Sys Admin Network Snr Lotus App Dev Bus Apps Support
- Ken Parkin Basil Stevens Bobby Jaric Idowu Okiki Ben Storey Amrat Bhudia Ron Jarrett
APS5 Per APS5 Bri APS6 Syd APS6 Can EL1Can EL1Per APS6 Bri
Service Desk Helpdesk Sys Admin Lotus Servers Bus Analyst Bus Apps Support
- Franz Cruz Fernando Ramirez Graham Brown Zhi Zhao Brian Davis Sindy Williams Wayne Sharp
APSS Bri APS5 Can APS6 Syd APS6 Can APS6 Can APS6 Mel APS6 Mel
Service Desk Helpdesk Desktop Desktop Bus Analyst
= Marc Stephenson Stephanie Ray (A) Stuart Brown Kieren Hearne Robert Swale
APS5 Mel APS5 Can EL1Can APS6 Can EL1Can
Service Desk Helpdesk Desktop Mobile Bus Analyst
- Joseph Skewes Daniel Sanchez Jay Bryson Grant Robinson Ruby Taylor
APS5 Ade (C)can APS6 Can APS6 Can APS6 Syd
Row Labels Brisbane Canberra Hobart Melbourne Perth Sydney  Grand Total
Con 2 Structure and
APS2 1 1 resourcing of these
APS4 1 1 P
teams require further
APS5 2 1 2 2 10 Ivsi CMS
analyslis vv new
APS6 8 2 8 25 Y
EL1 9 2 7 19 project & general
EL2 4 2 6 workload
Grand Total 4 26 7 7 19 64

J




Stage 3 Restructure —Jul 2017

Restructuring of IT Service Desk to create distributed model with service desk staff
located within Registry

— Relocate Canberra based positions interstate; possibly relocate Syd APS6 position(s) to
Melbourne & Adelaide

— Creation of APS6 team leader roles in Vic and SA to create three geographically focussed
sub-teams

e Team 1 - NSW
— 3xQS,1x80W,1xLB, 1x Parramatta, 1 x Newcastle (APS6 Team Lead in QS)

e Team 2 — Eastern
— 3xVic,2xQld, 1 x ACT(APS6 Team Lead in Vic)

e Team 3 — Western
— 2xSA, 2 x WA (APS6 Team Lead in SA)

— Standardise Service Desk Job Descriptions
— Restructure assumes harmonisation of ITSD tools and SOE
* Single IT Service Management tool
e Harmonised SOE (i.e. Novell and Lotus replaced by AD and Exchange)
e |IT Configuration and deployment (ZenApps replaced by MS SCCM)
Close EL1 and APS6 Infrastructure positions with shut down of Lotus Domino
environment

Close EL1 Database Admin position with out-tasking to Managed Service



Stage 3 Restructure —Jul 2017

clo
Craig Reilly
EL2Syd
Exec Support
Sitita Hamilton -
APS2 Can
1 | | | | | | | | |
Projects Service Desk Mgr In’\f/::?targuecrtge Apps Development Apps Support
Paul Stace Governance Records David Deacon Dom Fabi ki Neil Brett (A) David McCormack
EL2Can EL2 Syd °mEleca:n°W5 ! EL2Can EL1Syd
| | | |
| | | | | | | | |
Change Mgmnt Records Manager Team 1- NSW Team 2 — East Team 3 — West IST Mgr TSG Team Leader Asst App Mgr Bus Analyst
Sinead Reilly Anne Meier TBA TBA David Kellahan Hiro Hathiramani Stuart Anderson (A) Darren Watkins
EL1Syd APS6 Bri APS6 Syd (QS) APS6 Mel APS6 Ade EL1 Per EL1Can EL2 Can APS6 Ade
Tech Architect Records Manager Service Desk Service Desk Service Desk Sys Admin Snr Servers Snr Servers Bus Apps Bus Apps Support
Ben Ellis Lyn Nasir o Peter Drewitt Ash Plummer Joseph Skewes Brian Campbell Peter Hine - Ray Barilaro Mark Bryant Jacinta Connery
EL1Can APS6 Syd APS6 Syd (QS) APS6 Mel APS5 Ade APS6 Per EL1Can EL1Can EL1Syd EL1Syd
Records Manager Service Desk Service Desk Service Desk Sys Admin Servers Servers Test Manager Bus Apps Support
Geraldine Merrigen o Satomi Turkovic Marc Stephenson Duncan Thomas Pawel Mazur Kostino Moss - Steven Chater Pifo Holt Tina Boudlis
APS6 Per APS5 Syd (QS) APS5 Mel APS5 Per APS6 Mel APS6 Can APS6 Can EL1Syd APS6 Mel
Records Officer Service Desk Service Desk Service Desk Sys Admin Snr Network Network Release Manager Bus Apps Support
Rosita Oliver sl Roland Andronicos Franz Cruz Ken Parkin Michael Peebles Vincent Han - Idowu Okiki Gary Harris Andrew Gilbert
APS4 Per APS6 Syd (LB) APSS5 Bri APSS Per APS6 Syd EL1Can (C) Can EL1Syd APS6 Mel
Service Desk Service Desk Sys Admin Servers Desktop App Dev Bus Apps Support
- Arthur Rallis Basil Stevens Bobby Jaric Brian Davis - Stuart Brown Amrat Bhudia Ron Jarrett
APS5 Syd (80W) APSS5 Bri APS6 Syd (C) Can EL1Can EL1 Per APS6 Bri
Service Desk Service Desk Sys Admin Desktop Desktop Bus Analyst Bus Apps Support
- Fernando Ramirez Graham Brown Kieren Hearne A5 Jay Bryson Sindy Williams Wayne Sharp
APS5 Syd (Parra) APS5 Can APS6 Syd APS6 Can APS6 Can APS6 Mel APS6 Mel
Service Desk Mobile Bus Analyst
— TBA Grant Robinson = Robert Swale
APSS5 Newcastle APS6 Can EL1Can
Row Labels |~ Adelaide Brisbhane Canberra Hobart Melbourne Perth Sydney  Grand Total .
us Analyst
Con Ruby Taylor
APS6 Syd
APS2 1 1
APS4 1 1
APS5 2 1 1 2 4 11
APS6 1 7 2 8 26
EL1 1 7 2 7 17
EL2 4 2 6 11
Grand Total 4 19 1 8 7 21 62
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