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(57) ABSTRACT

A cybersecurity system for processing events to produce
scores, alerts, and mitigation actions. The system includes
sensors for receiving and processing data to form events,
distributed analytic platform for processing events to form
analytic workflows, and scoring engines for processing
events using analytic workflows to produce scoring engine
messages. The system also includes real time analytic engine
for processing scoring engine messages and distributed ana-
Iytic platform messages using the analytic workflows and
analytic workflow and event processing rules to form and
transmit a threat intelligence message. Threat intelligence
messages include broadcast messages, mitigation messages,
and model update messages. The system also includes logical
segments which associate an analytic model, a set of analytic
models, or an analytic workflow; one or more sources of
inputs about activity within the logical segment, and a set of
actions for mitigating an impact of the anomalous activity
occurring within the logical segment.
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CYBERSECURITY SYSTEM

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims priority under 35 U.S.C.
119(e) to U.S. Provisional Application No. 62/066,769, filed
Oct. 21, 2014, entitled, “Cybersecurity System,” the contents
of which are incorporated herein in their entirety.

BACKGROUND

[0002] Traditionally, cybersecurity systems are limited in
their ability to account for device differences in large net-
works and to perform real time processing. In a large network,
there will be many devices and their behaviors will be quite
different. The conventional approach is to develop a single
behavior model for the network or for each type of device in
the network (workstation, server, switch, router, etc. in the
network). The problem with this approach is that this type of
approach does not capture the differences between individual
devices. Another limitation of traditional cybersecurity sys-
tems is that conventional behavioral models are built manu-
ally after enough data has been accumulated, investigated
with exploratory data analysis and analyzed. Traditional sys-
tems often require: a person to manually build models, pre-
vious state information about entities of interest, and distrib-
uted/batch analytics that can process the data in multiple
passes and require distributed or disk based data. As such, real
time data is not leveraged efficiently, if at all.

SUMMARY

[0003] Although certain techniques for predictive model-
ing are known, the approach described herein can be used to
integrate a segmented analytic modeling with a type of data
center micro-segmentation that enables the system to take the
appropriate mitigation event for each micro-segment. In other
words, according to some embodiments, a large enterprise
network is first divided up into a large number of homogenous
data center micro-segments based on the behavior of the
entities in the micro-segments, the users that interact with the
entities, and the packets and flows in the micro-segments. In
particular, large numbers of segments are created in the enter-
prise in which sensors are placed that can collect data for one
or more such segments. Models are then built for each seg-
ment, and each segment is monitored with a sensor and a
scoring engine, and mitigation actions that are appropriate are
taken for that particular micro segment. In other words, the
use of event-based modeling and multiple models are inte-
grated with real time scoring engines, and data center micro-
segmentation, which allows for effective application of
appropriate mitigation events for each micro-segment.

[0004] Although separating the building of analytic models
(a special case of which are behavioral models) and the scor-
ing of analytic models using two different applications is a
standard technique in the monitoring of real time systems and
the generation of alerts, the use of multiple sensors and mul-
tiple scoring engines that communicate over a high perfor-
mance ESB; the ability to update a model interchange format
(MIF) model, such as Portable Format for Analytics (PFA),
using a message sent over the ESB; the collection of evidence
event by event from multiple scoring engines, each commu-
nicating using a threat intelligence message (TIM) to a real
time analytic engine (RTAE) over the ESB; and the process-
ing of these TIMs by the RTAE in order to send out appropri-
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ate mitigation events (mitigation TIMs) over the ESB are each
individually significant advances over the use of a single
scoring engine processing a single stream of data that can
only replace a model interchange format document with a
new one.

[0005] In accordance with the disclosed subject matter,
systems, methods, and non-transitory computer-readable
media are provided for providing a cybersecurity system for
processing events to produce scores, alerts, and mitigation
actions.

[0006] Insome embodiments, the disclosed subject matter
includes a cybersecurity system for processing events to pro-
duce scores, alerts, and mitigation actions. In some embodi-
ments, the system includes a plurality of sensors, each of the
plurality of sensors being configured to receive sensor data
from the network, process the sensor data to form events, and
transmit the events. In some embodiments, the system
includes a distributed analytic platform, the distributed ana-
Iytic platform configured to receive the events from the plu-
rality of sensors, process the events to form analytic work-
flows, each of the analytic workflows associated with one or
more logical segments, and transmit the analytic workflows
and distributed analytic platform messages. In some embodi-
ments, the system includes a plurality of scoring engines,
each of the plurality of scoring engines being configured to
receive the analytic workflows from the distributed analytic
platform, receive the events from at least one of the plurality
of sensors, process the received events using the analytic
workflows to produce scoring engine messages, and transmit
the scoring engine messages. In some embodiments, the sys-
tem includes a real time analytic engine, the real time analytic
engine configured to receive the analytic workflows from the
distributed analytic platform, receive analytic workflow and
event processing rules, receive the scoring engine messages
from the plurality of scoring engines, receive the distributed
analytic platform messages from the distributed analytic plat-
form, and process the scoring engine messages and the dis-
tributed analytic platform messages using the analytic work-
flows from the distributed analytic platform and the analytic
workflow and event processing rules to form a threat intelli-
gence message. In some embodiments, the threat intelligence
message comprises at least one of a broadcast message, the
real time analytic engine configured to transmit the broadcast
message, a mitigation message, the real time analytic engine
configured to transmit the mitigation message to a control
plane engine for taking a mitigation action associated with a
first logical segment of the one or more logical segments
when the processing by the real time analytic engine indicates
the mitigation action limits the impact of anomalous activity,
and a model update message, the real time analytic engine
configured to transmit the model update message for updating
one or more analytic workflows when the processing by the
real time analytic engine indicates the model update message
improves at least one of a detection rate of the anomalous
activity and a reduction in a false positive rate. In some
embodiments, each of the one or more logical segments asso-
ciates an analytic model, a set of analytic models, or an
analytic workflow; one or more sources of inputs about activ-
ity within the logical segment; and a set of actions for miti-
gating an impact of the anomalous activity occurring within
the logical segment.

[0007] Insome embodiments, the plurality of sensors, the
plurality of scoring engines, the distributed analytic platform,
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the real time analytic engine, and the control plane engine are
connected using an out of band network.

[0008] In some embodiments, the plurality of sensors, the
plurality of scoring engines, the distributed analytic platform,
the real time analytic engine, and the control plane engine
communicate by sending associated messages over an enter-
prise system bus.

[0009] In some embodiments, the plurality of sensors, the
plurality of scoring engines, the distributed analytic platform,
the real time analytic engine, and the control plane engine are
connected using an out of band network and communicate by
sending associated messages over an enterprise system bus.
[0010] Insome embodiments, the system described herein
further comprises an ingest actors module, the ingest actors
module configured to receive third party application data
from at least one of a third party application and a third party
device, and transmit the third party application data for fur-
ther processing by at least one of the plurality of scoring
engines, the distributed analytic platform and the real time
analytic engine.

[0011] In some embodiments, the plurality of sensors, the
plurality of scoring engines, the distributed analytic platform,
the real time analytic engine, the control plane engine, and the
ingest actors module are connected using an out of band
network.

[0012] In some embodiments, the plurality of sensors, the
plurality of scoring engines, the distributed analytic platform,
the real time analytic engine, the control plane engine, and the
ingest actors module communicate by sending associated
messages over an enterprise system bus.

[0013] Insome embodiments, the scoring engine is further
configured to receive the model update messages, and process
the update messages concurrently with the processing of the
events.

[0014] In some embodiments, to form at least one of the
broadcast message, the mitigation message and the model
update message, the real time analytic engine is further con-
figured to receive a first output at a first time from at least one
of the plurality of scoring engines, the distributed analytic
platform, and the plurality of sensors; retrieve first state infor-
mation corresponding to the first output; update the first state
information with first output data; process the updated first
state information by an analytic workflow associated with the
real time analytic engine to form processed updated first state
information; store the processed updated first state informa-
tion in the real time analytic engine; receive a second output
at a second time from at least one of the plurality of scoring
engines, the distributed analytic platform, and the plurality of
sensors; retrieve second state information corresponding to
the second output; update the second state information with
second output data; process the updated second state infor-
mation by the analytic workflow associated with the real time
analytic engine to form processed updated second state infor-
mation; form the at least one of the broadcast message, the
mitigation message and the model update message based on
the processed updated second state information; and store the
processed updated second state information in the real time
analytic engine.

[0015] Insome embodiments, the real time analytic engine
is further configured to receive an interim output at a third
time from at least one of the plurality of scoring engines, the
distributed analytic platform, and the plurality of sensors,
wherein the third time is subsequent to the first time and prior
to the second time; retrieve interim state information corre-
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sponding to the interim output; update the interim state infor-
mation with interim output data; process the updated interim
state information by the analytic workflow associated with
the real time analytic engine to form processed updated
interim state information; and store the processed updated
interim state information in the real time analytic engine.
[0016] Insomeembodiments, the analytic workflows com-
prise a Model Interchange Format document, wherein the
Model Interchange Format document supports a composition
of analytic models; a segmentation of analytic models; an
ensemble of analytic models; a composition of analytic mod-
els with rules; a composition of analytic models with pre-
processing and post-processing stages, wherein the prepro-
cessing and post-processing stages includes data
transformations and data aggregations; and the analytic
workflows, each of the analytic workflows comprising at least
one of analytic models, rules, data transformations, data
aggregations, and compositions of the analytic models, the
rules, the data transformations, the data aggregations, the
segmentations, and the ensembles.

[0017] Insome embodiments, the real time analytic engine
is further configured to transmit an updated behavioral model
to one or more of the plurality of scoring engines when
changes to one or more of the analytic workflows exceeds a
threshold.

[0018] In some embodiments, the events comprise at least
one of data about network flows, data about packets, data
about entities, data about users, data about workstations and
servers, data about routers and switches, data about external
network entities, and data about internal and external devices
interacting with the network.

[0019] In some embodiments, one or more of the plurality
of sensors and the plurality of scoring engines are integrated
into a single application.

[0020] Insome embodiments, the real time analytic engine
is integrated with one or more of the plurality of scoring
engines.

[0021] In some embodiments, the mitigation action com-
prises at least one of: closing at least one port, modifying of at
least one packet data, controlling the transmission of packets
or flows, blocking a subnet, blocking one or more Internet
Protocols (IPs) or ranges of IPs, and blocking one or more
internal or external IPs.

[0022] In some embodiments, the mitigation action com-
prises at least one of: taking at least one of a server and
workstation offline, creating at least one of a new virtualized
server and new virtualized workstation from a protected
image, and blocking an action associated with at least one of
the server and the workstation.

[0023] Insomeembodiments, the anomalous activity com-
prises at least one of a reconnaissance, exploit, intrusion,
compromise, insider threat, and attack.

[0024] In some embodiments, the mitigation action com-
prises at least one of modifying of at least one packet data,
controlling the transmission of packets or flows, and remov-
ing authorization and access privileges for an entity associ-
ated with the anomalous activity, wherein removing authori-
zation and access privileges comprises at least one of
blocking network access, blocking access to network devices,
blocking access to servers, blocking access to workstations,
and blocking access to other computing devices.

[0025] In some embodiments, the anomalous activity is
associated with at least one of an internal bad actor and an
external bad actor.
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[0026] Insomeembodiments, the system further comprises
a visualization engine, the visualization engine including a
monitor, the visualization engine configured to receive statis-
tics and graphical images associated with the processing of
scoring engine messages by the real time analytic engine; and
display the statistics and graphical images on the monitor.
[0027] In some embodiments, a cybersecurity network is
disclosed that includes a plurality of the cybersecurity sys-
tems described herein, wherein each of the plurality of cyber-
security systems is configured to exchange a selected threat
intelligence message with one or more of the other cyberse-
curity systems, wherein the selected threat intelligence mes-
sage is encrypted to provide a secure mechanism for trans-
ferring information, wherein the information in the selected
threat intelligence message does not expose sensitive internal
information about the transmitting cybersecurity system.
[0028] In some embodiments, the cybersecurity system is
further configured to exchange an external threat intelligence
message with a compatible third party system, wherein the
external threat intelligence message is encrypted to provide a
secure mechanism for transferring information, the informa-
tion in the external threat intelligence message does not
expose sensitive internal information about the system trans-
mitting the external threat intelligence message, and the
external threat intelligence message is formatted with a com-
mon Model Interchange Format.

[0029] Insome embodiments, the distributed analytic plat-
form is further configured to receive the scoring engine mes-
sages, and process the scoring engine messages to form threat
intelligence messages.

[0030] Insomeembodiments, the broadcast message com-
prises at least one of an information message, a cyber event
message and an alert message.

[0031] Insome embodiments, each of the plurality of logi-
cal segments is associated with at least one of a division of the
network, a division of the traffic on the network, a division of
users on the network, a division of devices on the network, a
division based upon third party data, and data associated with
at least one of the divisions of the network, the traffic on the
network, the users on the network, the devices on the network
and third party data.

[0032] In some embodiments, at least a first division over-
laps with at least a second division.

[0033] In some embodiments, at least a first division over-
laps with at least a second division and the plurality of sen-
sors, the plurality of scoring engines, the distributed analytic
platform, the real time analytic engine, the control plane
engine, and the ingest actors module communicate by send-
ing associated messages over an enterprise system bus.
[0034] Insome embodiments, the disclosed subject matter
includes a cybersecurity system for processing events to pro-
duce scores, alerts, and mitigation actions. In some embodi-
ments, the system includes a plurality of sensors, each of the
plurality of sensors being configured to receive sensor data
from the network, process the sensor data to form events, and
transmit the events. In some embodiments, the system
includes a distributed analytic platform, the distributed ana-
Iytic platform configured to receive the events from the plu-
rality of sensors, process the events to form analytic work-
flows, each of the analytic workflows associated with one or
more logical segments, and transmit the analytic workflows
and distributed analytic platform messages. In some embodi-
ments, the system includes a scoring engine, the scoring
engine configured to receive the analytic workflows from the
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distributed analytic platform, receive the events from at least
one of the plurality of sensors, process the events using the
analytic workflows to produce scoring engine messages, and
transmit the scoring engine messages. In some embodiments,
the system includes a real time analytic engine, the real time
analytic engine configured to receive the analytic workflows
from the distributed analytic platform, receive analytic work-
flow and event processing rules, receive the scoring engine
messages from the plurality of scoring engines, receive the
distributed analytic platform messages from the distributed
analytic platform, and process the scoring engine messages
and the distributed analytic platform messages using the ana-
Iytic workflows from the distributed analytic platform and the
analytic workflow and event processing rules to form a threat
intelligence message. In some embodiments, the threat intel-
ligence message comprises at least one of a broadcast mes-
sage, the real time analytic engine configured to transmit the
broadcast message, a mitigation message, the real time ana-
Iytic engine configured to transmit the mitigation message to
a control plane engine for taking a mitigation action associ-
ated with a first logical segment of the one or more logical
segments when the processing by the real time analytic
engine indicates the mitigation action limits the impact of
anomalous activity, and a model update message, the real
time analytic engine configured to transmit the model update
message for updating one or more analytic workflows when
the processing by the real time analytic engine indicates the
model update message improves at least one of a detection
rate of the anomalous activity and a reduction in a false
positive rate. In some embodiments, each of the one or more
logical segments associates an analytic model, a set of ana-
Iytic models, or an analytic workflow; one or more sources of
inputs about activity within the logical segment; and a set of
actions for mitigating an impact of the anomalous activity
occurring within the logical segment.

[0035] These and other capabilities of the disclosed subject
matter will be more fully understood after a review of the
following figures, detailed description, and claims. It is to be
understood that the phraseology and terminology employed
herein are for the purpose of description and should not be
regarded as limiting.

BRIEF DESCRIPTION OF FIGURES

[0036] Various objectives, features, and advantages of the
disclosed subject matter can be more fully appreciated with
reference to the following detailed description of the dis-
closed subject matter when considered in connection with the
following drawings, in which like reference numerals iden-
tify like elements.

[0037] FIG.1 is a system diagram showing a cybersecurity
framework, according to some embodiments of the present
disclosure.

[0038] FIG. 2 is a system diagram showing a cybersecurity
framework implemented over three networks, according to
some embodiments of the present disclosure.

[0039] FIG. 3 is a system diagram showing network taps
inserted at different parts of an enterprise network, according
to some embodiments of the present disclosure.

[0040] FIG. 4 is a block diagram showing a scoring engine
in accordance with some embodiments of the present disclo-
sure.
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[0041] FIG. 5 is a flowchart illustrating a method of pro-
cessing and sending messages by the real time analytic
engine, according to some embodiments of the present dis-
closure.

[0042] FIG. 6A is aflow chart showing processing of inputs
or events directly, according to some embodiments of the
present invention.

[0043] FIG. 6B is a flow chart showing associating one or
more persistent states with each event, according to some
embodiments of the present disclosure.

[0044] FIG. 6C is a flow chart illustrating pre-processing
and post-processing of an analytic model, according to some
embodiments of the present disclosure.

[0045] FIG. 7 is a system diagram showing processing of
network traffic to produce analytic models, which are
imported into scoring engines, according to some embodi-
ments of the present disclosure.

[0046] FIG. 8A is a system diagram showing an ensemble
of models, according to some embodiments of the present
disclosure.

[0047] FIG. 8B is asystem diagram showing a composition
or chaining of models, according to some embodiments of the
present disclosure.

[0048] FIG. 8C is a system diagram showing segmented
models, according to some embodiments of the present dis-
closure.

[0049] FIG.9isaflow chart depicting flow of data between
components in the cybersecurity framework, according to
some embodiments of the present disclosure.

[0050] FIG. 10 is a system diagram illustrating a response
to an external threat to the cyber security framework, accord-
ing to some embodiments of the present disclosure.

[0051] FIG. 11 is a system diagram illustrating a response
an internal threat to the cyber security framework, according
to some embodiments of the present disclosure.

DETAILED DESCRIPTION

[0052] In the following description, numerous specific
details are set forth regarding the systems and methods of the
disclosed subject matter and the environment in which such
systems and methods may operate, etc., in order to provide a
thorough understanding of the disclosed subject matter. It will
be apparent to one skilled in the art, however, that the dis-
closed subject matter may be practiced without such specific
details, and that certain features, which are well known in the
art, are not described in detail in order to avoid unnecessary
complication of the disclosed subject matter. In addition, it
will be understood that the embodiments provided below are
exemplary, and that it is contemplated that there are other
systems and methods that are within the scope of the dis-
closed subject matter.

[0053] Some embodiments of the present disclosure relate
to creating a cybersecurity framework. The cybersecurity
framework performs detection and mitigation actions in near
real-time across a distributed enterprise, while simplifying
monitoring, analytics and deployment.

[0054] The processes described herein in some embodi-
ments use the out of band ESB and the out of band network,
which permit processing the large amount of network flow
data, files of packets (PCAP) data, system log data, external
threat data, and other data of interest by the distributed ana-
Iytic platform; near real time scoring; near real time process-
ing of threat intelligence messages (T1Ms), mitigation events,
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and model updates by the various components of the system;
and near real time analytic visualization, monitoring, and
updates to dashboards.

[0055] Representative actions in the cyber environment
include: the analysis of cyber analytic data, building behav-
ioral models, behavioral model scoring, updating behavioral
models, sending alerts, assessing alerts, sending command,
control and mitigation actions, real time visualization, and
operating a collaboration framework.

System Architecture

[0056] FIG.1 is a system diagram showing a cybersecurity
framework, according to some embodiments of the present
disclosure. FIG. 1 shows sensor 102 (also referred to herein as
cyber sensor), ingest actors 104, distributed analytic platform
106, scoring engine 108, real time analytic engine (RTAE)
110, visualization engine 112, control plane engine 114, and
distributed enterprise service bus (ESB) 116. In some
embodiments of the present disclosure, sensor 102 and scor-
ing engine 108 are combined into a single integrated appli-
cation. FIG. 1 also shows additional system components,
including end points 120, data plane 122, servers and work-
stations 126, cyber operations (ops) staff and cyber analysts
128, third party applications, third party applications, sources
and devices 130, and firewalls, switches, and routers 132.

[0057] Each ofthe elements in FIG. 1 are described in more
detail below. Briefly, sensor 102 captures and processes data
from the enterprise data plane 122 and passes the data to ESB
116, where the data is routed for further processing. Data
plane 122 transmits data to and from the various devices on
the enterprise network including from end point devices 120,
servers and workstations 126, and firewalls, switches, and
routers 132. Control plane engine 114 receives processed data
from ESB 116 and monitors, configures and re-configures
network devices, including switches, routers and firewalls
132. Scoring engine 108 receives data from ESB 116 and for
each event in the stream, processes the event using one or
more analytic models, to produce outputs, including scores,
alerts and messages, as well as related information. Ingest
actors 104 capture and process data from third party applica-
tions, sources and devices, and send the data to ESB 116,
where the data is routed for further processing. Distributed
analytic platform 106 (which can also be referred to as an
analytic cloud)is a distributed computing platform that can be
used for analyzing large amounts of data and producing vari-
ous analytic results. Distributed analytic platform 106
receives and sends data to and from ESB 116, ingest actors
104, RTAE 110, and visualization engine 112. RTAE 110
receives data from ESB 116 and the distributed analytic plat-
form 106 and performs near real time computations using
distributed memory and specialized processors, such as
GPUs, creates near real time visualizations, and creates near
real time decisions about mitigation actions by processing
data from multiple scoring engines 108 and other sources.
Visualization engine, dashboard and monitor 112 receives
and sends data to and from ESB 116, RTAE 110 and analytic
platform 106, and provides cyber ops and analysts 128 a
visual representation of the other elements described in FIG.
1. Visualization engine, dashboard and monitor 112 can pro-
vide user configurable dashboards, provide real time infor-
mation and support for real time queries from RTAE 110,
provide and visualize the results of analysis using the distrib-
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uted analytic platform 106, and provide interactive ability to
query for entities, alerts, events, PCAP data, flow data,
graphs.

[0058] As FIG. 2 shows, in some embodiments of the
present disclosure, a cybersecurity framework can be imple-
mented over three networks. FIG. 2 shows an enterprise data
plane 122, an enterprise control plane 204, and an out of band
system network 206. In some embodiments of the present
disclosure, an enterprise service bus 116 is deployed over the
out of band system network. The out of band system network
206 connects cyber sensor 102, distributed analytic platform
106, RTAE 110, scoring engine 108, control plane engine
114, and mitigation agents 210. In some embodiments, two or
more of the following components communicate with other
components in the out of band network through ESB 116:
cyber sensor 102, distributed analytic platform 106, RTAE
110, scoring engine 108, control plane engine 114, and miti-
gation agents 210.

[0059] Insomeembodiments, control plane engine 114 can
send mitigation messages to mitigation agents 210 through
the enterprise control plane 204. Mitigation agents 210 can be
embedded in the control plane engine 114, or may be embed-
ded or integrated with other components of the system or with
other devices or components of the enterprise. For example, a
mitigation agent 210 may be integrated with the control plane
engine 114 and send messages to the enterprise control plane
to close ports or block IPs. Mitigation agents 210 send a
mitigation action to the control plane, which then takes an
action, such as modifying tables in a router or switch. Miti-
gation actions include modifications that result in closing a
port, isolating an end device, server, or network service, iso-
lating a subnet, etc. Another example is that a mitigation agent
210 may send a mitigation action to a network device on the
enterprise data plane that modifies packets or changes the
transmission of packets or flows.

[0060] Insome embodiments, sensors 102 (also referred to
herein as cyber sensors) are positioned on the enterprise data
plane 122. As described in more detail below, sensors 102
collect and process network data on the enterprise data plane
122 to send the processed data to the out of band system
network 206. In some embodiments, cyber sensor 102 can be
connected directly to scoring engine 108 (e.g., without being
connected through an ESB 116) or integrated with the scoring
engine 108.

[0061] AsshowninFIG. 2, an enterprise network functions
as the data plane 122 and carries the bulk of the data that
passes over the networks in the enterprise. In addition, some
enterprises may use a control plane 204 for communicating
control information to switches, routers, firewalls 132, and
other network devices. The control 204 and data plane 122 are
logically separate and may or may not share the same physical
network. In some embodiments of the present disclosure,
there is also an out of band system network 206 that the
system components use for communication. In this disclo-
sure, out of band refers to a separate physical network from
the enterprise data plane 122 and control plane 204.

[0062] Insome embodiments of the present disclosure, the
out of band system network 206 has higher capacity than the
enterprise data plane 122. For example, if the enterprise data
plane is a 10G network, then the out of band system network
may be a 40G network. If the enterprise data plane is a 40G
network, then the out of band system network is a 100G
network.
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[0063] In some embodiments, the components described
above in FIG. 1 are located within the same network. For
example, in some embodiments, enterprise plane 122 and
control plane 204 are in the same network as distributed
analytic platform 106, scoring engine 108, real time analytic
engine (RTAE) 110, visualization engine 112, and control
plane engine 114.

[0064] Insome embodiments of the present disclosure, the
cybersecurity system described herein, for example in FIG. 1,
can be deployed in a plurality of physical or logical locations.
Each of the deployed cybersecurity systems can be config-
ured to exchange selected threat intelligence messages with
one or more of the cybersecurity systems. In some embodi-
ments, selected threat intelligence messages are encrypted to
provide a secure mechanism for transferring information. In
some embodiments, the transferred information in the
selected threat intelligence message does not expose sensitive
internal information about the transmitting cybersecurity sys-
tem, such as specific internal devices compromised or spe-
cific internal IPs under attack, but instead contains informa-
tion about types of attacks, external IPs, etc.

[0065] Insome embodiments of the present disclosure, the
cybersecurity system described herein can be configured to
exchange an external threat intelligence message with a com-
patible third party system. The external threat intelligence
message can be encrypted to provide a secure mechanism for
transferring information. In some embodiments, the informa-
tion in the external threat intelligence message does not
expose sensitive internal information about third parties, such
as specific internal devices compromised or specific internal
IPs under attack, but instead contains information about types
of attacks, external IPs, etc. The external threat intelligence
message can be formatted with a common Model Interchange
Format for behavioral models that is understood by the scor-
ing engines, distributed analytic platform, and real time ana-
Iytic engine.

[0066] FIGS.1and 2, taken together, are described in more
detail below.

Enterprise Service Bus 116, Messages and Topics.

[0067] Insome embodiments of the present disclosure, the
out of band system network uses a distributed enterprise
service bus (ESB) 116 for communication. A distributed ESB
116 is language and platform agnostic and can include any
enterprise service bus including, but not limited to AMQP,
NSQ, ZeroMQ, RabitMQ, Adeptia ESB Suite, IBM Web-
Sphere ESB, Microsoft BizTalk Server, and Oracle Enter-
prise Service Bus. An ESB 116 delivers messages reliably
and, in most embodiments, has a very high throughput. Gen-
erally, an enterprise service bus monitors, routes and resolves
communication from a variety of devices. Devices can
include end points 120 and data plane 122. End points include
end user devices 120 such as workstation servers, personal
computers and mobile devices such as cell phones and tablets.
The data plane 122 includes devices that carry network traffic
such as firewalls, switches, and routers 132. In addition, con-
trol plane traffic to firewall, switches, routers 132 and other
devices that are part of the control plane is also passed to the
out of band system network.

[0068] In some embodiments, messages on ESB 116 are
usually divided into separate streams, often called topics,
each with their own queues, so that the messages related to
one topic do not interfere with messages related to another
topic. The present disclosure in exemplary implementation
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uses topics to create separate queues in the ESB 116 so that
different types of events processed by the scoring engines,
messages passed to different system components, different
types of TIMs, etc. all have different queues.

[0069] Data is passed to the out of band system network for
processing, analysis, and visualization in two main ways: via
sensors 102 and via ingest actors 104. Sensors 102 and ingest
actors 104 are discussed in more detail below. The processing
and analysis of data results in the creation of further records
and (threat intelligence messages) TIMs, which are passed to
the out of band ESB, and the creation of real time visualiza-
tions and various reports, all of which are described in more
detail below.

Sensors 102.

[0070] One way that data enters the system is via sensors.
Sensors 102 capture and process data from the enterprise data
plane 122 and enterprise control plane 204 and pass the data
to the out of band system network for further processing.
Network taps, which are part of sensor 102, are inserted at key
points for network visibility and mirroring of network traffic
to support real-time processes. Sensor 102 is described in
more detail below in the description accompanying FIGS. 7
and 9. Briefly, sensor 102 processes packets and builds
records and flows associated with the processed packets.
[0071] Insome embodiments, there are at least three ports:
an incoming data port an outgoing data port, and a monitor
port. Either all, or selected data determined by the sensor, is
mirrored on the monitor port. The data on the monitor port is
processed to produce records that are passed to the out of band
ESB 116 as described below. In some embodiments of the
system, there is also a fourth port that provides command and
control information to the sensor and tap. The fourth port can
be used to change which data is being collected and pro-
cessed, as well as to take certain mitigation actions, such as
not passing through to the outgoing port certain packets. For
example, packets associated with a particular IP, port,
extracted data, or computed feature can be blocked.

[0072] FIG. 3 is a system diagram showing network taps
inserted at different parts of an enterprise network, according
to some embodiments of the present disclosure. I, 302 is a
network tap 314 that is at the enterprise gateway between the
enterprise network and the external Internet 320. I, 302 is the
visibility point on network tap 314 prior to firewall 312 and
can be positioned on an external switch 310. I, 302 is the
external facing interface of the customer infrastructure, and
represents the first opportunity to use statistical and analytical
models, and other techniques to detect probing, intrusions,
network reconnaissance, attacks on the enterprise, and other
behavior by bad actors; to begin the process of attribution
(e.g., identifying the actor behind the threatening behavior);
and to develop appropriate responses to stop or to limit the
impact of the behavior. Traditionally, the 1, 302 interface is
the boundary between the outside and the inside of the infor-
mation infrastructure. Normally this is the outward facing
interface of an entire enterprise, but for these purposes, 1,302
can refer to the exterior boundary interface, or the outward
facing interface of any information infrastructure; enterprise,
container, cloud or workgroup. I, 302 is the point where
customers generally implement their first stage protection,
usually using a router Access Control List (ACL) or a com-
mercial firewall solution. Normally these devices are enforc-
ing a conservative (mostly restrictive) access control policy,
and represent the principal protection point for the infrastruc-
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ture. For many sites, the I, 302 interface is also a Network
Address Translation (NAT) point, which modifies packet
addresses to minimize the exposure of infrastructure identi-
fiers to external entities. Types of bad actor behavior seenat I,
include:

[0073] 1) Remote attempts to discover and penetrate exter-
nal defenses;

[0074] 2)External, butlocal, strategies to penetrate exterior
infrastructure;

[0075] 3) Insider mediated external access control modifi-
cations;

[0076] 4) Internal facilitated external access;

[0077] 5) Traditional cyber exploitation; and

[0078] 6) Infrastructure rootkit based exploitation.

[0079] I, 304 and I, 306 are internal facing interfaces

within the enterprise and anomalous cyber activity within the
enterprise is referred to herein as an internal attack. I, 304 is
a network tap 314 that is positioned between the enterprise
firewall 312 and the rest of the internal enterprise networks.
Sensor appliance I, 306 enables visibility into lateral network
traffic within the enterprise. I, network taps 306 are posi-
tioned on internal switches 316 and can see traffic to devices,
such as webservers, enterprise servers, workstations, desk-
tops, and other such devices. 15 308 is a network device that
can process data on the enterprise control plane. In general, in
many deployments of the system, except for the simplest
networks, there will be multiple sensors of types 1,306 and 1
308. For some complex networks there may be multiples
sensors of types 1,302 and I, 304.

[0080] Insomeembodiments,dataand activity fromI, 302,
1, 304, 1, 306 and I; 308 are continuously correlated and
scored to command and control all enterprise networks and
components through control plane interface. Sensor 102 in
conjunction with the scoring engine 108 and behavior models
and RTAE 110 produce TIMs, including TIM mitigation and
TIM model update messages that are passed along the ESB
116 and consumed by enterprise and network components to
support real time command and control actions. Examples of
mitigation TIMs and model update TIMs that are used in
some embodiments of the present disclosure are described
below. Briefly, an example of a mitigation TIM in some
embodiments of the present disclosure is a message to close a
particular port or isolate a particular device. An example of a
model update TIM in some embodiments of the present dis-
closure is lowering a threshold of an alert in a post-processing
element of a behavioral model workflow based upon behavior
in the enterprise network. In more detail, the scoring engine
108 parses a model update TIM, to identify the appropriate
component of the PFA document to update, such as the value
of the threshold in the appropriate PFA element in this
example, and replaces the current value of the threshold with
the new value of the threshold supplied in the model update
TIM. Another example of a model update TIM in some
embodiments of the present disclosure is changing a coeffi-
cient in an analytic model or a coefficient in the pre- or
post-processing PFA components of an analytic model.

Ingest Actors 104.

[0081] A second way that data enters the system is via
ingest actors 104. Ingest actors 104 can be designed to pro-
cess data from third party applications (apps), sources and
devices 130. Third party applications (apps), sources and
devices 130 can include other system components; log files
produced by workstations, servers, network devices, and
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other computing devices on the enterprise networks; infor-
mation streams produced by other security applications,
including host based security systems; external third party
sources of data, including information about threats, reputa-
tions of IPs, response policy zone (RPZ) information and
related information; other systems with the same architec-
ture, either at other geographically distributed locations of the
same enterprise, or associated with other enterprises; and
other systems with a different architecture but following an
agreed upon format for exchanging information.

[0082] Ingest actors 104 receive input data to process from
one of the sources described above or directly from the ESB
116. After processing, ingest actors 104 delivers the pro-
cessed event back to the ESB 116 for additional processing by
other system components. Ingest actors 104 receives input
data to process from third party applications (apps), sources
and devices 130, and performs data processing and the con-
versions required so that input data can be transmitted to the
ESB 116, RTAE 110 or distributed analytic platform 106 for
further processing. In some embodiments, processing at
ingest actors 104 involves taking input data and converting
the input data into a format suitable of ingestion by ESB 116,
RTAE 110, or distributed analytic platform 106.

Scoring Engine 108.

[0083] A scoring engine 108 is a module that can import an
analytic model (or an analytic workflow) and takes data from
the network and from other system modules. Once an analytic
model is imported, a scoring engine can read a stream of data
and for each event in the stream, process the event using one
or more analytic models, to produce outputs, including
scores, alerts and messages, as well as related information.
The scoring engine 108 and data flows associated with the
scoring engine 108 are described in more detail below in the
description accompanying FIGS. 7, 9 and 4.

[0084] As described above, scoring engine 108 is a module
that can score data with statistical and behavioral models at
network speeds. Models can be built offline from historical
data or from streaming data. In some embodiments, scoring
engine 108 can emit scoring engine messages, such as alerts,
containing metadata data and scores. In some embodiments,
scoring engine is PFA-compliant, as described in more detail
below. Scoring engine 108 can score data using statistical,
predictive, and data mining models such as a cluster model,
baseline model, Bayesian network or a regression and clas-
sification tree. Models can be built offline based on historical
data. Models can also be streaming analytic models, as dis-
cussed in more detail below.

[0085] FIG. 4 is a block diagram showing a scoring engine
in accordance with some embodiments of the present disclo-
sure. FIG. 4 shows inputs to scoring engine 402, PFA docu-
ment 404, PFA execution engine 406, stored state information
for analytic models 408, model update TIMs 410 and outputs
412. The inputs to the scoring engine 402 can be a stream of
events, or more generally, data records. The scoring engine
108 processes the inputs 402 using the PFA execution engine
406. PFA is a language that describes how inputs for analytics
are transformed and aggregated to produce analytic outputs.
The PFA execution engine takes inputs to the scoring engine
and produces outputs following the processes and procedures
(also referred to herein as the analytic workflows) in the PFA
document 404. For example, a PFA document 404 can
describe a classification and regression tree; the PFA execu-
tion engine 406 takes inputs to the classification and regres-
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sion trees and produces outputs of the classification and
regression tree. The scoring engine 108 contains stored state
information for entities and updates this state information as
specified in the PFA document 404. In some embodiments, to
update the analytic processing, the scoring engine 108
imports a new PFA document 404.

[0086] Insome embodiments of the present disclosure, the
analytic processing in the scoring engine 108 can also be
updated by sending one or more model update TIMs to the
scoring engine 108, which updates the appropriate compo-
nents of the PFA documents, as specified by the model update
TIM. As described above, the update can include a change to
athreshold value or to a coefficient of an algorithm that is part
of'an analytic model. This type of update, which is referred to
herein as a small update, can be applied by a scoring engine to
a stream of data mid-stream without stopping the processing
of data by the scoring engine. Larger updates are also pos-
sible, such as switching out an entire PFA document 404.

[0087] More generally, a scoring engine 108 in some
embodiments of the present disclosure can be based on other
Model Interchange Formats. An exemplary Model Inter-
change Format is based upon a specification that allows for
updating of model information concurrent with the scoring of
data records by the model, such as provided by read-copy-
update policy supported by cells and pools in the PFA speci-
fication. The read-copy-update policy allows the PFA docu-
ment 404 to be read by the scoring engine concurrent with the
updating of some components of the document. Near real
time scoring, as described in some embodiments herein, is
related to supporting concurrent scoring of data using models
with concurrent updating of models. More generally, an
exemplary Model Interchange Format for the present disclo-
sure is based upon a specification for describing analytic
models and analytic processing of data by transformations
and aggregations that supports passing the outputs of analytic
models, transformations and aggregations to the inputs of
other analytic models, transformations and aggregations.

Distributed Analytic Platform 106.

[0088] Distributed analytic platform 106 or analytic cloud
is a distributed computing platform that can be used for ana-
lyzing large amounts of data and producing various analytic
results. Distributed analytic platform 106 can hold large
amounts of data for analysis, both using a distributed file
system, such as Hadoop or MapR, or using a non-relational
(e.g., NoSQL) database, such as HBase, Accumulo, MapR-
DB, etc. In some embodiments of the present disclosure, the
distributed analytic platform 106 is a distributed computing
platform that includes support for MapReduce and iterative
MapReduce computations, such as those supported by Spark.
The distributed analytic platform 106 in some embodiments
of the present disclosure, also includes support for perform-
ing iterative computations with data either on disk, in
memory, or both on disk and in memory, as well as support for
NoSQL databases and other specialized applications and
tools for working with distributed data in a systems such as
Hadoop, MapR, Spark, or other distributed computing plat-
form. Distributed analytic platform 106 also includes a
REST-based API so that the various system components can
access data and information in the distributed analytic plat-
form 106 in a uniform way, independent of the particular
analytic, process or component within the distributed analytic
platform that produced the data or information.
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[0089] The distributed analytic platform 106 receives data
from sensors 102 and ingest actors 104 via the distributed
ESB 116. In some embodiments of the present disclosure, the
distributed analytic platform 106 also receives data directly
from ingest actors 104.

[0090] There are several types of outputs from the distrib-
uted analytic platform 106, including: threat intelligence
messages (TIMs) that are sent to the ESB 116, and from the
ESB 116 to the control plane engine 114; data and data
structures describing visualizations of the data that are sent to
the RTAE 110 (as described in more detail below), and from
the RTAE 110 to the visualization engine, dashboard and
monitor 112; analytic workflows, including analytic models,
described in portable format for analytics (PFA) (as described
in more detail below), as well as other languages that can be
used for describing analytic models for scoring engine 108.
[0091] The distributed analytic platform 106 collects,
cleans, integrates and builds behavioral models from large
collections of flow data (e.g., network flow streams and data
files), packet data (e.g., PCAP files), and log files from net-
work devices, servers, and other devices. The environment is
designed for machine based learning algorithms that may
take minutes to hours or longer to run. The outputs are ana-
Iytic workflows, which can include behavioral models, and
distributed analytic platform TIMs (also referred to herein as
analytic platform messages). In some embodiments, the ana-
Iytic workflow contains many segmented models, each asso-
ciated with a logical segment. In some embodiments, the
analytic workflow contains many segmented workflows, each
associated with a logical segment. In some embodiments, this
environment is designed for data scientists and support dis-
coveries of new threats and the production of analytic models
for the other environments.

[0092] The distributed analytic platform 106 may also
include a virtual machine infrastructure that can include vir-
tual machines for containment of potential malware. Malware
can be executed in a virtual machine, which is isolated from
the cybersecurity framework. In some embodiments, the vir-
tual machines include Linux containers.

Real Time Analytic Engine 110.

[0093] RTAE 110 receives data from ESB 116 and the
distributed analytic platform 106 and performs several func-
tions, including performing near real time computations of
derived, aggregated, and transformed data using distributed
memory and specialized processors, such as GPUs; creating
near real time visualizations of network activity, behavior of
enterprise entities, users, and flows, potential threats, corre-
lated behaviors, etc.; and creating near real time decisions
about mitigation actions by processing data from multiple
scoring engines and other sources. Some examples of creat-
ing near real time decisions about mitigation actions are dis-
cussed in the description accompanying FIGS. 10 and 11. In
some embodiments, data received from the distributed ana-
Iytic platform 106 include analytic workflows and distributed
analytic messages. In some embodiments, RTAE 110 also
receives scoring engine messages from the scoring engine
and analytic workflow and event processing rules from at
least one of distributed analytic platform, user configured
settings, and results of third party analytic systems. The near
real time visualizations are passed to the visualization engine,
dashboard and monitor 112 for display. In some embodi-
ments, the near real time decisions about mitigation events are
structured into command and control (C2) messages (e.g.,
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mitigation TIMs), passed to the ESB 116, which they are
processed by the control plane engine 114, which in turn takes
various mitigation events or actions, such as closing a port,
modifying packets, blocking a subnet, blocking one or more
Internet Protocols (IPs) or ranges of IPs, blocking one or more
internal or external IPs, controlling the transmission of pack-
ets or flows, taking at least one of a server and workstation
offline, creating at least one of a new virtualized server and
new virtualized workstation from a protected image, blocking
an action associated with at least one of the server and the
workstation etc. In some embodiments, a mitigation action
can also include removing authorization and access privileges
for an entity associated with anomalous activity. Removing
authorization and access privileges can include at least one of
blocking network access, blocking access to network devices,
blocking access to servers, blocking access to workstations,
and blocking access to other computing devices. In some
embodiments, RTAE 110 is integrated with one or more scor-
ing engines into a single application.

[0094] Insome embodiments, RTAE 110 provides a GPU-
based environment for managing a massively large number of
parallel computing threads for real-time analytics. An RTAE
database can also be leveraged by all computational actors to
run in near real time large-scale data processing tasks for
sophisticated analytics. RTAE 110 includes a real time statis-
tical engine for summarizing the status of enterprise in visu-
alization engine, dashboard and monitor 112; and a real time
engine for processing TIMs from multiple sensors 102, com-
puting the appropriate mitigation action if any, and sending
the appropriate TIM (including score, alert, update, mitiga-
tion action, etc.). RTAE 110 also includes a REST-based API,
so that the various system components can access data and
information in the RTAE 110 in a uniform way, independent
of'the particular the particular analytic, process or component
within the RTAE 110 that produced the data or information.
Dueto the volume of data and the near real time computations
required, specialized processors that can process large blocks
of data in parallel, such as the GPUs used in some embodi-
ments of the present disclosure, are used in the RTAE 110.

[0095] RTAE 110 can also send command and control (C2)
messages called threat intelligence messages (TIMs) to other
components in the cyber security framework. For example,
the RTAE 110 performs a wide range of event based actions
such as updating analytics, visualizations and alerts, mitiga-
tion actions for the control plane and distributed sensor
updates, etc. Flow agents managed by the RTAE 110 similarly
provide the intelligence for the wide variety of agents
enabling publication and subscription requests and what
metachannels are related to specific topics, types, and con-
cepts.

[0096] Insome embodiments of the present disclosure, the
RTAE 110 produces mitigation TIMs sent from one or more
behavioral models. In some embodiments, the TIMs are sent
to the ESB 116 by scoring engines 108. The various TIMs are
collected by the RTAE 110, processed, integrated and fed into
another model, which, depending upon the results from the
new model, may result in a mitigation. In some embodiments,
an RTAE 110 communicates a mitigation TIM over ESB 116
to one or more mitigation agents 210, the mitigation TIM
including instructions to take specific mitigation actions, such
as closing a port.
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[0097] FIG. 5 is a flowchart illustrating a method of pro-
cessing and sending messages by the real time analytic
engine, according to some embodiments of the present dis-
closure.

[0098] Referring to step 502, first one or more messages,
such as TIMs, are received by an RTAE 110 from one or more
scoring engines, the distributed analytic platform or other
system components. As described in more detail herein, the
first message can include a TIM generated by the scoring
engine or the distributed analytic platform. The TIM can
include data associated with an alert or with making a small
modification to a PFA document. RTAE 110 can also receive
analytic workflows from distributed analytic engine and ana-
Iytic workflow and event processing rules. In some embodi-
ments, the analytic workflow and event processing rules can
specify thresholds associated with analytic models or analytic
workflows. For example, an analytic workflow and event
processing rule can specify that all activity related to a certain
analytic workflow with scores beyond a certain threshold be
classified as anomalous activity. As described herein, anoma-
lous activity can include a reconnaissance, exploit, intrusion,
compromise, insider threat, and attack.

[0099] Referring to step 504, RTAE 110 processes the
received TIM using the analytic workflows and the analytic
workflow and event processing rules. In some embodiments,
entity information is retrieved from the TIM, the associated
state information is retrieved from the RTAE 110, and the
state information is updated with information extracted from
the received TIM. In some embodiments, the stored state
information is associated with previously received messages
from at least one of sensors, scoring engines and the distrib-
uted analytic platform.

[0100] Referring to step 506, RTAE 110 can take the fol-
lowing actions based on the processing: i) transmit a broad-
cast message, ii) transmit a model update to a scoring engine
when the RTAE 110 determines that an updated model is
likely to improve the detection rate or reduce the false positive
rate of the current model; iii) transmit a mitigation action
using the control plane engine and mitigation agents when the
RTAE 110 determines that the received TIM indicates an
intrusion or probable intrusion, or other anomalous activity;
iv) transmit an analytic model when changes to an analytic
workflow exceed a threshold; and v) wait to receive additional
TIMs. In some embodiments, RTAE 110 processing also
includes analyzing the updated state information to determine
if any action should be taken. In some embodiments RTAE
110 can send one of a broadcast message, mitigation message
and model update message after receiving a first output at a
first time from scoring engines, the distributed analytic plat-
form, and the plurality of sensors. In some embodiments,
RTAE 110 waits to receive several outputs from scoring
engines, the distributed analytic platform, and the plurality of
sensors prior to sending one of a broadcast message, mitiga-
tion message and model update message.

[0101] As described above, RTAE 110 can transmit one of
a mitigation TIM, a model update TIM and an analytic model
based on the processing. For example, a TIM received by an
RTAE 110 indicating a likely intrusion at a port detected by a
sensor and scoring engine associated with the port can result
in a mitigation TIM being sent, which will close the port. At
the same time, RTAE 110, based on the same received TIM,
can send to all the scoring engines a model update changing a
parameter in the scoring engines to better account for the
intrusion or effects related to the intrusion. If the RTAE 110
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determines that a scoring engine or other system component
requires a change more significant than a threshold amount of
change, the RTAE 110 can send an updated behavioral model
instead of the model update. In some embodiments, RTAE
110 can also send a broadcast message, which can include at
least one of a cyber event message and an alert message.

Control Plane Engine 114.

[0102] The control plane engine 114 relates to monitoring,
configuring and re-configuring network devices, including
switches, routers and firewalls. The control plane engine 114
is responsible for taking mitigation actions, communicating
with mitigation agents, sending alerts related to the control
plane, and supplying data so that the visualization engine,
dashboard and monitor 112 can provide situational awareness
of the control plane infrastructure. Situational awareness in
this context refers to information that provides a summary of
the entities in the control plane; current traffic on the control
plane; the normal traffic on the control plane; deviations, if
any, between the current traffic and normal traffic; and other
information related to unusual activity, activity associated
with potential bad actors, or related behavior. In some
embodiments, control plane engine 114 gets mitigation TIMs
from RTAE 110, scoring engine 108 and distributed analytic
platform 106.

[0103] The control plane engine 114 includes C2 compute
actors that generate real time command and control messages.
Preplanned actions are managed throughout the control plane
and data plane, such as blocking specific IPs, isolating a
suspicious workstation or redirecting packet flows.

[0104] The control plane engine 114 includes DNS, DHCP,
and IP address management (DDI) 140. The DDI module 140
includes global device graph, trust protocol ID within control
flows and device and flow fingerprints. Global device graph
includes a visual representation of all network devices and
activity. Trust protocol ID within control flows includes
encrypted strings within packets. Device and flow finger-
prints are managed by the control plane and utilize the
dynamic host connection protocol (DHCP) to uniquely fin-
gerprint all devices on the network.

Other System Components.

[0105] Other system components include a registry (not
shown) that is accessible by all components. In some embodi-
ments, the registry includes highly available data about com-
monly used services, data structures, message formats, and
other information that simplifies the development and opera-
tion of the system.

Behavioral Modeling and Real Time Scoring

[0106] In some embodiments of the present disclosure,
behavioral models are utilized to quantify the likelihood of
cyber intrusions, the presence of bad actors (whether external
actors or “insiders”), and other behavior that warrants action,
either the manual examination by a cyber-analyst or the auto-
mated action of a mitigation device.

[0107] In the present disclosure, a behavioral model refers
to a statistical, data mining or other type of algorithm that
takes inputs (or “events”), processes the inputs to compute
features, and processes the features to compute outputs (or
“scores”). Events as described herein usually refer to a tem-
porally ordered stream of inputs that are processed one by
one.
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[0108] FIGS. 6(a)-(c), 7 and 8 are system diagrams show-
ing different ways that events can be presented by behavioral
models, according to some embodiments of the present dis-
closure.

[0109] For real time or near real time analytics, events are
presented event-by-event and can be scored event-by-event to
produce outputs in a variety of ways. FIG. 6A is a flow chart
showing processing of inputs or events directly, according to
some embodiments of the present invention. Data attributes
602 are used to produce features 604. In some embodiments,
features 604 are formed by transforming or aggregating data
attributes. For example, if the data attribute corresponds to a
flow record, an example of a feature can include a binary
variable that equals 1 when the flow is a short duration flow,
and 0 otherwise. Features 604 are in turn processed by a
model 606 to produce model outputs 608. FIG. 6B is a flow
chart showing associating one or more feature vectors (also
referred to herein as state vectors) with each event, according
to some embodiments of the present disclosure. An event is
received 610, and data attributes are determined for the event
612. The data attributes are used to produce features for the
event 614. When a new event is processed, the associated
stored feature vector or feature vectors, which are persistent
from event to event, are retrieved and updated with the data
from the new event 616. After the feature vector(s) is updated
618, it is used as the input to a behavioral model 620 to
produce outputs 622. An example of a feature vector that is
updated with each event is a normalized number of flows in a
specific time window (e.g., within a 10 second moving time
window). FIG. 6C is a flow chart illustrating pre-processing
638 and post-processing 640 of an analytic model, according
to some embodiments of the present disclosure. Data pre-
processing 638 transforms or aggregates the data, creates
feature vectors, and performs other processing as desired,
prior to passing the data to an analytic model 630. Post-
processing 640 transforms and aggregates, computes addi-
tional outputs, and performs other processing as required. As
an example of post-processing, a post-processing module can
compile and evaluate various statistics to determine if the
model has seen enough events to be considered statistically
valid. If statistically valid, the score is sent out; otherwise, the
score is suppressed. For the methods shown in FIGS. 6(a),
6(b), and 6(c) multiple models can be used, with the outputs
of'one or more models being used as the inputs to one or more
other models, as described in more detail below in the
description accompanying FIGS. 8(a), 8(b) and 8(c).

[0110] For batch processing of data in analytics, inputs are
gathered together in a file, or multiples files, and the file(s) are
processed to produce the outputs associated with the analytic
models. As mentioned above, for the sizes of data that is
typical in cyber applications, a distributed analytic platform is
used for the analytic processing.

[0111] The models themselves that are used to process
events to produce outputs can also be produced in different
ways. As shown below in FIGS. 7 and 9, a distributed analytic
platform 106 can be used to process the inputs to models to
produce the analytic model. In some embodiments of the
present disclosure, the model is expressed in a model inter-
change format, such as PFA, when can then be used for
scoring events in batch using a distributed analytic platform,
or in streaming fashion using a scoring engine. In one of the
embodiments of the present disclosure, PFA models can also
be produced by two other system components: the RTAE and
the scoring engine itself
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[0112] FIG. 7 is a system diagram showing processing of
network traffic to produce analytic models, according to some
embodiments of the present disclosure. FIG. 7 shows network
traffic 702, event record and file builder 704, PFA models
repository 706, packet processor 708, scores 710, insights
from batch analysis of event data 712, events 720, PFA mod-
els imported 722, enriched network flow and PCAP files 724,
PFA models exported 726, sensor 102, distributed analytic
platform 106, and scoring engine 108.

[0113] Network traffic 702 is collected by sensor 102. Sen-
sor 102 includes packet processor 708, which is designed to
process packet data at line speed (i.e., the speed in which data
is moving through the network). Packet processor 708 is able
to process packet data at line speed using highly optimized
software stacks, and, in some embodiments of the present
disclosure, specialized hardware. In some embodiments, a
zero copy technique is used for improving packet processing
performance. Packet processing includes extracting attributes
of packets, such as destination and source ports and IPs,
protocol flags and other attributes of TCP packets, UDP pack-
ets, etc., looking at combinations of extracted attributes to
identify specific protocols, and enriching the information
with other data, such as Dynamic Host Configuration Proto-
col (DHCP) data, geo-location data, etc. Information from
multiple packets corresponding to the same source and des-
tination IPs and ports are processed to produce flow records
by event record and file builder 704 that are passed to the
scoring engine 108 through the ESB 116. In some embodi-
ments of the present disclosure, information from single or
multiple packets are processed to produce other types of
events that are passed to the scoring engine 108 through the
ESB 116. For example, in some embodiments of the present
disclosure, each packet can scored individually by the scoring
engine 108; selected packets, such as those corresponding to
one or more protocol types, or other attribute or feature, can
be scored; or other combinations of packets can be processed
by the scoring engine 108. Multiple packets are also pro-
cessed by event record and file builder 704 to produce files of
packets (PCAP files) that are passed to the distributed analytic
platform 106. In some embodiments of the current disclosure,
the sensor 102 processes data in collaboration with an entity
engine. The role of the entity engine is to enrich the flow
events and PCAP files with unique entity identifiers since IP
addresses often times change within enterprise environments
that use DHCP.

[0114] The sensor 102 transmits events 720 to scoring
engine 108 for real time scoring over an ESB 116. In some
embodiments, scoring engine 108 reads a PFA file 722 from
a PFA model repository 706 containing a description of mul-
tiple models, how to pre-process the inputs to models, how to
post-process the outputs of models, how to compose models,
how to send events to segmented models, etc. In some
embodiments, an imported PFA file 722 can express an ana-
lytic workflow. In some embodiments, the analytic workflow
contains multiple segmented analytic workflows, each asso-
ciated with a logical segment. For example, FIG. 8A shows
how the outputs of multiple analytic models can be combined
to produce a single output, while FIG. 8B shows how the
output of one analytic model can be used as the inputs to two
or more other analytic models. Analytic models include, but
are not limited, to cluster models, baseline models, classifi-
cation and regression trees, neural networks, random forests,
Bayesian models, and any of the other statistical and machine
learning analytic models that are known to experts in the field.
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Scoring engine 108 converts scores of each event and creates
multiple types of TIMs, including TIMs containing scores,
event notification, or alert notification, model update TIMs,
and mitigation TIMs 710. In some embodiments, scoring
engine 108 can build additional event features from the
received event information. In some embodiments, sensor
102 is controlled by the RTAE 110, which can change the type
of packets and flows collected, how events and flows are
processed by the sensor, etc.

[0115] Sensor 102 also transmits network flow records and
PCAP files 724 to distributed analytic platform 106. The data
transmitted by the sensor may be enriched by adding at least
one of: data and metadata about entities observed, data and
metadata about the network traffic, data and metadata asso-
ciated with users, data and metadata about workstations and
servers, data and metadata about routers and switches, data
and metadata about external network entities, and data and
metadata about internal and external devices interacting with
the network. Distributed analytic platform 106 processes the
received information, in multiple ways, including using sta-
tistical algorithms, machine learning algorithms, and other
algorithms to build analytic models that can be executed by
the scoring engine. Processing of the received information in
multiple ways as described above is an example of the batch
processing of event data, flow data, and other data mentioned
elsewhere in this disclosure. Analysis of the data processed in
this way can lead to insights about cyber behavior 712, such
as the presence of unusual or suspicious behavior. These
models can be exported as a model interchange format, e.g.,
PFA models 726 to a PFA model repository 706. The PFA
models are received by the scoring engine 108, added to
existing collections of PFA models, which changes the col-
lection of PFA documents accessed by the scoring engine 108
for processing the events. Distributed analytic platform 106
can also score the events in batch 712.

[0116] In some embodiments of the present disclosure,
inputs can be network flow records produced by the sensor
102, packet records produced by the sensor 102, records
extracted by the sensor 102 from log files from network
devices, workstations, servers, or other systems, or records
extracted via some other mechanism.

[0117] In some embodiments of the present disclosure,
inputs are events that are associated with entities, such as
network devices, users, etc., and the inputs are processed by
retrieving one or more state vectors that store persistent infor-
mation for that entity, updating the state vector using infor-
mation from the event, and then using the update state vector
as the input to the model.

[0118] Insomeembodiments of the present disclosure, and
as described above with respect to FIG. 2, one or more sensors
102 collect and process data from the enterprise being pro-
tected, produce event based records, pass the event based
records to the system’s ESB 116, and one or more scoring
engines 108 read the event based records from the ESB 116,
and process the event based records to produce various out-
puts.

[0119] Insomeembodiments of the present disclosure ana-
lytic models are deployed in scoring engines 108 in order to
detect cyber behavior and changes in cyber behavior at line
speed as network data is processed. Analytic models
deployed in scoring engines can be utilized for many different
use cases in a cyber-network. For example, an analytic model
in a scoring engine 108 can be used to detect unexpected
changes in network devices, workstations, servers, etc. Unex-

Apr. 21, 2016

pected changes can be defined in several ways, including, for
example, by changes in the communication patterns of
devices on the networks (“communities of interest™). In this
case, different types of models, including baseline models,
can be used to detect changes. Using baseline models to
detect changes can also be employed to detect insider or
lateral movement threats. Scoring engine 108 can also be
used to accumulate suspicious behavior across sources. For
example, certain flows may occur at night from certain coun-
tries. If some of these flows are also found to be associated
with failed login attempts, then the risk associated with all of
these flows would be elevated. When the risk score passes a
threshold, an alert is sent.

[0120] In some embodiments of the present disclosure,
multiple models are present and can be combined in different
ways. FIG. 8A is a system diagram showing an ensemble of
models, according to some embodiments of the present dis-
closure. Analytic models 1 802 through n 804 are combined to
get a single output score 806. The analytic models can be
combined using averaging, voting, or any other method of
combining the models. For example, voting is used to com-
bine categorical outputs from multiple models (correspond-
ing to a single input), in which the category that occurs most
frequently as the output of the models is selected as the output
of the ensemble. FIG. 8B is a system diagram showing a
composition or chaining of models, according to some
embodiments of the present disclosure. The output of analytic
model 1 810 can be fed as inputs into analytic model 2a 812
and analytic model 25 814. The outputs of analytic models 2a
and 812 and 25 814 can be used as the inputs to the analytic
model 3 816. In some embodiments, analytic model 1 810,
analytic model 2a 812, analytic model 25 814, and analytic
model 3 816 can be any model. For example, the models are
not restricted to a particular subset of models. The models can
be chained together in any configuration. FIG. 8C is a system
diagram showing segmented models, according to some
embodiments of the present disclosure. Each model 820, . . .
, 822 is associated with a unique key to distinguish the seg-
ments. Since the models will in general be different between
the different segments, the same input event will create mul-
tiple different outputs, corresponding to the various different
models, associated with the various segments.

[0121] Insomeembodiments ofthe present disclosure, Por-
table Format for Analytics (PFA) is used, since it supports the
three types of multiple models mentioned above, whereas
other Model Interchange Formats (MIF), such as Predictive
Model Markup Language (PMML), only support limited
types of composition of models, not arbitrary chaining
together of the outputs of one or more models into the inputs
of'one or more other models, as is, for example, supported by
PFA.

[0122] In some embodiments of the present disclosure a
model producer is used that exports a MIF document that is
imported into one or more scoring engines. In some embodi-
ments of the system the MIF document is sent over the ESB
116 to the scoring engines 108 and in some embodiments the
MIF document is loaded into the scoring engine 108 via
another mechanism, including an out of band network linking
the distributed analytic platform 106 to the scoring engines
108. In some embodiments, the MIF document is a PFA
document.

[0123] In some embodiments of the present disclosure,
there are several different types of TIMs that are outputs of the
models. These include: i) scores associated with input events
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that are stored for potential analysis in the future; ii) scores
associated with input events that are sent for further process-
ing; iii) model update TIMs; and iv) mitigation TIMs.

Updating Behavioral Models.

[0124] FIG.9isaflow chart depicting flow of data between
components in the cybersecurity framework, according to
some embodiments of the present disclosure.

[0125] Asdescribed briefly above and in more detail below,
RTAE 110 and control plane engine modules and agents can
take mitigation actions. For example, the analytic model in
the scoring engine 108 can be updated in one of four ways.
First, a new analytic model can be created in a batch analytic
job and exported in a model interchange format 902. In some
embodiments of the present disclosure, the batch analytic job
is run in the distributed analytic platform 106 and exported as
PFA. The batch analytic job uses as inputs data from the
sensors 102, such as network flow data, PCAP data, and data
from other systems and sensors. Second, a new analytic
model can be created in near real time using the RTAE and
exported in amodel interchange format 904. In some embodi-
ments of the present disclosure, the RTAE 110 exports the
model as PFA. Third, changes to the model itself can be made
through a model update TIM 410. A model update TIM 410
can include information so that particular values, variables,
and PFA elements in the PFA document can be updated
without replacing the entire PFA document. Since PFA docu-
ments can be large in size, the ability to update specific values
and elements using a model update TIM that is the result of
processing TIMs and other information by the RTAE 110
contributes to the speed at which data is processed. Fourth,
the parameters of the analytic model itself can be updated in
the case the model is a streaming model in which the param-
eters or other components of the model 914 (vs state infor-
mation associated with entities) is updated when events are
processed 908. A streaming model in this context is an ana-
Iytic model that is built from data that is processed just once
as it passes through the scoring engine. This is in contrast to
analytic models that are built with batch analytics, as
described above, in which data records are persisted to disk,
such as the disk associated with the distributed analytic plat-
form 106, and can be read and processed as many times as the
particular algorithm or analytic requires.

[0126] As described above, in some embodiments, sensors
102 receive input events from network traffic. Type of input
events can include events from network packets, events from
network flows, events from monitoring systems, events from
log files, and events from other systems and applications.
Also as described above, an output of the scoring engine 108
can include TIMs. In some embodiments, TIMs can include
scores associated with events that are stored for potential
analysis in the future, scores associated with events that are
sent for further dynamic processing, model update TIMs, and
mitigation TIMs.

[0127] Anelement of the present disclosure is that multiple
scoring engines 108, multiple sensors 102, or other compo-
nents of the system can concurrently send messages to the
ESB 116 and the scoring engines 102 can be concurrently
updated. In some embodiments of the present disclosure there
are multiple scoring engines 108, which read model update
TIMs. In other words, multiple sensors 102 can be used with
model update TIMs sent over the ESB 116 to concurrently
update a scoring engine 108; a single sensor 102 may send
model update TIMs over the ESB 116 to update concurrently
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multiple scoring engines; or multiple sensors and multiple
scoring engines may send model update TIMs to update con-
currently multiple scoring engines 108 using multiple sensors
102. In some embodiments, the system described herein
includes only one scoring engine 108 connected to multiple
sensors 102.

[0128] Insome embodiments of the present disclosure, the
scoring engine 108 is designed so that model update TIMs can
be processed concurrently with scoring of events by the scor-
ing engine so that it is not necessary to stop the scoring engine
in order to update it with a model update TIM. This ability to
process changes to PFA documents at the same time that the
scoring engine 108 scores events exists because the PFA
standard contains language components that supports concur-
rency as described above. In some embodiments of the
present disclosure the implementation of the scoring engine
108 supports the various concurrency elements supported by
the PFA standard.

[0129] The RTAE 110 processes TIMs and events from the
scoring engines 102 and other system modules and deter-
mines mitigation actions. TIMs containing mitigation actions
are sent to mitigation agents, which perform the mitigation
actions, which, in some embodiments, use the control plane to
change control network devices, such as routers and switches.
In some embodiments, the RTAE 110, scoring engines 108,
and related system modules are on an ESB 116 running over
the out of band system network.

[0130] A component of the current present disclosure is the
support for an analytic framework that can use multiple mod-
els that can be combined in different ways, including the
following: 1) segmented models, in which the inputs are sent
to one or more of the individual models, with each model
associated with one or more restrictions, such as specified
time period, a specified network segment, etc.; ii) ensembles,
in which the inputs to the models are common and the outputs
of two or more models are combined into a single output; or,
iii) compositions of models, in which the output of one or
more models are used as the input of another model.

[0131] In some embodiments, models need to be periodi-
cally rebuilt or retrained to take into account changed condi-
tions, such as new behavior or improvement in modeling
technology. When a new model is created, new models can be
compared against current models to choose a winner (e.g.,
using champion-challenger methodologies).

[0132] In some embodiments, the process is human read-
able and auditable. Models can also be incrementally
updated. This allows for models to be moved into production
and to be built from live data rather than waiting for enough
valid and appropriate historical training data.

[0133] Inaddition to the types of TIMs already mentioned,
an important component of the present disclosure is the use of
external TIMs. External TIMs, as described in the present
disclosure refer to TIMs generated outside of the enterprise
by other enterprises either employing instances of the sys-
tems or instances of other systems that generate TIMs that can
interoperate with TIMs used by the system described in the
present disclosure.

[0134] External TIMs work as described above with the
exception that external TIMs corresponding to other
instances of the system described in the present disclosure do
not contain any identifying information of the enterprise that
generated them, but instead information such as information
about external IPs, new thresholds or components for PFA
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documents, new post-processing rules, etc. that can be shared
between two more enterprises running the system described
in the present disclosure.

[0135] In some embodiments of the present disclosure,
external TIMs are created by the RTAE 110 of the first enter-
prise; encrypted before being passed from the first enterprise
to the second enterprise; decrypted by the second enterprise;
passed to the RTAE 110 of the second enterprise. After being
received by the RTAE 110 of the second enterprise, the exter-
nal TIM is processed similarly to the way that internal TIMs
are processed.

[0136] External TIMs can be processed automatically by
the RTAE 110 of the enterprises that receive them, and,
unlike, other types of threat information shared between
enterprises, are not designed for manual processing.

[0137] In some embodiments of the present disclosure,
external TIMs can be generated by other systems using con-
ventions and standards worked out by the various enterprises
sharing external TIMs. For example, TIMs can contain infor-
mation changing threshold for certain types of alerts, such as
those associated with lateral movements within an enterprise
or exfiltration of data out of an enterprise. When one enter-
prise that accepts and sends external TIMs detects a threat of
one of these types, it can automatically generate an external
TIM that can sent to other enterprises that accept external
TIMs, which in turn can process the external TIM, and take
actions to lower the thresholds for the attack observed by the
first enterprise.

Streaming Analytics.

[0138] In some embodiments of the present disclosure,
streaming analytics are used within the scoring engine 108 to
update the parameters of the model, the features used in the
model, or the structure of the model itself, versus only updat-
ing the states associated with entities that are scored by the
model. In some embodiments of the present disclosure when
a first score is received at post-processing, various statistics
are compiled and evaluated to determine if the model has seen
enough events to be considered statistically valid. If statisti-
cally valid, the score is sent out; otherwise, the score is sup-
pressed.

[0139] For example, the variance or other statistical
attributes of the distributions associated with one or more
features in the model can be computed and when these sta-
tistics fall below a threshold, scores can be emitted by the
model.

Micro-Segments for Cyber Analytics

[0140] Insomeembodiments, an enterprise can be divided,
including the internal and external entities that interact with
the enterprise, into logical segments that can be indepen-
dently modeled, monitored and mitigated. The logical seg-
ments are also referred to herein as micro cyber segments. As
described below, each logical segment can associate: i) at
least one of an analytic model, a set of analytic models, or an
analytic workflow; ii) one or more sources of inputs about
activity within the logical segment (e.g., tap points); and a set
of actions for mitigating the impact of the anomalous activity
occurring within the logical segment.

[0141] The present disclosure in some embodiments makes
use of thousands to hundreds of thousands or more micro
cyber segments. In some embodiments of the present disclo-
sure, different ways to divide an enterprise into micro cyber
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segments are used, depending upon the cyber behavior of
interest, the analytic model being used, and the mitigation
being used. In other words, in some embodiments, different,
often overlapping, micro cyber segments are used at the same
time.

[0142] A micro cyber segment is defined by splitting an
enterprise using one or more dimensions. Dimensions can be
defined using attributes of the network, including IP, network
segment; attributes of the devices being modeled, including
type of device, etc.; features of the network or device, such as
number of flows during a specified time window, cardinality
of the graph created when one device communicates with
another device, etc.; features of the flows associated with a
device, such as type of protocol used, etc.; attributes and
features of the internal and external entities that interact with
the network, including type of user, role of user, etc.; temporal
dimensions, such as time of day, day of week, etc.

[0143] A micro cyber segment can be created by using one
dimension and creating diftferent segments by partitioning the
dimension into different regions; or taking the product of two
or more dimensions, and separately partitioning each dimen-
sion to create multi-dimensional segments.

[0144] Once the partitioning into different segments is
done, a separate analytic model for the data associated with
the entities in that segment is computed. For this to be done,
some embodiments use sensors that monitor relevant data for
entities, users or flows associated with that segment and col-
lect and process the data.

[0145] In addition to monitoring and modeling a micro
cyber segment, one or more mitigation actions are defined for
that segment. Mitigation actions may include black listing the
entities associated with that segment so that switches and
routers no longer send data to the entities in that segment;
black listing certain ports associated with the entities in that
segment; modifying data flowing into or out of the segment;
redirecting traffic to or from the segment; restarting the enti-
ties associated with devices in the segment from a clean
install; using virtualization techniques or moving target tech-
niques to increase the security of the entities, etc.

[0146] One ofthe criteria for deciding upon the appropriate
segmentation is to create segments that are homogenous
enough in their cyber analytic behavior that they can be mod-
eled with an analytic model. For example, segments can be
divided until the variance or other statistical attributes of the
distributions associated with one or more features or other
components of the models in a segment fall below a threshold
and are stable over time. In some embodiments, the divisions
can include a division of the network, a division of the traffic
on the network, a division of users on the network, a division
of devices on the network, a division based upon other data,
including third party data, and data associated with at least
one of the divisions of the network, the traffic on the network,
the users on the network, the devices on the network, and third
party data. In some embodiments, one or more divisions can
overlap with another division.

[0147] In some embodiments of the present disclosure,
analytic models associated with each micro cyber segment
are expressed in model interchange format, such as PFA, and
a scoring engine is used so that micro cyber segments can be
monitored at line speed and mitigation events can be sent out
in near real time as events are scored by the scoring engine.
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Moving Target Defense Using Virtual Environments

[0148] In some embodiments, the RTAE 110 includes a
virtual defense module (VDM) 150 that is integrated with
micro cyber segments for creating, managing, and tearing
down virtual environments including their corresponding vir-
tual networks. The virtual networks associated with these
virtual environments including routing information from I,
and I, to I,, as described above in FIG. 3. Virtual defense
module 150 receives ID I, and ID I,. As discussed above, ID
I, includes data received external to a firewall, and ID I,
includes data received internal to a firewall. In some embodi-
ments, ID is an encrypted, immutable, globally unique 1D
(GUID) for all network and data packets within the cyberse-
curity framework, which enables machines to uniquely sepa-
rate “allowed” activity from “suspicious” activity. ID can
enable parallel real-world and virtual world environments to
operate simultaneously in addition to their management,
visualization, analytics, alerting, etc. ID enables unique base-
lines and analytics to be based on the entire history of all
packets entering the cyber security framework throughout
their processing and utilization history. In some embodi-
ments, event triggers for enabled for machine speed pre-
planned mitigations when ID packets are detected (e.g., lat-
eral movement, unauthorized infrastructure changes,
unauthorized VPN, spoofing, etc.).

[0149] In some embodiments, virtual defense module 150
utilizes secure virtual machines or virtual containers with IDs
to create and manage both “trusted” and “untrusted” physical
and virtual environments for dynamic complexity. In this
way, a “virtual attack surface” can be created for identifying
suspicious activity. This forces the attacker to distinguish the
real (“trusted”) enterprise data and processes from the hun-
dreds to tens of thousands of virtual environments (“un-
trusted”) dramatically reducing the probability that an
attacker is successtul and increasing the probability of detec-
tion and mitigation. DDI infrastructure can also be utilized to
manipulate packet flows and interconnections within and
between the virtual and real world networks and components.
Virtual defense module 150 can dynamically re-direct from
the control plane suspicious active to specified virtual envi-
ronments for pre-planned actions triggered by scoring
engine. Trust relationships can be enabled between the con-
tainer, its content and the framework thereby extending uses
for Identity Access Management (IDAM) and Attribute
Based Access Control (ABAC) for policy based access con-
trol to all data and machine processes within the cyber secu-
rity framework.

Example Detection and Mitigation

[0150] FIG. 10 is a system diagram illustrating a response
to an external threat to the cyber security framework, accord-
ing to some embodiments of the present disclosure. The pro-
cess includes an external bad actor 1006 initiating an attack,
sensor 102/scoring engine 1 1002 detects threat and publishes
a TIM 1005, RTAE 110 receives message and decides on
mitigation and publishes to ESB 116, control plane engine
114 receives mitigation action (MA) 1003 within mitigation
TIM 1008, sensors 102 and scoring engine 2 1004 receive
model update TIM 906 and update state, and control plane
engine 114 takes action closing the port. Scoring engine 1
1002 and scoring engine 2 1004 have similar functionality as
scoring engine 108 described herein.
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[0151] Atstep 1011, the attack initiated by the external bad
actor 1006 bypasses IDS and firewall Access Control List
(ACL) rules and passes through the firewall 132.

[0152] At step 1012, sensor 102 processes packets and
flows from the external threat 1006. Scoring engine 1 1002
generates TIM 1005 when it detects a threat event. Scoring
engine 1 1002 publishes threat event and TIM 1005 to dis-
tributed ESB 116.

[0153] At step 1013, RTAE 110 receives the threat event
and TIM sent by ESB 116. RTAE 110 process TIM 1005 from
scoring engine 1 1002, and RTAE 110 decides on mitigation
based on the TIM 1005.

[0154] At step 1014, RTAE 110 decides on mitigation.
RTAE 110 publishes one of a model update TIM 906 and a
mitigation TIM 1008 to all elements connected on ESB 116.
[0155] At step 1015, control plane engine 114 receives a
mitigation TIM 1008 associated with IP reputation changes
resulting in actions such as blocking the IP or port or alerting
analysts of anomalous activity. Control plane engine 114
takes mitigation action 1003 by closing the port used by the
external actor 1006.

[0156] Atstep 1016, scoring engine 2 1004 and other scor-
ing engines connected on the ESB 116 receive a model-
update TIM 906 from RTAE 110 and change their scoring
behavior to better detect bad actors employing similar behav-
ior.

[0157] FIG. 11 is a system diagram illustrating a response
an internal threat to the cyber security framework, according
to some embodiments of the present disclosure. The process
includes an internal bad actor 1106 initiating an attack, sensor
102/scoring engine 1 1102 detects threat and publishes a TIM
1005, RTAE 110 receives message, RTAE 110 decides on
mitigation and publishes to ESB 116, control plane engine
114 receives a mitigation TIM 1008, sensors 102/scoring
engine 2 1104 receives model update TIM 906 and updates
state, and control engine plane 114 takes action closing port.
Scoring engine 11102 and scoring engine 2 1104 have similar
functionality as scoring engine 108 described herein.

[0158] At step 1111, an internal actor 1106 initiates net-
work reconnaissance (e.g., reconnaissance of critical assets)
within the enterprise network.

[0159] At step 1112, sensor 102 processes packets and
flows associated with the internal threat. Scoring engine 1102
creates events from the packets and flows and sends a TIM
1005 to ESB 116.

[0160] At step 1113, RTAE 110 processes the TIM 1005
sent by ESB 116. In step 3, RTAE 110 decides on mitigation
based on the TIM. RTAE 110 publishes mitigation TIM 1008
over the ESB 116 to control engine plane 114 and to all
entities affiliated with the mitigation actions in the data plane
122 such as firewalls, routers, switches 132 or endpoints 120
such as workstations, servers or mobile devices.

[0161] At step 1114, the mitigation TIM is sent to the ESB
116.
[0162] Atstep 1115, control plane engine 114 receives the

mitigation TIM 1008. Control plane engine 114 takes action
by closing the port used by the internal bad actor 1106.
[0163] Atstep 1116, scoring engine 2 1104 (and any other
scoring engines on ESB 116) receive the model update TIM
906 from RTAE 110 and change their scoring behavior to
better detect bad actors with similar behavior.

[0164] The subject matter described herein can be imple-
mented in digital electronic circuitry, or in computer soft-
ware, firmware, or hardware, including the structures dis-
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closed in this specification and structural equivalents thereof,
or in combinations of them. The subject matter described
herein can be implemented as one or more computer program
products, such as one or more computer programs tangibly
embodied in an information carrier (e.g., in a machine read-
able storage device), or embodied in a propagated signal, for
execution by, or to control the operation of, data processing
apparatus (e.g., a programmable processor, a computer, or
multiple computers). A computer program (also known as a
program, software, software application, or code) can be writ-
ten in any form of programming language, including com-
piled or interpreted languages, and it can be deployed in any
form, including as a stand-alone program or as a module,
component, subroutine, or other unit suitable for use in a
computing environment. A computer program does not nec-
essarily correspond to a file. A program can be stored in a
portion of a file that holds other programs or data, in a single
file dedicated to the program in question, or in multiple coor-
dinated files (e.g., files that store one or more modules, sub
programs, or portions of code). A computer program can be
deployed to be executed on one computer or on multiple
computers at one site or distributed across multiple sites and
interconnected by a communication network.

[0165] The processes and logic flows described in this
specification, including the method steps of the subject matter
described herein, can be performed by one or more program-
mable processors executing one or more computer programs
to perform functions of the subject matter described herein by
operating on input data and generating output. The processes
and logic flows can also be performed by, and apparatus of the
subject matter described herein can be implemented as, spe-
cial purpose logic circuitry, e.g., an FPGA (field program-
mable gate array) or an ASIC (application specific integrated
circuit).

[0166] Processors suitable for the execution of a computer
program include, by way of example, both general and special
purpose microprocessors, including multi-processors, such
as GPUs, and any one or more processor of any kind of digital
computer. Generally, a processor will receive instructions and
data from a read only memory or a random access memory or
both. The essential elements of a computer are a processor for
executing instructions and one or more memory devices for
storing instructions and data. Generally, a computer will also
include, or be operatively coupled to receive data from or
transfer data to, or both, one or more mass storage devices for
storing data, e.g., magnetic, magneto optical disks, or optical
disks. Information carriers suitable for embodying computer
program instructions and data include all forms of nonvolatile
memory, including by way of example semiconductor
memory devices, (e.g., EPROM, EEPROM, and flash
memory devices); magnetic disks, (e.g., internal hard disks or
removable disks); magneto optical disks; and optical disks
(e.g., CD and DVD disks). The processor and the memory can
be supplemented by, or incorporated in, special purpose logic
circuitry.

[0167] To provide for interaction with a user, the subject
matter described herein can be implemented on a computer
having a display device, e.g., a LCD (liquid crystal display),
LED (Light-Emitting Diode), OLED (Organic Light-Emit-
ting Diode), or CRT (cathode ray tube) monitor, for display-
ing information to the user and a keyboard and a pointing
device, (e.g., a mouse or a trackball), by which the user can
provide input to the computer. Other kinds of devices can be
used to provide for interaction with a user as well. For
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example, feedback provided to the user can be any form of
sensory feedback, (e.g., visual feedback, auditory feedback,
ortactile feedback), and input from the user can be received in
any form, including acoustic, speech, or tactile input.
[0168] The subject matter described herein can be imple-
mented in a computing system that includes one or more back
end components (e.g., a data server), middleware components
(e.g., an application server), or front end components (e.g., a
client computer having a graphical user interface or a web
browser through which a user can interact with an implemen-
tation of the subject matter described herein), or any combi-
nation of such back end, middleware, and front end compo-
nents, either on physical hardware, on virtual environments,
or using container-based technology for deploying applica-
tions, such as Linux containers. The components of the sys-
tem can be interconnected by any form or medium of digital
data communication, e.g., a communication network.
Examples of communication networks include a local area
network (“LAN”) and a wide area network (“WAN”), e.g., the
Internet.
[0169] Itis to be understood that the disclosed subject mat-
ter is not limited in its application to the details of construc-
tion and to the arrangements of the components set forth in the
following description or illustrated in the drawings. The dis-
closed subject matter is capable of other embodiments and of
being practiced and carried out in various ways. Also, it is to
be understood that the phraseology and terminology
employed herein are for the purpose of description and should
not be regarded as limiting.
[0170] As such, those skilled in the art will appreciate that
the conception, upon which this disclosure is based, may
readily be utilized as a basis for the designing of other struc-
tures, methods, and systems for carrying out the several pur-
poses of the disclosed subject matter. It is important, there-
fore, that the claims be regarded as including such equivalent
constructions insofar as they do not depart from the spirit and
scope of the disclosed subject matter.
[0171] Although the disclosed subject matter has been
described and illustrated in the foregoing exemplary embodi-
ments, it is understood that the present disclosure has been
made only by way of example, and that numerous changes in
the details of implementation of the disclosed subject matter
may be made without departing from the spirit and scope of
the disclosed subject matter, which is limited only by the
claims which follow.
We claim:
1. A cybersecurity system for processing events to produce
scores, alerts, and mitigation actions, the system comprising:
a plurality of sensors, each of the plurality of sensors being
configured to:
receive sensor data from the network,
process the sensor data to form events, and
transmit the events;
a distributed analytic platform, the distributed analytic
platform configured to:
receive the events from the plurality of sensors,
process the events to form analytic workflows, each of
the analytic workflows associated with one or more
logical segments, and
transmit the analytic workflows and distributed analytic
platform messages;
a plurality of scoring engines, each of the plurality of
scoring engines being configured to:
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receive the analytic workflows from the distributed ana-
Iytic platform,

receive the events from at least one of the plurality of
sensors,

process the received events using the analytic workflows
to produce scoring engine messages, and

transmit the scoring engine messages; and

a real time analytic engine, the real time analytic engine

configured to:

receive the analytic workflows from the distributed ana-
Iytic platform,

receive analytic workflow and event processing rules,

receive the scoring engine messages from the plurality
of scoring engines,

receive the distributed analytic platform messages from
the distributed analytic platform, and

process the scoring engine messages and the distributed
analytic platform messages using the analytic work-
flows from the distributed analytic platform and the
analytic workflow and event processing rules to form
athreatintelligence message, wherein the threat intel-
ligence message comprises at least one of:

a broadcast message, the real time analytic engine
configured to transmit the broadcast message,

a mitigation message, the real time analytic engine
configured to transmit the mitigation message to a
control plane engine for taking a mitigation action
associated with a first logical segment of the one or
more logical segments when the processing by the
real time analytic engine indicates the mitigation
action limits the impact of anomalous activity, and

a model update message, the real time analytic engine
configured to transmit the model update message
for updating one or more analytic workflows when
the processing by the real time analytic engine indi-
cates the model update message improves at least
one of a detection rate of the anomalous activity
and a reduction in a false positive rate,

each of the one or more logical segments associating:

ananalytic model, a set of analytic models, or an analytic
workflow,

one or more sources of inputs about activity within the
logical segment, and

a set of actions for mitigating an impact of the anoma-
lous activity occurring within the logical segment.

2. The system of claim 1, wherein the plurality of sensors,
the plurality of scoring engines, the distributed analytic plat-
form, the real time analytic engine, and the control plane
engine are connected using an out of band network.

3. The system of claim 1, wherein the plurality of sensors,
the plurality of scoring engines, the distributed analytic plat-
form, the real time analytic engine, and the control plane
engine communicate by sending associated messages over an
enterprise system bus.

4. The system of claim 2, wherein the plurality of sensors,
the plurality of scoring engines, the distributed analytic plat-
form, the real time analytic engine, and the control plane
engine communicate by sending associated messages over an
enterprise system bus.

5. The system of claim 1, further comprising an ingest
actors module, the ingest actors module configured to:

receive third party application data from at least one of a

third party application and a third party device, and
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transmit the third party application data for further process-
ing by at least one of the plurality of scoring engines, the
distributed analytic platform and the real time analytic
engine.

6. The system of claim 5, wherein the plurality of sensors,
the plurality of scoring engines, the distributed analytic plat-
form, the real time analytic engine, the control plane engine,
and the ingest actors module are connected using an out of
band network.

7. The system of claim 5, wherein the plurality of sensors,
the plurality of scoring engines, the distributed analytic plat-
form, the real time analytic engine, the control plane engine,
and the ingest actors module communicate by sending asso-
ciated messages over an enterprise system bus.

8. The system of claim 1, wherein the scoring engine is
further configured to:

receive the model update messages, and

process the update messages concurrently with the pro-

cessing of the events.

9. The system of claim 1, wherein to form at least one ofthe
broadcast message, the mitigation message and the model
update message, the real time analytic engine is further con-
figured to:

receive a first output at a first time from at least one of the

plurality of scoring engines, the distributed analytic plat-
form, and the plurality of sensors;

retrieve first state information corresponding to the first

output;

update the first state information with first output data;

process the updated first state information by an analytic

workflow associated with the real time analytic engine to
form processed updated first state information;

store the processed updated first state information in the

real time analytic engine;

receive a second output at a second time from at least one

of the plurality of scoring engines, the distributed ana-
Iytic platform, and the plurality of sensors;

retrieve second state information corresponding to the sec-

ond output;

update the second state information with second output

data;

process the updated second state information by the ana-

Iytic workflow associated with the real time analytic
engine to form processed updated second state informa-
tion;
form the at least one of the broadcast message, the mitiga-
tion message and the model update message based on
the processed updated second state information; and

store the processed updated second state information in the
real time analytic engine.

10. The system of claim 9, wherein the real time analytic
engine is further configured to:

receive an interim output at a third time from at least one of

the plurality of scoring engines, the distributed analytic
platform, and the plurality of sensors, wherein the third
time is subsequent to the first time and prior to the
second time;

retrieve interim state information corresponding to the

interim output;

update the interim state information with interim output

data;
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process the updated interim state information by the ana-
Iytic workflow associated with the real time analytic
engine to form processed updated interim state informa-
tion; and

store the processed updated interim state information in the
real time analytic engine.

11. The system of claim 1, wherein the analytic workflows
comprise a Model Interchange Format document, wherein the
Model Interchange Format document supports:

a composition of analytic models;

a segmentation of analytic models;

an ensemble of analytic models;

a composition of analytic models with rules;

a composition of analytic models with pre-processing and
post-processing stages, wherein the preprocessing and
post-processing stages includes data transformations
and data aggregations; and

the analytic workflows, each of the analytic workflows
comprising at least one of analytic models, rules, data
transformations, data aggregations, and compositions of
the analytic models, the rules, the data transformations,
the data aggregations, the segmentations, and the
ensembles.

12. The system of claim 1, wherein the real time analytic

engine is further configured to:

transmit an updated behavioral model to one or more of the
plurality of scoring engines when changes to one or
more of the analytic workflows exceeds a threshold.

13. The system of claim 1, wherein the events comprise at
least one of:

data about network flows, data about packets, data about
entities, data about users, data about workstations and
servers, data about routers and switches, data about
external network entities, and data about internal and
external devices interacting with the network.

14. The system of claim 1, wherein one or more of the
plurality of sensors and the plurality of scoring engines are
integrated into a single application.

15. The system of claim 1, wherein the real time analytic
engine is integrated with one or more of the plurality of
scoring engines.

16. The system of claim 1, wherein the mitigation action
comprises at least one of:

closing at least one port,

modifying of at least one packet data,

controlling the transmission of packets or flows,

blocking a subnet,

blocking one or more Internet Protocols (IPs) or ranges of
1Ps, and

blocking one or more internal or external IPs.

17. The system of claim 1, wherein the mitigation action
comprises at least one of:

taking at least one of a server and workstation offline;

creating at least one of a new virtualized server and new
virtualized workstation from a protected image; and

blocking an action associated with at least one of the server
and the workstation.

18. The system of claim 1, wherein the anomalous activity
comprises at least one of a reconnaissance, exploit, intrusion,
compromise, insider threat, and attack.

19. The system of claim 18, wherein the mitigation action
comprises at least one of:

modifying of at least one packet data, controlling the trans-
mission of packets or flows, and removing authorization
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and access privileges for an entity associated with the
anomalous activity, wherein removing authorization and
access privileges comprises at least one of blocking net-
work access, blocking access to network devices, block-
ing access to servers, blocking access to workstations,
and blocking access to other computing devices.

20. The system of claim 18, wherein the anomalous activity
is associated with at least one of an internal bad actor and an
external bad actor.

21. The system of claim 1, further comprising a visualiza-
tion engine, the visualization engine including a monitor, the
visualization engine configured to:

receive statistics and graphical images associated with the

processing of scoring engine messages by the real time
analytic engine; and

display the statistics and graphical images on the monitor.

22. A cybersecurity network comprising a plurality of the
systems of claim 1, wherein each of the plurality of cyberse-
curity systems is configured to exchange a selected threat
intelligence message with one or more of the other cyberse-
curity systems, wherein:

the selected threat intelligence message is encrypted to

provide a secure mechanism for transferring informa-
tion, wherein the information in the selected threat intel-
ligence message does not expose sensitive internal infor-
mation about the transmitting cybersecurity system.

23. The system of claim 1, configured to exchange an
external threat intelligence message with a compatible third
party system, wherein:

the external threat intelligence message is encrypted to

provide a secure mechanism for transferring informa-
tion;

the information in the external threat intelligence message

does not expose sensitive internal information about the
system transmitting the external threat intelligence mes-
sage; and

the external threat intelligence message is formatted with a

common Model Interchange Format.

24. The system of claim 1, wherein the distributed analytic
platform is further configured to:

receive the scoring engine messages; and

process the scoring engine messages to form threat intelli-

gence messages.

25. The system of claim 1, wherein the broadcast message
comprises at least one of an information message, a cyber
event message and an alert message.

26. The system of claim 1, wherein each of the plurality of
logical segments is associated with at least one ofa division of
the network, a division of the traffic on the network, a division
of users on the network, a division of devices on the network,
a division based upon third party data, and data associated
with at least one of the divisions of the network, the traffic on
the network, the users on the network, the devices on the
network and third party data.

27. The system of claim 26, wherein at least a first division
overlaps with at least a second division.

28. The system of claim 27, wherein the plurality of sen-
sors, the plurality of scoring engines, the distributed analytic
platform, the real time analytic engine, the control plane
engine, and the ingest actors module communicate by send-
ing associated messages over an enterprise system bus.

29. A cybersecurity system for processing events to pro-
duce scores, alerts, and mitigation actions, the system com-
prising:
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aplurality of sensors, each of the plurality of sensors being
configured to:
receive sensor data from the network,
process the sensor data to form events, and
transmit the events;
a distributed analytic platform, the distributed analytic
platform configured to:
receive the events from the plurality of sensors,
process the events to form analytic workflows, each of
the analytic workflows associated with one or more
logical segments, and
transmit the analytic workflows and distributed analytic
platform messages;
a scoring engine, the scoring engine configured to:
receive the analytic workflows from the distributed ana-
Iytic platform,
receive the events from at least one of the plurality of
sensors,
process the events using the analytic workflows to pro-
duce scoring engine messages, and
transmit the scoring engine messages; and
a real time analytic engine, the real time analytic engine
configured to:
receive the analytic workflows from the distributed ana-
Iytic platform,
receive analytic workflow and event processing rules,
receive the scoring engine messages,
receive the distributed analytic platform messages from
the distributed analytic platform, and
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process the scoring engine messages and the distributed
analytic platform messages using the analytic work-
flows from the distributed analytic platform and the
analytic workflow and event processing rules to form
athreat intelligence message, wherein the threat intel-
ligence message comprises at least one of:

a broadcast message, the real time analytic engine
configured to transmit the broadcast message,

a mitigation message, the real time analytic engine
configured to transmit the mitigation message to a
control plane engine for taking a mitigation action
associated with a first logical segment of the one or
more logical segments when the processing by the
real time analytic engine indicates the mitigation
action limits the impact of anomalous activity, and

amodel update message, the real time analytic engine
configured to transmit the model update message
for updating one or more analytic workflows when
the processing by the real time analytic engine indi-
cates the model update message improves at least
one of a detection rate of the anomalous activity
and a reduction in a false positive rate,

each of the one or more logical segments associating:
an analytic model, a set of analytic models, or an analytic
workflow,
one or more sources of inputs about activity within the
logical segment, and
a set of actions for mitigating an impact of the anoma-
lous activity occurring within the logical segment.
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