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## 1 INTRODUCTION

In the obstructed urban environment, the RF channel between two mobile communicators (whom we will here regard as being pedestrians on foot) is degraded in two distinguishable ways.

First, the mean path loss is greater than the ideal free-space inverse square law. There exist a variety of models for this, none very accurate because of the dependence on details of the environment. Some references characterize the urban path loss as a power law with exponent between about -3 and -5 (as compared to free-space -2 ), but this clearly must hold (if at all) over only a limited range of distance and conditions. Relevant physical effects include reflection, diffraction, scattering, and absorption. (See Rappaport, 1996.)

Second, because of reflections and shadows, the signal is subject to fading. Shadow fading, so called, occurs when the received signal is substantially blocked by objects. Multipath fading, so called, occurs due to the interference of multiple copies of the signal arriving at the receiver at different times. Destructive interference can cause the received signal power to decrease by a large factor from its mean value. (A quantitative treatment is below.)

Path loss and shadow fading are approximately independent of frequency, at least over any restricted bandwidth $\Delta f / f \ll 1$. There is thus essentially no counter to them except to increase transmitted signal power or (for shadow fading) to retransmit lost information when the transmitter or receiver emerges from shadow. Equivalently, a coding technique with forward error correction and very long interleaving (such as the now-in-vogue "Turbo codes") could be used, but not always feasibly for high data rate transmissions.

Note that operating at relatively low (VHF) frequencies reduces shadow fading somewhat as the signal will diffract around obstacles in the urban environment.

Multipath fading is more insidious and interesting. Because it is an interference effect, the fading pattern of a given frequency can vary on a spatial scale on the order of a wavelength. Uncorrected bit error rates will therefore be high, as the communicators move through fades of various depths.

Also, different frequencies, even very close, can have uncorrelated fading patterns. A consequence is differential fading across the information sidebands of a conventionally modulated signal, which produces intersymbol interference. In order of magnitude, this occurs when the product of the signal bandwidth and the RMS delay spread is greater than 1. Simple, conventional modulation schemes require, in practice, a value less then 0.2 . Since the RMS delay spread in the urban environment can be as large as $25 \mu \mathrm{~s}$, we see that data rates greater than 8 kilobits per second (kbps) require specialized modulation schemes even when the instantaneous received power is seemingly adequate.

In the commercial world, modulation schemes that are somewhat resistent to multipath fading are combined with increased signal power, and with careful choices for the locations of at least one end of the channel (the cellular base station), to achieve workable systems. Furthermore, up to now, the data rates of interest commercially have been fairly low, suitable for voice cellular services.

For the problems that we are here interested in, the commercial solutions are generally not workable: (1) Our transmitted power must be low, both for battery life and LPI/LPD reasons. (2) Both ends of our link are at "random" places in the environment. (3) We would like to achieve much higher data rates, at least in an occasional burst mode.

In some applications, multipath effects can be overcome by the use of a RAKE receiver, which combines coherently the multiple independent copies of the transmitted signal that it is able to detect. This combination eliminates much of the inter-symbol interference that results when the variation in path length is greater than the length of a symbol. It is not, however, able to overcome fading since the same fading signal is input to all taps or 'tines' of the RAKE.

We are therefore left with the thought that it would be good to have a modulation scheme with the following properties:

- Capable of high (e.g., 1 Mbps ) data rates
- Completely resistant to multipath effects, including both multipath fading and intersymbol interference
- Implementable in a small package in current technology
- Good LPI/LPD properties (to be discussed below)

Surprisingly, we think that such a modulation scheme does exist, and we describe it in the remainder of this paper. Although our study is purely "paper", we think that a good engineering design team (including good expertise in digital coding) could field a functioning prototype system for field testing.

It is important to say what our modulation scheme does not do!

It does not

- Solve the problem of (mean) path loss in the urban environment

Therefore, we will not, as the reader might otherwise wish, compute the transmitter power necessary for communication as a function of bit rate
and distance. What we will do is compare quantitatively the performance of the modulation scheme here proposed to the perfomance of a standard modulation scheme (BPSK) for the same peak power transmitted and same path loss.

In other words, the user should imagine a fiducial BPSK system operating with the urban environment's path loss, but (magically) with no multipath effects. We will give the performance of our proposed scheme with multipath effects - relative to that fiducial BPSK system. These results will enable an actual prediction for our scheme's performance (as a function of bit rate, distance, and transmitted power) to be easily calculated, once one is given actual measurements of mean received power in an actual environment. (Such measurements are not difficult.)

## 2 SLOW BIT, BINARY ON/OFF KEYING (BO/OK

We will discuss a series of concepts, none new individually and none seemingly promising for high data-rate links, but which when taken together will make a workable system. The first concept is slow binary off-on keying (BO/OK).

Suppose we send a bit by keying a pure carrier for a time long compared with the "ringing time" or RMS delay spread of the environment ( $100 \mu \mathrm{~s}$ is a good value to keep in mind). A " 1 " value is sent as carrier on, while a " 0 " value is sent as carrier off, just like ancient CW Morse. Taken at face value, this method is both "slow" (maximum of $10^{4} \mathrm{bps}$ with the above parameters) and, as we will now see, error-prone (high error rate).

At the receiver, multiple copies of the carrier combine incoherently. In the worst-case limit of a large number of copies of comparable amplitudes, there is no predictable phase relationship between the transmitted and received signals. In fact, the received signal has the statistics of a Rayleigh fading channel, whose most probable received amplitude, in the phasor (complex amplitude) plane, is zero. This sounds terrible, but let us persist and compare this channel to the case of BPSK.

### 2.1 Bit Error Rates for BPSK versus BO/OK

Figure 1 shows schematically the phasor plane for both BPSK and BO/OK. In BPSK, bits are transmitted as positive or negative values on the real axis, with magnitudes set by the peak power. They are received, with Gaussian noise added, as Gaussian probability distributions centered on the

## BPSK



## BO/OK

(Rayleigh limiting case of infinite multipath)


Figure 1. Phasor plane comparison of BPSK and $\mathrm{BO} / \mathrm{OK}$ modulation schemes BPSK is shown without . any multipath fading. $\mathrm{BO} / \mathrm{OK}$ is shown in the limit of total (Rayleigh) multipath fading.
transmitted points. The receiver distinguishes zero from one by the sign of the real part of the received signal. By symmetry, this must be the optimal threshold. However, more generally, we might imagine setting the dividing line at some other position on the real axis. If $\sigma$ is the one-dimensional noise standard deviation in units of the signal strength (thus, normally, $\sigma \ll 1$ ), so that

$$
\begin{equation*}
1 / \sigma^{2}=\mathrm{S} / \mathrm{N}=\text { Signal-to-Noise Ratio (Power) } \tag{1}
\end{equation*}
$$

and we measure the position $t$ of the threshold also in units of the signal amplitude, then the bit error rate (BER) for a transmitted zero is

$$
\begin{equation*}
\mathrm{BER}=\frac{1}{2} \operatorname{erfc}\left(\frac{1+t}{\sqrt{2} \sigma}\right) \tag{2}
\end{equation*}
$$

while the BER for a transmitted one is

$$
\begin{equation*}
\mathrm{BER}=\frac{1}{2} \operatorname{erfc}\left(\frac{1-t}{\sqrt{2} \sigma}\right) \tag{3}
\end{equation*}
$$

These relationships are shown schematically (i.e., for a particular value of $S / N$ ) in the top half of Figure 2. One sees that as a general property of the error function "erfc" there is a broad "window" of thresholds (including the symmetrical value 0 ) where the bit error rates are exponentially small for both transmitted zeros and ones.

Now compare the case of binary off/on keying in a Rayleigh fading environment, as shown in the bottom halves of Figures 1 and 2. When we send a zero, it is received as a Gaussian distribution of one-dimensional standard deviation $\sigma$, as in the BPSK case.

When we send a one, however, Rayleigh statistics cause it to be received as a fat Gaussian of standard deviation $\sqrt{1+\sigma^{2}}$ (in these units, the signal contributes the 1) also centered on the origin. In this case, the best we can do is to threshold on complex amplitude, shown as a circle in Figure 1, since all phase information is (presumed) lost. This is simply pure "presence-of-tone" detection.


Figure 2. Bit Error Rates for BPSK and BO/PK as a function of the threshold (line and circle as shown in Figure 1).

The error rates for zero and one bits are now quite unsymmetrical, and depend on the radius chosen for the threshold amplitude. The probability distribution for the complex modulus amplitude $|a|$ with tone absent is

$$
\begin{equation*}
p(|a|) d a \propto \frac{|a|}{\sigma^{2}} \exp \left(-\frac{|a|^{2}}{2 \sigma^{2}}\right) \tag{4}
\end{equation*}
$$

With tone present, it is

$$
\begin{equation*}
p(|a|) d a \propto \frac{|a|}{\left(1+\sigma^{2}\right)} \exp \left(-\frac{|a|^{2}}{2\left(1+\sigma^{2}\right)}\right) \tag{5}
\end{equation*}
$$

Integrating this and taking a threshold radius $t$, the BER for a transmitted zero is

$$
\begin{equation*}
\mathrm{BER}=\exp \left(-\frac{t^{2}}{2 \sigma^{2}}\right) \tag{6}
\end{equation*}
$$

which goes to zero exponentially as $t$ becomes large, while the BER for a transmitted one is

$$
\begin{equation*}
\mathrm{BER}=1-\exp \left(-\frac{t^{2}}{2\left(1+\sigma^{2}\right)}\right) \tag{7}
\end{equation*}
$$

which goes to zero only polynomially as $t$ goes to zero.
The behavior of these BER expressions is shown schematically in the bottom half of Figure 2. One sees that, by contrast with BPSK, there is no large "open window" for choice of threshold.

We describe in the next subsection how to pick an optimal value for the threshold $t$, but some indicative numbers may be helpful here: When $\mathrm{S} / \mathrm{N}=10$ (that is, $\sigma=0.316$ ), the optimal threshold turns out to be $t=0.82$ (again, in units of the carrier-on amplitude), and the probabilities of receiving correct or incorrect bits (transition matrix components) are

$$
\begin{equation*}
\left. \right\rvert\, \tag{8}
\end{equation*}
$$

So ones are received as zeros $26 \%$ of the time! Note, however, that $\mathrm{BO} / \mathrm{OK}$ is completely insensitive to multipath effects. Indeed, the assumption
of a Rayleigh distribution is equivalent to assuming the most extreme case of many paths of comparable amplitude. Any less extreme case will result in smaller BERs for transmitted "one" bits, because the carrier-on amplitude distibution will be more peaked away from the origin.

By contrast, the above analysis for BPSK assumes no multipath degradation. BPSK (without special fixes) is in fact known to degrade badly in a multipath environment.

So, at this stage we have a seemingly poor, but definitely multipath insensitive, modulation scheme.

### 2.2 Channel Capacity for BPSK versus BO/OK

A surprise comes when we compute the theoretical channel capacity of a "binary asymmetric channel" (BAC) such as the one above. We will find that, for our typical parameters, it is only a factor of two or so less than a BPSK channel!

The entropy function $H(\mathbf{x})$ as a function of a vector of probabilities $\mathbf{x}$ (whose components sum to 1 ) is defined by

$$
\begin{equation*}
H(\mathbf{x}) \equiv-\sum_{i} x_{i} \log _{2} x_{i} \tag{9}
\end{equation*}
$$

The mutual information between two random variables $S$ and $R$ (for "send" and "receive") is defined by

$$
\begin{equation*}
I(S, R)=H\left(\mathbf{p}_{S}\right)+H\left(\mathbf{p}_{R}\right)-H\left(\mathbf{p}_{S \otimes R}\right) \tag{10}
\end{equation*}
$$

If, now, $S$ represents the probabilities with which zeros or ones are sent, $R$ the probabilities with which they are received, and $S \otimes R$ represents the
$2 \times 2$ contingency table of a zero or one being sent or received, with its 4 values summing to 1 , then the capacity of the channel is given by

$$
\begin{equation*}
C=\max _{\mathbf{P} S} I(S, R) \tag{11}
\end{equation*}
$$

The reason for the "max" is that we get to choose the probability with which we send zeros or ones, that is, $\mathbf{p}_{s}$. (A pre-coding step would transform any input distribution of zeros and ones to the desired probability.) Channel capacity is measured in "bits per bit", that is, decoded error-free bits per actual bit sent.

We now can say how the theshold $t$ is optimized for $\mathrm{BO} / \mathrm{OK}$ : It is chosen to maximize the channel capacity. While in principle the channel capacity involves maximizing over $\mathbf{p}_{S}$, the probability with which we send zeros and ones, in practice, we have found that this extra maximization gives only a very small increase in channel capacity. Therefore, in what follows, we always take $\mathbf{p}_{S}=(0.5,0.5)$.

The following table gives, for different $\mathrm{S} / \mathrm{N}$ ratios, the optimal threshold $t$, channel capacity $C$, and the four components of the transition matrix. (The final column is explained in Section 3, below.)

| $\mathrm{S} / \mathrm{N}(\mathrm{dB})$ | $t$ | $C$ | transition matrix |  |  |  | 1-BER (1/6 code) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| -10 | 5.76 | 0.001 | 0.809 | 0.191 | 0.778 | 0.222 | 0.538 |
| -8 | 4.65 | 0.003 | 0.819 | 0.181 | 0.772 | 0.228 | 0.560 |
| -6 | 3.75 | 0.006 | 0.829 | 0.171 | 0.756 | 0.244 | 0.591 |
| -4 | 3.06 | 0.013 | 0.845 | 0.155 | 0.736 | 0.264 | 0.633 |
| -2 | 2.51 | 0.027 | 0.862 | 0.138 | 0.703 | 0.297 | 0.689 |
| 0 | 2.06 | 0.053 | 0.880 | 0.120 | 0.654 | 0.346 | 0.760 |
| 2 | 1.71 | 0.097 | 0.901 | 0.099 | 0.591 | 0.409 | 0.834 |
| 4 | 1.42 | 0.159 | 0.920 | 0.080 | 0.514 | 0.486 | 0.900 |
| 6 | 1.18 | 0.241 | 0.937 | 0.063 | 0.426 | 0.574 | 0.948 |
| 8 | 0.98 | 0.336 | 0.953 | 0.047 | 0.341 | 0.659 | 0.975 |
| 10 | 0.82 | 0.437 | 0.965 | 0.035 | 0.263 | 0.737 | 0.989 |
| 12 | 0.68 | 0.537 | 0.975 | 0.025 | 0.196 | 0.804 | 0.995 |
| 14 | 0.57 | 0.628 | 0.982 | 0.018 | 0.143 | 0.857 | 0.997 |
| 16 | 0.47 | 0.708 | 0.988 | 0.012 | 0.102 | 0.898 | 0.999 |
| 18 | 0.39 | 0.776 | 0.992 | 0.008 | 0.072 | 0.928 | 1.000 |
| 20 | 0.32 | 0.830 | 0.994 | 0.006 | 0.050 | 0.950 | 1.000 |
| 22 | 0.27 | 0.873 | 0.996 | 0.004 | 0.035 | 0.965 | 1.000 |
| 24 | 0.22 | 0.907 | 0.998 | 0.002 | 0.024 | 0.976 | 1.000 |
| 26 | 0.18 | 0.932 | 0.998 | 0.002 | 0.016 | 0.984 | 1.000 |
| 28 | 0.15 | 0.951 | 0.999 | 0.001 | 0.011 | 0.989 | 1.000 |
| 30 | 0.12 | 0.965 | 0.999 | 0.001 | 0.007 | 0.993 | 1.000 |

Figure 3 shows channel capacity $C$ as a function of $\mathrm{S} / \mathrm{N}$ for both BO/OK (the curve labeled " 1 ") and for BPSK (so labeled). The other curves, not further discussed here, show the improvement that would derive from antenna diversity with $2,3,4$, and 10 antennas. Multiple antennas act to decrease the amount of fading of the Rayleigh channel.

We see that for $\mathrm{S} / \mathrm{N}>10 \mathrm{~dB}$ (a likely range in which we would want to operate), the channel capacity ranges from 0.437 to nearly 1 , despite the relatively large BER values (especially for transmitted "ones"). This means that, with good forward error correcting coding, BO/OK is a feasible - and completely multipath insensitive - modulation scheme. In Section 4 we will discuss how such coding can be achieved. But first we will discuss the use of antenna diversity to ameliorate channel fading.

## 3 THE USES OF DIVERSITY

In a multipath environment, diversity of propagation path can often be an effective cure for fading. The link can use more than one receiving antenna, or more than one transmitting antenna, or both. For discussion see J.G. Proakis, Digital Communications, (New York: McGraw-Hill, 1982), Chapter 7. In this section we shall study the bit error rate for BO/OK as it depends on path diversity.

We assume that some number $n$ of propagation paths are utilized, different enough that the statistics of signal strength, noise strength, and fading are independent for different paths. For instance, we might use $n$ receiving antennas spaced far enough apart to receive the signal from a single transmitting antenna. According to lore, antenna spacing should be $10 \lambda$ or greater for long-distance HF or tropo scatter systems; however urban multipath environments seem likely to be different, and antenna spacings $\sim \lambda$ may well suffice. A prosaic example is FM reception in a car; nulls due to multipath fading are often noticed to be separated by $\sim \lambda / 2$.

Our strategy for combining the signals from the different antennas is simple: We sum the detected powers; i.e., take the r.m.s. of the detected amplitudes. It seems likely this is the optimal strategy but we have not proved so.

The probability distribution for the amplitude $|a|$ of the summed signal is

$$
\begin{equation*}
p_{n}^{\text {signal }}(|a|) \propto \frac{|a|^{2 n+1}}{\left(1+\sigma^{2}\right)^{n}} \exp \left(\frac{-|a|^{2}}{2\left(1+\sigma^{2}\right)}\right) \tag{1}
\end{equation*}
$$

while the probability distribution for the noise amplitude in the summed signal is

$$
\begin{equation*}
p_{n}^{\mathrm{noise}}(|a|) \propto \frac{|a|^{2 n+1}}{\sigma^{2 n}} \exp \left(\frac{-|a|^{2}}{2 \sigma^{2}}\right) \tag{2}
\end{equation*}
$$

Taking a signal threshold of $t$ for detection of a 1-bit, the BER for a transmitted zero is

$$
\begin{equation*}
\mathrm{BER}=p_{n}\left(\frac{t^{2}}{2 \sigma^{2}}\right) \exp \left(-\frac{t^{2}}{2 \sigma^{2}}\right) \tag{3}
\end{equation*}
$$

while the BER for a transmitted one is

$$
\begin{equation*}
\mathrm{BER}=1-f_{n}\left(\frac{t^{2}}{2\left(1+\sigma^{2}\right)}\right) \exp \left(-\frac{t^{2}}{2\left(1+\sigma^{2}\right)}\right) \tag{4}
\end{equation*}
$$

where the polynomial $f_{n}()$ is defined as

$$
\begin{equation*}
f_{n}(x)=\sum_{k=1}^{n-1} \frac{x^{k}}{k!} \tag{5}
\end{equation*}
$$

Note that $f_{n}(x)$ is a truncation of the Taylor series for $\exp (x)$ and is a good approximation for $x \lesssim n$, so that the probability distributions $p_{n}()$ are close to 0 or 1 over most of their range with a sharp transition at argument $x \sim n$.

Figures 3-7 compare the performance of $\mathrm{BO} / \mathrm{OK}$ at various path diversities $n=1,2,3,4,10$ in a strong multipath environment, and also compare these with the performance of conventional BPSK (binary phase shift keying) with no multipath degradation and a single path ( $n=1$ ), all at the same $\mathrm{S} / \mathrm{N}$ ratio. The main conclusion is shown in Figure 3, which shows that channel capacity increases with diversity, as expected; in fact $n=10$ $\mathrm{BO} / \mathrm{OK}$ outperforms $n=1$ BPSK. These results for channel capacity presume that the detection threshold $t$ has been optimized (Figure 5), and that the optimal proportion of 1-bits is utilized in the transmitted signal (Figure 4). (With respect to the latter, the calculations of this section differ from those of Section 2.1 where the proportion of transmitted 1-bits was fixed at 0.5 ; however this makes little difference in the channel capacity.)

The bit error rates $p$ (for a transmitted 1-bit) and $q$ (for a transmitted 0 -bit) are displayed in Figures 6 and 7.


Figure 3. Theoretical channel capacity of BPSK (without multipath) and $\mathrm{BO} / \mathrm{OK}$ with multipath) as a function of Signal-to-Noise power ratio. The labeled parameter shows the number of assumed antennas in the case of diversity.


Figure 4. Theoretical optimal density of transmitted 1-bits for $B O . O K$ modulation in the presence of Raleigh fading.


Figure 5. Optimal receiver threshold amplitude for $\mathrm{BO} / \mathrm{OK}$ as a function of Signal-to-Noise power radio


Figure 6. Bit Error Rate for transmitted 1-bits as a function of Signal-to-Noise power ratio


Figure 7. Bit Error Rate for transmitted 0-bits as a function of Signal-to-Noise power ratio.

## 4 CODING FOR A HIGH-BER ASYMMETRIC CHANNEL

## 4.1 "Existence Proof"

The previous calculations of theoretical channel capacity show that an optimal $1 / 2$ rate code (two transmitted bits per information bit) should be more than enough to achieve arbitrary small system BERs (for an assumed $\mathrm{S} / \mathrm{N}>10 \mathrm{~dB}$ ). However, most well-known coding techniques cannot be directly applied to the large raw BERs that we have.

It is therefore useful to demonstrate explicitly that a simple $1 / 6$ rate code (which throws away an additional factor of 3 in rate) is adequate to bring our BERs into the regime where standard codes apply.

We take the simplest possible code: A zero bit is sent as 6 zeros; a one bit is sent as 6 ones. You may want to think of these not as consecutive bits, but as interleaved over a significant time, so that they become statistically independent in an environment of time-dependent fading. (In Section 4 we will discuss a quite different method.)

As for decoding, a short calculation (or simulation) is required to find the optimal decode. It is not optimal to go by majority vote of zeros or ones, e.g., because the channel is asymmetric. The answer (again for $\mathrm{S} / \mathrm{N}=10 \mathrm{~dB}$ ) turns out to be that patterns with 6 or 5 zeros should decode to zero, while patterns with two or more ones should decode to one.

In the table in Section 2.2, above, the last column gives the BER achieved using only this trivial code. One sees that a BER of $10^{-2}$ is achieved
for $\mathrm{S} / \mathrm{N}=10 \mathrm{~dB}$. While this is not adequate as an overall system performance, it is small enough that an additional layer of standard coding - with very little overhead in terms of signal rate - can achieve any desired system BER.

We will see below that even with the extra factor of 3 hit taken, megabit per second data rates are achievable.

### 4.2 Sketch of More Efficient Coding Schemes

Using an efficient forward error correcting code, one can more closely approach the theoretical capacity of the $\mathrm{BO} / \mathrm{OK}$ channel. Because the modulation scheme is itself multipath insensitive, the coding scheme need not be designed to deal with the long burst errors typical of fading channels. While the raw bit error rate is high, the error statistics of adjacent bits are to first order uncorrelated. Thus the complexity of using a long interleave or a concatenated code (such as a turbo code) to achieve a long constraint length is not required.

The characteristics of the BO/OK channel suggest the use of a relatively short constraint-length convolutional code used in conjunction with a soft decision trellis decoder. Consider, for example, the rate $1 / 3$ convolutional code with constraint-length 5 generated by the polynomials:

$$
\begin{array}{ll}
x^{4} & +x^{2}+1 \\
x^{4} & +x^{3}+x+1 \\
x^{4} & +x^{3}+x^{2}+x+1 \tag{3}
\end{array}
$$

This code has a free distance of 12 , and is thus able to correct all patterns of up to 5 errors over a 15 -code bit interval. Assuming hard detection with a threshold set to give a symmetric channel (both pessimistic assumptions),
the probability correctly detecting all of the bits in a block of $\mathrm{d}=15$ code bits ( 5 information bits) is bounded by

$$
\begin{equation*}
p_{b}>\sum_{m=0}^{5}\binom{d}{m} p^{d-m}(1-p)^{m} \tag{4}
\end{equation*}
$$

With a hard threshold of $t=0.59$ the probability of correct detection is $p=0.82$ for both a one and a zero which gives a bound of correct block detection of $p_{b}=0.985$. This is a conservative bound as it does not take into account the large numbers of patterns of greater than 5 bit errors that are also corrected by this code. The calculation is also quite pessimistic as it does not take advantage of the increased capacity that comes from operating the channel using an asymmetric detection threshold or by using a soft decision decoder. Even so, the calculation shows that we can achieve acceptable bit error rates with a capacity that is within a factor of 1.5 of the theoretical capacity calculated above. A simulation of the channel operating with a softdecision decoder should be conducted to more accurately quantify the actual bit-error rate.

The encoder keeps a history of the last five information bits in a shift register. Each time a new information bit is shifted in, three code bits are generated by multiplying the information bits (considered to be a polynomial over $\mathrm{GF}(2))$ by the three generator polynomials.

The asymmetrical nature of the $\mathrm{BO} / \mathrm{OK}$ channel is a natural match for a soft decision trellis decoder. With a soft-decision decoder, there is no need for a threshold, $t$. Instead, for each received symbol, the receiver detects the actual signal magnitude, $a$, and calculates $p_{1}(a)$ and $p_{0}(a)$, the probability that the symbol is a 1 or a 0 respectively, given that the received value is a. These probabilities are then used to propagate a search over a trellis of possible received codewords to determine the most likely codeword given the history of received amplitudes. For typical codes and channels, the use of soft decoding gives the equivalent of a 3 dB increase in $\mathrm{S} / \mathrm{N}$.

Soft-decision decoding for the constraint-length 5 convolutional code described here can easily be performed in software using either a Viterbi decoder or a trellis decoder. A Viterbi decoder maintains 32 states (corresponding to the last 5 information bits) and for each state records the most likely path to have reached that state. For each received frame, the decoder extends each of these paths by one step using the received signal magnitudes. The transition probability from each state to each possible next state (eight in our example) is computed and the most likely path to reach each next state is retained. If all paths begin with the same symbol, then the decode is successful and the beginning symbol is shifted out of the decoder as the received bit.

The inner-loop of the Viterbi decoder computes 256 possible transitions each frame. At about 10 operations per transition, a total of about 2 G operations/s is required to maintain a $1 \mathrm{Mb} / \mathrm{s}$ data rate. This number can be reduced by an order of magnitude by using a trellis decoder that extends paths from only the most likely few states. Using a code with a shorter constraint length reduces the required number of operations exponentially.

## 5 HYPERCARRIER PARALLELISM

To recap: We have achieved a multipath insensitive modulation with (after forward error correction) arbitrarily small bit error rates. However, we are still limited to a raw (uncorrected) bit rate on the order of $10^{4} \mathrm{bps}$, because of the requirement that each bit last for the ringing time of the urban environment.

To increase the signalling rate by 3 orders of magnitude, we will send and receive about $10^{3}$ channels simultaneously, using direct waveform synthesis by FFT methods, and also using FFTs on the receive end. This is a form of "multicarrier modulation". However, multicarrier modulation, as the term is usually used, refers to dividing the information bandwidth into a small number of separate channels, each narrow enough so as to avoid intersymbol interference (ISI) in the presence of an RMS delay spread (see Section 1, above). Here, by contrast, ISI is not an issue, because we are sending "slow bits", perhaps lasting $100 \mu$ s each. The purpose of our multicarrier modulation is simply to achieve parallelism on these bits. Since our number of carriers will be much larger than the conventional case, we will use the term "hypercarrier" instead of multicarrier.

### 5.1 Direct FFT Synthesis of Waveforms

The basic architecture of a hypercarrier transmitter is: (1) digital processor (performing FFTs), to (2) D/A converter, to (3) upconverter (from baseband to the desired RF band), to (4) final amplifier. The basic architecture of the receiver is: (1) downconverter, to (2) A/D converter, to (3) digital processor. In other words, this is a fully digital radio. We will see that current commercial components are available to build practical hypercarrier
systems.

The design space for a hypercarrier system is set by the following parameters:

$$
\begin{align*}
\tau & =\text { duration of a bit }(\mu \mathrm{s})  \tag{1}\\
N & =\text { length of complex FFT }  \tag{2}\\
r & =\text { A/D sample rate (Hz) for complex sampling }  \tag{3}\\
f_{0} & =\text { central frequency after upconversion }(\mathrm{Hz})  \tag{4}\\
\mathrm{BW} & =\text { RF bandwidth (after upconversion) }(\mathrm{Hz}) \tag{5}
\end{align*}
$$

In the next section we will add an additional parameter,

$$
\begin{equation*}
K=\text { number of repetitions of waveform per bit } \tag{6}
\end{equation*}
$$

In this section we take $K=1$. Assuming Nyquist critical sampling, we have the relation (for complex samples)

$$
\begin{equation*}
\mathrm{BW}=r \tag{7}
\end{equation*}
$$

In the simplest design, we perform one FFT on the sampled signal every time $\tau$, so that we have

$$
\begin{equation*}
r \tau=N \tag{8}
\end{equation*}
$$

A sample design might have $\tau=100 \mu \mathrm{~s}, N=1024, r=10 \mathrm{MHz}$, BW $=10 \mathrm{MHz}$. A weakness of this design is that the bandwidth is not as large as one would like in all cases, both to achieve optimal LPI/LPD, and also to have uncorrelated multipath fading across it. In some situations, however, this design may meet all requirements, so we give some further design hints here.

### 5.2 Hardware Implementation

Figure 8 shows a straightforward receiver implementation for a hypercarrier digital communication system as just described. Here we have chosen COTS surface-mount components, to demonstrate that a compact receiver can be easily built to meet the requirements; in practice one might wish to invest in a custom MMIC implementation for smaller size and, likely, lower per-unit production cost. For VHF operation at $f_{0}=250 \mathrm{MHz}$ we are dealing with antenna sizes of order $L \approx \lambda / 4 \approx 30 \mathrm{~cm}$; the receiver architecture is, however, independent of operating frequency.

The receiver is a "single conversion to complex baseband "design. Because the antenna sees a 300 K (minimum) thermal noise environment, typically augmented by some 10 's of dB of "cultural" noise and interference (see Figure 5), there is essentially no benefit to using a low-noise amplifier at the front end; the inexpensive MAR-6SM (\$1.21), with 20 dB gain, 3 dB noise figure, and low-voltage operation $(+3.5 \mathrm{~V}, 16 \mathrm{~mA})$ will do the job. Furthermore, it has $\mathrm{dc}-2 \mathrm{GHz}$ bandwidth, so the design is easily adapted to higher operating frequencies. The RF bandpass filter (which might be incorporated into a tuned frontend amplifier) is a good idea to block out of band signals and thus preserve headroom in the second amplifier and mixer; the unit indicated is a compact LC design. The second RF amplifier, which can be implemented as a cascade of inexpensive MAR-type amplifiers, brings the signal level up to $\approx-20 \mathrm{dBm}$ for mixing to baseband.

The mixer configuration (sometimes called a complex demodulator, and obtainable as a single component, e.g. the MCL JCIQ-series) uses an LO at RF midband to drive a pair of mixers through a quadrature splitter, producing a quadrature pair of baseband voltages whose spectrum extends from -5 MHz to +5 MHz - the translated 10 MHz bandpass originally


Figure 8. Hypercarrier receiver implementation using surface-mount off-the-shelf components. A 10 MHZ RF bandwidth, using 1024 frequency channels of $\mathrm{BO} / \mathrm{OK}$ produces a $1 \mathrm{Mbi} / \mathrm{s}$ effective data throughput after error correction.


Figure 9. Average noise power versus frequency from atmospheric, galactic, and cultural sources (Figure 1 in Chapter 29 in "Reference Data for Radio Engineers," Howard Sams, New York, 1975).
centered at $f_{0}$. The local oscillator is conveniently implemented by PLL synthesis, for which there are numerous COTS implementations, thanks to cellular and other wireless markets.

The baseband voltages are sharply lowpass filtered at the Nyquist frequency to prevent aliasing; the quadrature voltages, roughly $-30 \mathrm{dBm}(7 \mathrm{mV})$, are amplified to ADC levels ( 2 V span) with fast op-amps (or, alternatively, with fixed-gain video amplifiers), then converted to 14 -bit samples in a pair of low-power ADC's. Note that a 10 MHz RF bandwidth requires only 10 megasamples $/ \mathrm{sec}$ (not 20), because they are complex. The resultant complex digital stream is Fourier transformed in a fast DSP chip: the TI 320C60 (1600 MIPS) has adequate speed, but consumes much more power (about 7 watts) than would a custom ASIC (see power, size, cost estimates below).

### 5.2.1 Power, Size, Cost

The power consumption of the receiver implementation of Figure 4 alone is roughly 500 mA at $3-5 \mathrm{~V}$, assuming the DSP ASIC's supply current is no more than 300 mA (this is about $10 \%$ of the current used by the off-theshelf 320 C 60 ), and that a 5 volt VCO is used for the LO. That translates to roughly an hour on a set of 4 alkaline AA cells. To this should be added the power consumption of the transmitter portion, which however is likely to operate for brief bursts only in the intended applications, thus having little impact on battery life. Battery life could be extended considerably by power-switching the power-hungry portion, namely the ADCs and DSP, upon detection of a hypercarrier signal. In that case the no-signal standby current is about 100 mA , for which 4 alkaline AA cells would provide roughly 10 hours endurance (the slow-discharge 1400 mAh capacity of alkaline AA cells is reduced to 1000 mAh at 100 mA drain, and considerably less at 500 mA drain).

The physical size of the receiver is roughly 2 inches square by $\frac{1}{2}$ inch thick, exclusive of batteries and antenna. Adding the transmitter components brings the package up to $3 \times 2 \times 0.5$ inches. The per-unit cost of components of the finished transceiver, in quantity production, is roughly $\$ 500$, assuming the ASIC unit cost not to exceed $\$ 100$.

### 5.2.2 Processing

The primary processing task for the receiver is to perform a 1024 -point complex FFT once each $100 \mu$ s. This can be efficiently computed using a 5 -stage radix-4 FFT algorithm. Each radix-four step involves performing a complex twiddle-factor multiply on each of three inputs (a total of 12 real multiplies and 6 real adds) and summing four complex values (with free $90-$ degree rotations) for each of the four outputs (a total of 24 real adds). To compute the $1280=256 \times 5$ radix four blocks, $10^{4}$ times per second, the total computation requires $4 \times 10^{8}$ adds $/ \mathrm{sec}$ and $1.5 \times 10^{8} \mathrm{multiplies} / \mathrm{sec}$. For the signal levels in question, 16 -bit integer operations with scaling shifts between the stages of the FFT are sufficient.

The transmitter needs to perform a 1024-point inverse FFT on realvalued input data. It can perform two-such real-valued FFTs using a single complex FFT by packing the two input sequences into the real and complex portions of the input and separating the even and odd components of the output sequence. Thus, the computational load for the transmitter is exactly half that of the receiver, about $3 \times 10^{8}$ operations/s.

The compute performance required for this task, about $6 \times 10^{8}$ operations $/ \mathrm{s}$ ( 600 Mops ), is within the capabilities of an off-the-shelf signal processor, the Texas Instruments TI320C60 DSP. This chip uses a very-long-instruction-word (VLIW) organization to achieve a peak computation rate
of 1600 Mops . This is sufficient computational power both to perform the required receive FFT ( 600 Mops ) and to perform a trellis decode of the convolutional code.

At considerable development expense, the power dissipation of the communication system can be reduced by replacing the off-the-shelf DSP with an ASIC designed specifically to perform the FFT processing and convolutional encoding/decoding required by this application. Such a chip would contain, for example, eight 16 -bit adders, $416 \times 16$ multipliers, 64 Kbits of static data memory, 16 Kbits of microcode memory, a hardwired convolutional encoder, and hardwired trellis decoding logic. We estimate that in a modern $0.25 \mu \mathrm{~m}$ CMOS process, this logic will fit on a chip measuring about $20 \mathrm{~mm}^{2}$ and will consume about 300 mW .

### 5.2.3 Variations

One can imagine alternatives in the implementation. For example, in quantity production it may make sense to design an RF MMIC to reduce size and interconnections. One could also consider filters made with mechanical resonator or SAW technology. One could eliminate the downconversion, at modest VHF frequencies, by direct-to-baseband RF sampling; however this requires sharp RF-band filtering to prevent multiple image bands in the (undersampled) spectrum. Finally, one could use ceramic hybrid construction to reduce size.

### 5.3 Extra Spreading via "Tukey's Trick"

We show here how additional spreading can be obtained without significantly increasing the processing burden, by using a trick of Fourier analysis
that goes back to Tukey.

On the transmitting side, to spread over a factor $K$ greater than the baseline system, we will need to transmit a waveform that is $K$ times more closely sampled. However, we don't want to compute the $N$ point FFT's $K$ times faster, so that the sampling rate $r$ now becomes $K r$. (We are assuming that $N$ is held constant, say $=1024$.) After computing each waveform by an FFT, we therefore transmit $K$ repetitions of it, during which we compute the next waveform to be transmitted (again with $K$ repeats.)

The effect of this scaling is to send the same number $N$ carriers, each with the same width as before, but spread over $K$ times more bandwidth.

On the receiving side, Tukey's trick comes into play: We must sample at the new rate of $K r$, but the only operation that we do at this fast rate is a single add per sample, adding the input values onto a "wheel" of length $N$, until exactly $K N$ samples are reached. In equations, we obtain a new "slow rate" series $F_{i}$ that is related to the "fast rate" samples $f_{j}$ by

$$
\begin{equation*}
F_{j}=\sum_{k=1}^{K} f_{j+k N} \quad(j=0, \ldots, N-1) \tag{9}
\end{equation*}
$$

Now, the $N$ point Fourier transform of the slow series is

$$
\begin{align*}
\widetilde{F}_{m} & =\sum_{j=0}^{N-1} \exp (2 \pi i j m / N) F_{j}  \tag{10}\\
& =\sum_{j=0}^{N-1} \sum_{k=1}^{K} \exp (2 \pi i j m / N) f_{j+k N}  \tag{11}\\
& =\sum_{j=0}^{N-1} \sum_{k=1}^{K} \exp [2 \pi i(j+k N)(m K) /(K N)] f_{j+k N}  \tag{12}\\
& =\sum_{n=0}^{K N-1} \exp [2 \pi i n(m K) /(K N)] f_{n} \tag{13}
\end{align*}
$$

which is seen to yield the Fourier transform values of every Kth component of the fast series! In other words, if we only want the same number $N$
(and not $K N$ ) of carriers, we can do $N$-point FFTs at the same (slow) rate, independent of the extra spreading factor $K$.

Although the processing requirement for the FFTs is not increased, the sampling rate of the $\mathrm{A} / \mathrm{D}$ converter is increased by a factor $K$. Therefore, to stay within the realm of current COTS components, we don't want to make $K$ too large. A good value might be $K=8$, which broadens the baseline system to 40 MHz bandwidth.

### 5.3.1 Implementation

To implement the broadened hypercarrier scheme in hardware, we need only i) modify the transmission protocol (broadening filters, etc., where needed), and $i i$ ) modify the receiver of Figure 4 by broadening the filters, increasing the sampling rate of the ADCs by the repetition factor $k$ ( $k=8$ in the example above), and adding code in the DSP to perform pointwise addition over the $k$ repetitions. Note that the FFTs are performed at the same rate as before. With current technology, the bottleneck is ADC speed: Ana$\log$ Devices currently lists a 12 -bit, 65 Msps ADC that operates from a single +3.3 V or +5 V supply (AD6640), dissipates 700 mW , and costs the same as the AD9240 (\$60 in 1k quantities). With this device one could broaden to 65 MHz , using quadrature sampling as in Figure 4 ; for instance, one could use a repetition factor $k=8$, with $\tau=125 \mu \mathrm{~s}, N=1024, r=8 \mathrm{MHz}, \mathrm{BW}$ $=64 \mathrm{MHz}$.

This hardware implementation of the broadened hypercarrier transceiver is comparable in cost and size to the basic (unbroadened) system, though battery life is shorter owing to greater supply current for the faster ADCs; once again, power switching of those components would be advisable.

## 6 Reducing the Detectability of Hypercarrier

Hypercarrier's ability to operate reliably with signal levels only 10 dB above background in a fading environment makes it inherently less detectable than conventional modulation methods that typically provide link margins of 30 dB or more for resistance against fading. Hypercarrier also has the advantage that it spreads its power over a wide bandwidth, 10 MHz for our basic system and 40 MHz for the broadened system. This makes it more difficult to detect than a comparable bit-rate system that compresses its information into a more narrow frequency band.

Despite these advantages, the hypercarrier modulation scheme does require that each channel have a power level that is 10 dB or so above background, making it more detectable than systems that operate with average power in each band below the noise floor. While there is no substitute for directional beams and favorable geometry, there are several ways in which the hypercarrier modulation scheme can be enhanced to reduce its detectability.

### 6.1 Sparse Hypercarrier

The average power per carrier can be reduced below the noise floor by coding the data so that the duty factor of each carrier is small. Using a code, for example, that maintains a maximum duty factor of 0.1 (one 1 bit every 10 bits), gives an average $\mathrm{S} / \mathrm{N}$ of 0 dB in each frequency band. Lower duty factors result in proportionally lower average $\mathrm{S} / \mathrm{N}$.

By encoding information in the position of the "on" bits, one can encode $\log _{2} N$ bits in each "on" bit with a duty factor of $1 / N$. For example, one can encode 4 bits per "on" bit in a system with a duty factor of $1 / 16$.

Restricting the duty factor to $1 / N$ reduces the data rate by a factor $N / \log _{2} N$. This can be compensated for by using substantially more frequency channels. The hardware of our broadened system can be operated for example to provide 8192 channels by eliminating the summing step and performing an 8192-point FFT. The processing requirement of this longer FFT requires approximately eight times the arithmetic performance of the baseline system, still well within the bounds of a single ASIC.

If this 8192 -channel system is operated with a duty factor of $1 / 32,5$ bits can be encoded in each 32-channel group each $100 \mu$ s, giving a data rate of 12.8 Mbps before error-correction coding.

## 7 SUMMARY

We have shown that hypercarrier modulation with binary on/off keying, and with bit times longer than the whole "ringing time" of the urban environment, is potentially capable of achieving megabit per second data rates in a manner that is completely insensitive to multipath fading.

A straw-man design, using current COTS components, has been presented. While we would not want to claim that this design is exactly optimal (or even completely correct), it illustrates that brassboard tests should neither be difficult, nor expensive.

The scheme proposed here is sufficiently different from conventional high bitrate modulation methods, that it should be quite difficult for an adversary to recognize as such. Indeed, with sufficient spreading and good operational practice, it should escape detection completely.
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