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In many situations, visual input tends to dominate other modalities in percep-
tual and memorial reports and in speeded responses. Visual dominance ap-
pears to be related to the relatively weak capacity of visual inputs to alert
the organism to their occurrence. In response to this reduced alerting, sub-
jects tend to keep their attention tuned to the visual modality. This bias
works via prior entry to allow vision to control the mechanisms that subserve
conscious reports. The study of visual dominance provides a model situation
in which chronometric and phenomenological techniques can be brought to-
gether to produce a more complete picture of the relation between information
processing and awareness.

Process models of perceptual phenomena
(Chase, 1973) usually emphasize the flow of
information within and between such systems
as visual and acoustic analyzers, short- and
long-term memories, and decision and re-
sponse systems. Most often, some form of
mental chronometry (Posner, in press), such
as the measurement of reaction time, the use
of backward masking, or the recording of elec-
trical potentials, is used to trace the time
course of information flow.

A different approach to perception has
sought to determine the stimulus cues that
shape our conscious awareness of an event
(Koffka, 1935; Natsoulas, 1974; Stevens,
19S7). Such techniques as verbal report, psy-
chophysical scaling, or adjustment of stimuli
to match along some specified dimension re-
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Psychonomic Society, November 1973, at the meeting

veal little about the time course of mental
operations but do tell which cues reach the
processing levels capable of making conscious
judgments. From this information it is pos-
sible to develop more detailed models of the
stages of processing leading to awareness
(Julesz, 1971), particularly when substantial
electrophysiological studies are available.

Recently, efforts have been made to under-
stand systems that subserve the functions of
conscious awareness by locating them within
an overall processing model. For example,
Shallice (1972) viewed consciousness as a
limited-capacity system related to the com-
petition among inputs for access to effector
mechanisms. LaBerge (1975) has provided a
system in which the ability to excite non-
habitual pathways requires the intervention
of such a limited-capacity attentional system.

The integration of information-processing
and phenomenological approaches to percep-
tion has been hampered by the tendency to
apply them to different problems. Processing
models have dominated in the field of read-
ing and speech perception, while classical
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applied to the study of illusions, depth per-
ception, and distortions of input arrays. In
these latter situations, compelling phenome-
nal experiences occur that are not veridical
in terms of the objective input.
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It would greatly aid our understanding of
information flow to have model experimental
situations involving compelling subjective ex-
periences that would also lend themselves to the
techniques of mental chronometry. The phe-
nomenological and chronometric approaches
could then complement each other and pro-
vide better relationships to physiological sys-
tems that mediate information flow. In this
article we shall attempt to apply a chrono-
metric analysis to one of the most interesting,
widely reported, and compelling phenome-
nological experiences—the tendency of the
visual modality to dominate conscious judg-
ments about the presence and location of
objects.

VISUAL DOMINANCE

A striking phenomenon that has been
studied within the classical perceptual model
is the tendency of visual information from
an object to dominate perceptual and memo-
rial judgments (Howard & Templeton, 1966).
The classic case of visual capture was re-
ported by Gibson (1933), who had subjects
wear prism spectacles that made straight
edges appear curved. When subjects watched
their hands move along an objectively
straight edge, visual information showed it
to be curved. Although kinesthetic informa-
tion indicated that the edge was straight,
subjects experienced no conflict; the edge
felt curved. The visual input dominated
perception.

Rock and Victor (1964) reported visual
dominance in judgments of size. Their sub-
jects viewed a square object through a mini-
fying lens but were not told of the visual dis-
tortion. In one condition they were asked to
grasp the object and then to reproduce or
match either its visual or felt size. The strik-
ing result was that both judgments depend on
the perceived visual size of the object, not
upon its actual size. Similarly, Pick, Warren,
and Hay (1969) showed the dominance of
visual input on the perceived location of an
object. Subjects were asked to point with one
hand hidden from view at a finger of the
other hand, which they viewed through a lens
that displaced the field by 11°. Subjects
pointed very near to the optical position of

their finger rather than to its felt position.
Most subjects did not report the existence of
any discrepancy between the two inputs.

The studies cited above all dealt with per-
ceptual judgments in the presence of conflict
between vision and kinesthesis.1 However,
visual dominance does not depend solely on
the use of perceptual judgments, it does not
arise only between vision and proprioception,
and it does not depend on conflict.

Memory

Demonstrations of visual dominance are not
limited to the perception literature; such
effects are also found in memory tasks. One
series of studies (Posner, 1967) compared the
retention of visual and proprioceptive infor-
mation. Visual information was greatly af-
fected by an interpolated attention-demanding
task, while proprioceptive information was
unaffected. When both sorts of information
were present, subjects behaved as they would
have if only visual information were present.

Klein and Posner (1974, Experiment II)
asked subjects to reproduce a movement pat-
tern that was either visual, proprioceptive, or
both. They found that subjects could quite
easily ignore the proprioceptive information if
instructed to reproduce on the basis of vision
alone. The presence of proprioceptive infor-
mation had an effect only when subjects were
uninformed during presentation about which
kind of information they would have to re-
produce. On the other hand, proprioceptive
reproductions were affected in the same man-
ner by visual information whether or not
the visual information had to be attended.
Even when the subjects knew at the time of
presentation that only kinesthetic information
was to be used, they appeared unable to
ignore the visual information present in the
signal.

1 The terms proprioceptive and kinesthetic will be
used interchangeably in this paper. The latter term
is sometimes used to mean any information (in-
cluding visual) that guides locomotion, but we are
using both terms to refer to information arising
from skin senses, joints, and muscle spindles during
active or passive movement.
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Vision Versus Audition

Evidence for visual capture is not limited
to the comparison of visual and propriocep-
tive information. Pick, Warren, and Hay
(1969) showed in a location task that vision
also tends to dominate auditory location in-
formation. More recently, Colavita (1974)
has published a series of experiments suggest-
ing that when visual and auditory signals are
presented simultaneously, subjects generally
respond to the visual input and are often
unaware that an auditory signal has occurred.
Colavita first asked his subjects to match a
visual and auditory stimulus for subjective
intensity. These matched stimuli were then
used in a choice reaction time task. Subjects
were instructed to press one key whenever a
light came on and another key whenever a
tone occurred. Each of the 10 subjects re-
ceived 30 trials. On 5 of these trials, both
light and tone were presented simultaneously.
Colavita found that in 49 out of SO conflict
trials, subjects responded only to the light.
When subjects knew that dual presenta-
tions could occur, visual dominance was still
present, although reduced. The Colavita study
demonstrated the existence of visual domi-
nance with chronometric methods rather than
perceptual or memory judgments and by so
doing, extended its implications.

Redundant Information

Another striking instance of dominance by
vision was first reported by Jordan (1972)
and confirmed in a slightly different design
by Klein and Posner (1974, Experiment
III). Reaction to a proprioceptive displace-
ment cue is faster than reaction to a dis-
placement cue presented only visually. When
the two are made perfectly redundant, reac-
tion time is greater than it would have been
to a proprioceptive cue alone. Adding a re-
dundant visual cue to a proprioceptive one
causes an increase rather than a decrease in
reaction time. This is a clear violation of the
general tendency for redundancy to result in
either no difference or an improvement in
reaction time (Garner, 1974). This study, like
the memory studies, extends visual dominance
to situations in which there is no conflict

between information given to two sensory
modalities.

In summary, evidence for visual dominance
has arisen in a number of quite different para-
digms, some comparing visual cues with
proprioceptive cues and others comparing
visual cues with auditory cues. Dependent
variables have included size reproduction,
localization, reproduction of patterns, and re-
action time. Each investigator has usually
developed a theory of visual dominance that
accounts reasonably well for the particular
situation in which he has studied it. However,
when all the information on visual dominance
is combined, none of the accounts seem very
satisfactory.

THEORIES OF VISUAL DOMINANCE

One explanation of visual dominance is tied
to the spatial character of visual information
(Rock, 1966). Rock proposed that vision
directly yields spatial information but that
touch provides such information only through
its learned association with vision. This ac-
count does describe the results of studies
using spatial localization or size judgments as
dependent variables. It does much less well
when one takes into account the reaction time
data presented in the last section. The same
objection applies to suggestions that the domi-
nance of visual localization over auditory
localization depends on the relatively greater
accuracy of visual localization. Once again,
this may describe the results using localiza-
tion as a dependent variable, but it seems
inadequate to handle visual dominance in
general.

There have been some hints that visual
dominance may relate to the development of
locomotion. Lee and Aronson (1974) empha-
sized the importance of visual information as
compared to mechanical proprioception in the
development of an infant's ability to maintain
balance. They found that visual information
was dominant in the maintenance of balance
both among infant subjects and adults. They
pointed out that an infant's mechanical recep-
tors are sensitive to changes in length and
weight caused by the infant's rapid growth.
The infant's mechanical proprioception is
poorly calibrated in comparison to vision.
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As a result, they argued that when an infant
is learning to stand he must rely heavily on
cues from vision. Once again, this explana-
tion seems relevant to some aspects of visual
dominance over proprioception but not over
audition.

All of these ideas about the origin of visual
dominance emphasize the reliability and accu-
racy of visual input. However, there are a
number of recent results suggesting that
visual dominance can break down under cer-
tain conditions. Moreover, there are also re-
sults that suggest that in some respects, the
visual modality is a less efficient system for
information processing than other modalities.
We turn now to an examination of these facts.

DEFICIENCIES OF VISUAL INFORMATION
PROCESSING

One of the problems with methods involv-
ing verbal reports is that subjectively com-
pelling and nonveridical observations are likely
to be emphasized, particularly in secondary
sources. The boundary conditions within which
these observations occur are less well studied.
There is evidence that visual dominance de-
pends on the relations between the stimuli
and on how the subject allocates attention.
Warren and Cleaves (1971) used the spatial
localization paradigm to explore different de-
grees of discrepancy between two modalities.
They found that visual influence over kines-
thesis was greater with smaller degrees of dis-
crepancy (10°) than with larger ones (20°).
These results suggest that it may be easier
to attend to kinesthetic cues when they are
more discriminable from the conflicting visual
cues. In Garner's terms (1974), the ability
to attend to one input code and ignore an-
other may vary inversely with the integrality
of the codes.

Many studies of the adaptation following
exposure to conflict have shown that proprio-
ception, not vision, is recalibrated (Harris,
1965). This is consistent with reports of
visual dominance obtained in perceptual
studies and suggests that proprioception is
more labile than vision. Recent studies that
have manipulated the locus of the subject's
attention during exposure, however, have
found no asymmetry; the modality that

undergoes recalibration is the nonattended
modality (Canon, 1970; Kelso, Cook, Olson,
& Epstein, 1975). This result suggests that
proprioception normally undergoes recalibra-
tion because of a tendency for subjects to
attend to vision in the absence of instruction
or incentive to the contrary.

The findings outlined above suggest that
the integrality of stimuli used and the direc-
tion of the subject's attention affect the
dominance of vision over other modalities.

In reaction time tasks there is a sense in
which the processing of visual signals seems
deficient in comparison with the processing of
auditory and proprioceptive stimuli (Sanders
& Wertheim, 1973). This concerns the degree
to which the stimuli in a given modality
serve to alert the organism about their pres-
ence. Posner (1975) described alertness as
a state in which the organism's central de-
cision-mechanism system is activated and
made ready to respond to incoming infor-
mation. The alerting effect of a warning
signal presumably depends on its ability
to place the decision mechanism at a
heightened state of readiness to respond. Our
work (reported later in this article) suggests
that visual stimuli are less alerting than stim-
uli in other modalities. In this article we
shall demonstrate how the relatively inferior
alerting capability of visual signals may help
to account for the tendency of vision to
dominate other modalities.

A NEW VIEW OF VISUAL DOMINANCE

A theory is briefly outlined in this section,
and evidence that has been developed so far
is summarized in the following sections.
For the most part, this theory arose out
of the evidence rather than the reverse. But
it will be more useful for the reader to know
where we are going before attempting to
follow us through the maze of experimenta-
tion that has been generated in the course of
trying to understand the basis of visual domi-
nance. Moreover, the propositions used to
develop this theory of visual dominance are
more general than the study of visual domi-
nance itself. For that reason, they may be
important as a basis for a more general theory
of the comparison of modalities, in addition
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to their application to the question of visual
dominance.

Proposition 1. Visual stimuli are not as
automatically alerting as stimuli in other
modalities.

Proposition 2. In order for a visual event
to serve as an effective alerting stimulus, the
subject must first process it by active attention.

Proposition 3. The consequence of active
attention toward any one modality is a
reduction in the availability of the attentive
mechanisms to input from other modalities.

Proposition 4. To compensate for the low
alerting capability of visual signals, subjects
exhibit a general attentional bias toward the
visual modality whenever they are likely to
receive reliable input from that modality.
This bias may not be obvious to them, but
it can be viewed as a strategy of a very
pervasive sort.

The view implied by these propositions
suggests that under some circumstances, visual
information will dominate other sources of
sensory input, while under other circum-
stances it will not. The elements of this view
are all rather nonobvious, and some are prob-
ably counterintuitive, especially from the
point of view of visual dominance. They must
all be qualified within the framework of ex-
perimentation that supports them. In each of
the following sections we consider one of the
propositions and discuss evidence that favors
it. Virtually all the data have been collected
within the chronometric framework.

Proposition 1—Visual Signals Are
Less Alerting

This proposition has been investigated
within a moderate range of experimental con-
ditions, and these conditions provide bounda-
ries for the effects we report. In general, the
visual signals we used were always of small
size, rapid onset, and moderate intensity.
They appeared in the fovea under conditions
of light or moderate dark-adaptation when
the visual field was nearly empty.

Intersensory Facilitation

In a choice reaction time task, subjects re-
spond to the imperative stimulus faster when
it is accompanied by an irrelevant accessory

stimulus in a different modality. For a long
time, this effect was attributed to an increase
in the discriminability of the imperative
stimulus. However, a more recent viewpoint
(Nickerson, 1973; Nissen, 1974) suggests
that the effect of an accessory is essentially
the same as that of a warning signal. Rather
than increasing the discriminability of the
imperative stimulus, the accessory causes the
subject to respond sooner to the information
building up in his memory system. The
earlier the response, the less accurate it is.

We used the intersensory facilitation para-
digm to investigate the alerting characteristics
of visual and auditory stimuli. In one experi-
ment (Nissen, 1974), the subject's task was
to decide whether an X appeared to the right
or the left of the fixation frame. On four-
fifths of the trials, the visual imperative
stimulus was accompanied by an auditory
accessory (a burst of white noise). In another
experiment, the imperative stimulus was either
visual or auditory. An X could appear on
the right or the left of the fixation frame, or
a tone could be presented to the right or left
ear. The subject pressed the right key when
either the X or the tone was on the right,
and the left key when either of the stimuli
was on the left. On four-fifths of the trials,
there was a visual accessory stimulus, con-
sisting of a square flash of light in the center
of the fixation frame. The accessory could
precede or follow the imperative stimulus by
up to 100 msec.

The results are presented in Figure 1. They
allow us to compare the effects of a visual
accessory on a visual task, a visual accessory
on an auditory task, and an auditory acces-
sory on a visual task. It appears that an
auditory accessory is more effective than a
visual accessory in reducing reaction time to
the imperative stimulus. When an auditory
accessory and a visual imperative stimulus
occurred simultaneously, reaction time was
reduced by about 40 msec. However, when a
visual accessory occurred at the same time
as either a visual or auditory imperative
stimulus, little or no facilitation occurred.
Neither the S-msec reduction of mean re-
action time on the visual task nor the
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12-msec reduction on the auditory task was
significant.

The auditory accessory stimulus produced
a very clear effect on visual processing
throughout the range of intervals studied. The
effect produced was a reduction in reaction
time together with an increase in errors. This
trade-off is exactly what occurs with increases
in alertness introduced by warning signals
(Posner, 1975). The visual accessory affected
processing only when it preceded the impera-
tive signal. The usual explanation of this
asymmetry attributes it to the fact that audi-
tory signals are processed more rapidly than
visual signals. Thus an auditory accessory
will affect a visual task even when it occurs
together with or following the visual signal,
but the reverse will not occur. To test this
notion, we turn to warning signals that are
introduced at intervals considerably in ad-
vance of the imperative signals.

Warning Signals

Warning signals serve to alert the organism
to the presentation of the imperative signal.
The great bulk of the literature on warning
signals has dealt with an auditory warning
signal followed by either an auditory or a
visual task, or with a visual warning signal
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FIGURE 1. Performance on visual and auditory
choice reaction time tasks when an accessory stim-
ulus presented in close temporal proximity to the
task was in the same or in a different modality.
(Numerals indicate the percentage of errors.)
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FIGURE 2. Performance on visual (top) and audi-
tory (bottom) choice reaction time tasks following
auditory-, visual-, and no-warning signals. Subjects
were equally likely to receive a visual or auditory
task. (Numerals indicate error percentages.)

followed by a visual task. Rarely have in-
vestigators used a visual warning signal fol-
lowed by an auditory task (particularly under
conditions of modality uncertainty).2

We conducted experiments that showed
visual and auditory warning signals to have
different effects on visual and auditory tasks.
In one experiment, within a block of trials,
subjects could receive either a visual or audi-
tory warning signal followed (with equal like-
lihood) by either a visual or auditory task.
The visual warning was a SO-msec square
flash of light in the center of a fixation frame,
and the visual task required the subject to
press the key under his right index finger if
an X appeared in the right half of the frame,
and to press the key under his left index finger
if an X appeared in the left half of the frame.

2 However, auditory signals have been reported to
be less affected by temporal uncertainty than are
visual signals (Sanders & Wertheim, 1973).
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The auditory warning signal consisted of a
SO-msec burst of white noise, and the audi-
tory task involved pressing the right key in
response to a SOO-Hz tone in the right ear
and pressing the left key in response to the
same tone in the left ear. Blocks of trials were
given with no warning and after foreperiods
of ISO, SOO, and 1,000 msec following a
warning signal.

The results for eight subjects are shown in
Figure 2. Performance on the visual task
(upper half) was about the same whether the
warning signal was visual or auditory. Al-
though there was some tendency for an audi-
tory warning to be superior at very short
foreperiods, the bulk of the results suggest
that the two warning signals were equally
successful in facilitating the visual task. The
results for the auditory task (lower half),
however, show a different pattern; auditory
responses were significantly faster when the
imperative signal was preceded by an audi-
tory warning. A visual warning provided no
facilitation for the auditory task in this situ-
ation. Error data, also included in Figure 2,
indicate the usual increases in errors following
a warning signal. This increase is similar re-
gardless of warning signal modality. All of
these results have been replicated using non-
localization tasks.3

The nature of the peculiar reaction time
interaction immediately eliminates many of
the most likely explanations of the effect. One
might suppose that the auditory warning
signal was simply more intense than the visual
warning. In that case, the two auditory warn-
ing conditions would have been more effective
than the two visual ones. Another view might
be that the auditory imperative signal was
itself so alerting that it would not benefit
from a warning signal.4 Clearly, though, an
auditory task can benefit from a warning
signal provided that the warning is auditory.
Another explanation might be that the audi-
tory warning signal was processed more rap-
idly than the visual warning signal. Clearly,
this explanation could account for results
occurring when the intervals between warning
and imperative signals were brief, such as in
the intersensory facilitation studies. However,
it surely cannot account for the effects that

occurred nearly 1,000 msec following the
warning signal.

Probe Reaction Time

There is another sense in which vision
seems to be inferior to audition and kines-
thesis in its alerting capabilities. The detec-
tion of visual stimuli is influenced by the
allocation of attention more than is the detec-
tion of auditory or proprioceptive stimuli. In
one demonstration of this effect (Nissen,
1974), subjects were first presented with a
bimodal (visual and auditory) warning signal.
It was followed by a stimulus indicating
whether the imperative stimulus, which oc-
curred 1,000 msec later, would be visual or
auditory. Subjects were instructed to press
one key in response to a small X or a soft
tone and a different key in response to a large
X or a loud tone. During the 1,000-msec
interval before the imperative stimulus, sub-
jects presumably developed a set for either
vision or audition. On one-tenth of the trials,
either a visual or auditory probe occurred
during that interval. The visual probe was a
square flash of light, and the auditory probe
was a burst of white noise. Subjects were
instructed to respond to these probes (with
a third key) but to consider the choice task
as more important.

The results show that reaction time to the
auditory probes was unaffected by whether
the subject was expecting an auditory or
visual task. On the other hand, reaction time
to visual probes was about 45 msec slower
when the subject was expecting an auditory
task than when he was expecting a visual task.

Klein (1974) investigated the effects of the

3 Recent data (Jones & Kabanoff, 1975) suggest
that the presence of eye-movements might be in-
volved in the relative ability to perform auditory
localization tasks. It is possible that the visual warn-
ing inhibits such movements and thus affects audi-
tory localization. However, we repeated this experi-
ment using high and low tones as the auditory im-
perative stimuli and high and low digits as the
visual imperative stimuli. Although there was no
localization involved in the task, the results obtained
were the same as in the erperiment described here.

4 This view has been adopted by Sanders (197S)
to explain foreperiod effects with visual and auditory
tasks. While it is undoubtedly partly correct, it does
not seem adequate to handle our results.
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locus of attention on visual and tactile de-
tection. His subjects received simultaneous
visual and kinesthetic input, but within a
given block of trials they were instructed to
attend to only one modality. In a visual
block, their task was to indicate whether a
dot had moved to the left or the right and
to ignore the direction in which their finger
was passively moved. In a kinesthetic block,
subjects were to respond to the direction of
the finger movement and to ignore the visual
movement. The direction of the movement in
the irrelevant modality could be the same or
opposite that of the attended modality.
Visual probes consisting of a square flash of
light at the center position, and tactile probes
consisting of the vibration of the subject's
finger, were presented randomly within each
trial block. Klein found that responses to the
tactile probe were equal in latency in the
visual and kinesthetic blocks but that re-
sponses to visual probes were nearly 30 msec
slower in the kinesthetic blocks than in the
visual blocks. Once again, it appears that
vision is more influenced by the locus of the
subject's attention.

Switching Time

Perhaps this asymmetric effect of the
locus of attention on responses to visual and
nonvisual input has something to do with the
ease of switching attention from one modality
to another. One meaning of visual dominance
suggests that it is more difficult to switch
from vision than it is to switch from another
modality. If the visual information tends to
capture and hold the subject's attention, then
the time required to switch from vision
should be longer than that required to switch
from other modalities. On the other hand, an
account of visual dominance based on the
relatively poor alerting qualities of visual
stimuli would predict the opposite result: It
should not be more difficult to switch from
vision than to switch from another modality,
but rather, more difficult to switch to vision
than to another modality. Klein (1974) used
a method first developed by LaBerge (1973)
to compare the time to switch from vision and
kinesthesis (to audition), as well as the time
to switch to vision and kinesthesis (from

audition). The subjects' attentional sets were
manipulated by instruction and by the pro-
portion of trials within a block that used the
attended modality. For example, prior to a
visual block, subjects were instructed to at-
tend to vision, and the block consisted of
40 visual trials and only 4 auditory and
4 kinesthetic trials.

The visual stimulus was the motion of a
fixation dot toward the left or right of the
cathode ray tube. The kinesthetic stimulus
was a similar passively imposed motion of
the right index finger toward the left or right.
The auditory stimulus was presented to the
left or right ear. Subjects responded with their
left hand by pressing a key in the direction
of the movement.

To compare the time to switch from vision
with the time to switch from kinesthesis,
Klein examined auditory response latencies
when subjects switched from an expected
visual and an expected kinesthetic stimulus.
He found no differences, which suggests that
visual input did not capture attention in the
sense of delaying switches to other modalities.
When the time required to switch to a modal-
ity was examined (by measuring the increase
in reaction time when the modality was un-
expected), there was a much larger increase
in reaction time to an unexpected visual
stimulus than to an unexpected kinesthetic one.

All of these results can be summarized by
the proposition that visual stimuli when un-
attended are less likely to alert the subject
than stimuli occurring in other modalities.

Proposition 2—Alerting Based on Visual
Stimulation Requires Effort

If visual stimuli are deficient in alerting
capability, how is it possible for us to have
shown that a visual warning signal improves
the processing of a following visual task?
One answer lies in distinguishing between
automatic alerting effects (which are powerful
in auditory and proprioceptive input) and
effortful alerting effects (which can be ob-
tained equally from any input). An auto-
matic alerting effect occurs when the central
decision-making mechanism is activated with-
out attention being directed to the warning
signal. Effortful alerting effects require the
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subject to turn his attention to the processing
of the warning signal. According to this dis-
tinction, a visual warning signal should be
successful in facilitating response to an audi-
tory event if the subject is certain that an
auditory event will follow the visual signal.
When certain of this, the subject can use the
visual signal to turn his attention deliberately
to the auditory modality. Such a situation is
quite different from one in which the subject
does not know whether the following event
will be visual or auditory.

To investigate this question, we used visual
and auditory warning signals in an experiment
nearly identical to the one reported earlier.
Subjects received a visual or auditory warning
followed by an auditory task. The task was
to determine whether a pure tone was pre-
sented to the left ear or the right ear. Since
vision never provided any information rele-
vant to responding, the subjects should have
resisted any tendency to attend visual input.

The results are shown in Figure 3. In this
situation, visual warning signals provided as
much facilitation of reaction time for an audi-
tory task as auditory warning signals did. An
analysis of variance showed no significant
effect of warning signal modality. There was,
however, a significant interaction of warning
signal modality and foreperiod. When a visual
warning signal occurred only ISO msec before
the imperative stimulus, seven out of eight
subjects reacted more slowly than they had
when they received an auditory warning at
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FIGURE 3. Performance on an auditory choice reac-
tion task following visual-, auditory-, and no-warning
signals when there was no uncertainty about the
input modality of the task. (Numerals indicate the
error percentages.)

that interval. This might mean that a subject
who receives a visual warning signal must
switch attention to audition. Presumably, this
switching and the subsequent development of
an auditory set following a visual warning
are not complete by ISO msec, but when the
subject is allowed at least 500 msec to pre-
pare for the auditory task, preparation is as
good following a visual warning signal as fol-
lowing an auditory warning signal. The ad-
vantage of auditory warning signals at brief
foreperiods is also shown in Figure 2 and
could as well be due to the automatic alert-
ing effects of audition. The benefits of that
alerting would be expected to influence
responses at short foreperiods.

The interaction between modality of warn-
ing signal and rate of preparation for the
imperative task also appears in the contingent
negative variation (CNV) following warning
signals in different modalities. Gaillard and
Naatanen (Note 1) measured the depth of
the CNV SOO and 1,000 msec after visual and
auditory warning signals. They found that
the depth of the CNV 500 msec after an audi-
tory warning signal was significantly greater
than that after a visual warning signal. By
1,000 msec after the warning signal, the depth
of the CNV was similar for visual and auditory
warning signals. These results further confirm
the relatively automatic nature of the auditory
warning as compared to the visual warning.

In this section it has been shown that both
visual and auditory warning signals can serve
as sources of alerting effects when subjects
know the modality of the imperative signal.
However, when the warning signal is visual, it
is necessary to adopt a deliberate set toward
the warning signal. The consequences of a
modality set are discussed in the next section.

Proposition 3—Costs and Benefits of
Sensory Set

In previous work, Posner & Snyder (1975a,
1975b) developed a cost-benefit analysis of
attentive processes. The idea behind such an
analysis is the separation of active attention
involving limited-capacity mechanisms from
the activation of pathways not involving
these mechanisms. The same type of analysis
may be used to study the deliberate commit-
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TABLE 1

SENSORY SET: A COST-BENEFIT ANALYSIS

Probability of specified modality

Response .8 .5 .2 Cost

Visual task

Mean reaction time (msec)
Percentage of error

Auditory task

Mean reaction time (msec)
Percentage of error

258
5

212
4

269
4

229
6

295
6

265
1

26
2

36
1

ment of the processing capacity mechanism
to an input modality. The idea is simple.
Pure alerting activates the central processing
mechanism and makes it available to any
input item. It thus improves the speed of
processing of all items that might be pre-
sented to the organism. On the other hand,
a deliberate effort to couple active attention
to a particular modality will inhibit central
processing of signals in other modalities.
Obviously, the extent to which the unattended
signal forces itself upon the subject by its
automatic alerting character might reduce
or mitigate the effects of such a deliberate
stimulus set.

To test this idea, we presented subjects
with blocks of trials in which an auditory task
might occur 80% of the time, 50% of the
time, or 20% of the time. On the balance of
the trials, a visual task was presented. The
auditory task involved pressing one of two
keys to indicate whether a tone had occurred
in the left or right ear. The visual task was
to press one of two keys depending on
whether an X occurred to the left or the right
of a center line. The benefit obtained when
a signal occurred in the expected modality
was measured by subtracting the reaction
time when that modality occurred 80% of the
time from the reaction time when it occurred
only 50% of the time. The cost of receiving
a signal in an unexpected modality was mea-
sured by subtracting the reaction time in the
50% block from the reaction time when the
expected modality occurred only 20% of
the time.

The results are shown in Table 1. Both the
auditory and visual modalities show signifi-

Benefit

11
-1

17
2

cant costs in reaction time when they are un-
expected, and smaller, though significant,
benefits when they are expected. More strik-
ing costs were obtained when probability was
manipulated within blocks through the use of
a warning signal that indicated the most
likely modality of the following imperative
signal.

One unexpected result of the cost-benefit
analysis in both of these experiments was that
the low-probability visual event did not pro-
duce relatively greater cost than the low-
probability auditory event. According to the
notion that visual events are less alerting, one
would have expected it to take longer to
switch to the visual modality than to the
auditory modality. This kind of result oc-
curred with the probe and switching tasks
discussed earlier. There are, however, several
possible reasons for the failure to find an
asymmetry between the two modalities. If
subjects are usually directing their attention
toward vision, a given probability manipula-
tion may not be as effective for that modality.
The discrepancy might also result from the
nature of the auditory and visual tasks used
in this experiment. To measure switching
time, it seems better to use a probe detection
task than the more complicated discrimina-
tion task used in this study. The visual task
required subjects to indicate whether an X
was located to the left or the right of a center
line. All the needed information was pre-
sented on the screen. However, the auditory
task required subjects to determine whether
the presentation of a stimulus was to the left
or right ear. This discrimination may be more
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difficult when attention is shifted from an
orientation toward vision to audition.

In any case, there seems to be reasonable
support for the third proposition of our view
of visual dominance. Once having turned at-
tention to a particular modality, information
on another modality is less readily processed
than if the subject is in a neutral set. A bias
toward one modality affects the ability of
signals in the other modality to reach the
central processor. In the experiments pre-
sented here, subjects were able to respond to
the unexpected modality, even though their
responses were somewhat delayed. In the
Colavita (1974) studies, subjects sometimes
showed not just an increase in reaction time
to the auditory stimulus but also an absence
of awareness of it. Colavita has also shown
that the more reason the subject has to expect
simultaneous signals to the two modalities,
the more likely he is to process the auditory
stimulus. We believe that increases in reaction
time to an unexpected stimulus can lead to its
complete exclusion from conscious processing
under some conditions. The doctrine of prior
entry (Titchener, 1908) holds that those
stimuli arriving at the attentional mecha-
nisms first tend to exclude those that arrive
later. We are a long way from knowing in
detail what distinguishes conditions that pro-
duce complete exclusion from conditions that
produce a switch from one modality to the
other. Given the Colavita result noted above,
it appears that the subject's knowledge of the
likelihood of bisensory signals increases the
probability that switching will occur. An im-
portant point to note here is that what shows
up as small changes in reaction time in one
paradigm might show up as exclusion from
awareness when subjects have no real incen-
tive to switch their attention to respond to
the other stimulus.

The results presented in this section pro-
vide the necessary tools to account for our
warning-signal effect. When subjects receive
an auditory warning signal, their central pro-
cessing mechanisms are alerted, but their at-
tention is not closely coupled to any modal-
ity. Thus, the warning signal has roughly
equal effects whether the following task is
visual or auditory. When a subject is pre-

sented with a visual signal, there is little or
no automatic alerting, and subjects attend
strongly to the visual modality. If the fol-
lowing signal is visual, they will show im-
proved reaction time. However, if the fol-
lowing signal is not visual, they will show a
lesser improvement or even an overall cost in
processing efficiency. If the visual warning
signal is consistently followed by an auditory
signal, the subject can process the visual
signal and then switch his attention to audi-
tion, thus obtaining the usual benefits of a
warning signal.

Proposition 4—A Bias Toward Vision

Jordan (1972) showed that when subjects
are asked to respond quickly to simultaneous
and redundant visual and kinesthetic inputs,
they tend to base their response on the visual
input even though they could respond faster
by attending to the kinesthetic input. Jordan
trained novice fencers to initiate a fencing
move when the foil they were holding was
deflected by a mechanical foil. One group of
subjects was blindfolded and thus had to rely
on the kinesthetic and tactile information
provided by the movement of their foil. An-
other group could watch the movement and
were thus allowed both visual and kinesthetic
input. A third group also watched the move-
ment, but their foils were placed IS cm from
the mechanical one so that the initial infor-
mation was only visual. Reaction time in the
condition providing visual and kinesthetic
input was 27 msec slower than that in the
pure kinesthetic condition.

Klein and Posner (1974) and Klein (1974)
replicated this effect using slightly different
stimuli and responses. The proprioceptive in-
put consisted of the passive movement of the
subject's finger to the left or right, and the
visual input was the movement of a dot to
the left or right of a scope. On bimodal
trials, the two movements were always com-
patible. Subjects had to indicate the direction
of movement by pressing one of two keys. In
one experiment, trials were blocked by modal-
ities, and each subject performed a visual
block, a kinesthetic block, and a bimodal
block. In agreement with Jordan's (1972)
results, responses to proprioceptive inputs
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TABLE 2

PURE AND MIXED BLOCKS IN A REPLICATION OF THE JORDAN (1972) EXPERIMENT

Pure blocks Mixed blocks

Response

Mean reaction time (msec)
Percentage of error

Visual

317
2.9

Kinesthetic

248
4.0

Bimodal

261
4.6

Visual

337
1.8

Kinesthetic

260
10.7

Bimodal

243
7.9

were significantly faster than responses to bi-
modal inputs (see table 2). However, they
were not nearly as slow as for vision alone.

To find out what would happen when sub-
jects could not rely on vision, Klein (1974)
used a mixed-block condition. Within a block,
subjects could be presented with either a
visual stimulus, a proprioceptive stimulus, or
a bimodal stimulus. Since it was sometimes
necessary to use proprioceptive information,
bias toward vision would not work on all
trials, and a more even distribution of
attention ought to result.

The results are shown in Table 2.5 Reaction
time to bimodal trials in mixed blocks was
significantly faster than reaction time to kin-
esthetic trials alone (redundancy gain). A
simulation of the bimodal reaction times based
upon the unimodal times suggested that in
the mixed-block condition, subjects responded
to whatever information was detected first.

It seems that when information about an
event is available from vision and from audi-
tion or propioception, and when the visual
information is adequate for responding, at-
tention is directed to vision. In conditions in
which vision does not provide adequate in-
formation, visual bias no longer prevails.
This interpretation implies that in conflict
situations, when vision and proprioception
or audition provide discrepant information,
vision will usually dominate unless the sub-
ject is instructed or infers that responses
based on vision will be incorrect. In many
cases the dominance is incomplete, just as it
is in many of the studies reported in this
article. In the conflict studies mentioned
earlier (Rock & Victor, 1964; Pick, Warren,
& Hay, 1969), subjects were naive with re-
spect to the conflict. They did not expect to
receive discrepant information and thus could
assume that responses to the visual input

would be appropriate. Telling subjects to at-
tend to the nonvisual input as Pick, Warren,
and Hay (1969) and Klein and Posner (1974)
did, is evidently not sufficient to reverse the
visual bias unless subjects also know that
vision will be inadequate to provide a correct
response. The success of an instructional ma-
nipulation probably also depends upon the
degree of integrality of the stimuli (Garner,
1974). When the information presented to
eye and hand comes from quite separate loci,
such as in most of our work, it is probably
much easier to direct attention than it is
when the information comes from a single
position in space, such as in much of the
prism conflict work.

Recent studies in the prism literature
(Canon, 1970; Kelso, Cook, Olson, & Epstein,
197S) are consistent with the notion that
attentional factors can affect the degree of
visual dominance. Our studies provide little
information allowing for detailed prediction
of the nature of judgment in any given situ-
ation. Obviously, many aspects of training,
integrality, instruction, individual differences,
and relative accuracy of the kind of informa-
tion presented will determine the direction
and degree of dominance in any given
experimental situation.

B There are a number of features of interest in the
data of Table 2 that do not relate closely to the
main points raised here. One of these features is
the large error rates found in the kinesthetic mixed
block trials. We believe this is largely due to a strong
automatic alerting effect of the kinesthetic infor-
mation that results in faster but more error-prone
RTs. If so, it seems likely that the alerting property
of the kinesthetic information has some effect even
in the pure bimodal blocks (note high error rate in
this condition). This is one aspect of a more micro
account of how the two kinds of information are
used that goes beyond the scope of this paper
(Klein, 1974).
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CONCLUSIONS

What has been learned from our studies of
visual dominance? In general, our results
support the four propositions outlined earlier
and seem to point to an account of visual
dominance as a bias in the direction of
the attentional mechanism toward the visual
modality. As we conceive it, this bias is a
general phenomenon that serves to couple the
attentional mechanism more closely to vision
than to other modalities of input. A useful
analogy one might consider is that of a
computer system in which the central proces-
sor is more or less directly coupled to a
high-priority user (vision) whenever other-
wise unoccupied; other users (proprioception,
audition) would need to summon attentive
processing since it would not normally be as
readily available to them.

Somewhat surprisingly, once attention is
placed on a modality, the difficulty of switch-
ing off that modality appears to be roughly
equal whether the modality is vision, audi-
tion, or proprioception. Switching time is
heavily a function of the depth of processing
in a given modality (LaBerge, 1973), but
this appears equally true of all modalities.
When not being attended, vision is at a dis-
advantage in terms of switching time because
its priority interrupt is simply less efficient.

It is not our intention to assert that this
simple mechanism is by itself responsible for
visual dominance wherever it is found. Un-
doubtedly, many of the special explanations
outlined in the introduction, which account
for visual dominance in different specific
situations, also play important roles. How-
ever, we feel that the remarkable relation
among input modality, central alerting, and
attentional strategies will need to be con-
sidered when sensory dominance is studied in
the future.

Origins of Visual Dominance

Why does a bias toward vision occur? It is
this question that some of the theories of
visual dominance outlined in the introduction
have sought to address. We have no certain
answer. It is possible that vision's deficient
alerting capability makes it necessary for
subjects to learn to direct their attention to

vision. It is also possible that causation goes
in the other direction. An attentional bias
toward vision would make it unnecessary for
vision to develop the strong connections to
alerting mechanisms that other modalities
have. Our finding that dominance is very
labile gives some reason for supposing that
the causal direction is from the alerting
deficit to the attentional bias rather than the
reverse.

One possible cue might be the ready
availability of the eye-movement system as a
response to visual input. If visual signals tend
to evoke eye movement automatically, it may
be unnecessary for them to also summon
attentional systems unless the input is further
classified as dangerous or interesting. This
idea would fit with results (Posner & Snyder,
197Sb) showing that much semantic process-
ing of visual information can occur outside
of attention.

The developmental data suggests that visual
dominance is as likely to be present in chil-
dren as in adults. Unfortunately, our results
do not provide either an evolutionary or
developmental framework within which to
explain visual dominance. However, they do
tell us something about where one ought to
look to develop such a theory.

It should be noted that the theory we
present is a rather complex combination of
physiological (hardware) and psychological
(software) propositions. Among the former is
our suggestion that the visual system is more
poorly coupled to alerting mechanisms than
are other modalities. On the other hand,
some of the elements of our theory are psy-
chological in the sense of strategic responses
to task environments. Subjects seem capable
of adapting to their own nervous system
constraints by broad-scale strategies. The
study of such adaptations in different tasks
may eventually help us understand the origins
of visual dominance.

Significance of Visual Dominance

Regardless of the origins of visual domi-
nance, the ability to obtain it in a wide
number of experimental situations indicates
both its importance in human functioning and
its likely contribution as an experimental
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tool. The phenomenological study of visual
dominance via the use of perceptual reports
(Rock & Victor, 1964; Pick, Warren, & Hay,
1969), indicates that the visual modality may
block information occurring in other modal-
ities from awareness. These reports testify to
the power of the effect and to its compelling
phenomenal nature. Phenomenological study,
however, has rarely placed emphasis on the
boundary conditions within which such re-
ports can be obtained. Nor does the study of
visual dominance through the use of percep-
tual reports provide any detailed account of
the level at which the nonattended informa-
tion arising from other modalities is excluded.
The chronometric study of visual dominance
not only confirms its existence but has shown in
more detail the nature of the conditions under
which it occurs. Moreover, it provides tech-
niques for more analytic studies dealing with
the microstructure of conflict between modal-
ities that might occur in a given task with an
individual subject (Klein, 1974; Warren &
Platt, 1975).

Psychology is concerned both with the
mental content of consciousness and also with
how information flow produces access to con-
sciousness. The phenomenological report tech-
nique provides evidence that vision dominates
at the level of conscious mechanisms. The
chronometric analysis provides methods for
dealing with the question of how visual infor-
mation obtains control of these mechanisms.
The treatment of this model phenomenon by
both techniques may be a vehicle for a more
complete account of the relationship between
the activation of pathways in the nervous
system and the summoning of the systems
underlying conscious attention.
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