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What is Amazon CloudWatch
Events?

Amazon CloudWatch Events delivers a near real-time stream of system events that describe changes in
Amazon Web Services (AWS) resources to Amazon EC2 instances, AWS Lambda functions, Amazon
Kinesis streams, Amazon ECS tasks, Step Functions state machines, Amazon SNS topics, Amazon SQS
queues, or built-in targets. Using simple rules that you can quickly set up, you can match events and
route them to one or more target functions or streams. CloudWatch Events becomes aware of operational
changes as they occur. CloudWatch Events responds to these operational changes and takes corrective
action as necessary, by sending messages to respond to the environment, activating functions, making
changes, and capturing state information.

Concepts

Before you begin using CloudWatch Events, you should understand the following concepts:

¢ Events—An event indicates a change in your AWS environment. AWS resources can generate events
when their state changes. For example, Amazon EC2 generates an event when the state of an EC2
instance changes from pending to running, and Auto Scaling generates events when it launches or
terminates instances. AWS CloudTrail publishes events when you make API calls. You can generate
custom application-level events and publish them to CloudWatch Events. You can also set up scheduled
events that are generated on a periodic basis. For a list of services that generate events, and sample
events from each service, see Event Types for CloudWatch Events (p. 35).

« Targets—A target processes events. Targets can include Amazon EC2 instances, AWS Lambda
functions, Amazon Kinesis streams, Amazon ECS tasks, Step Functions state machines, Amazon SNS
topics, Amazon SQS queues, and built-in targets. A target receives events in JSON format.

¢ Rules—A rule matches incoming events and routes them to targets for processing. A single rule can
route to multiple targets, all of which are processed in parallel. Rules are not processed in a particular
order. This enables different parts of an organization to look for and process the events that are of
interest to them. A rule can customize the JSON sent to the target, by passing only certain parts or by
overwriting it with a constant.

Related AWS Services

The following services are used in conjunction with CloudWatch Events:
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¢« AWS CloudTrail enables you to monitor the calls made to the CloudWatch Events API for your account,
including calls made by the AWS Management Console, the AWS CLI and other services. When
CloudTrail logging is turned on, CloudWatch Events writes log files to an S3 bucket. Each log file
contains one or more records, depending on how many actions are performed to satisfy a request. For
more information, see Logging Amazon CloudWatch Events API Calls in AWS CloudTralil (p. 82).

¢« AWS CloudFormation enables you to model and set up your AWS resources. You create a template
that describes the AWS resources you want, and AWS CloudFormation takes care of provisioning and
configuring those resources for you. You can use CloudWatch Events rules in your AWS CloudFormation
templates. For more information, see AWS::Events::Rule in the AWS CloudFormation User Guide.

« AWS Config enables you to create rules that check the configuration of your AWS resources. These
rules are primarily used to check for compliance with your organization's policies. When an AWS Config
rule is triggered, it generates an event which can be captured by CloudWatch Events.

¢« AWS Identity and Access Management (IAM) helps you securely control access to AWS resources
for your users. Use IAM to control who can use your AWS resources (authentication), what resources
they can use, and how they can use them (authorization). For more information, see Authentication and
Access Control for Amazon CloudWatch Events (p. 56).

« Amazon Kinesis Streams enables rapid and continuous data intake and aggregation. The type of
data used includes IT infrastructure log data, application logs, social media, market data feeds, and
web clickstream data. Because the response time for the data intake and processing is in real time,
processing is typically lightweight. For more information, see the Amazon Kinesis Streams Developer
Guide.

¢« AWS Lambda enables you to build applications that respond quickly to new information. Upload
your application code as Lambda functions and Lambda runs your code on high-availability compute
infrastructure. Lambda performs all the administration of the compute resources, including server and
operating system maintenance, capacity provisioning, automatic scaling, code and security patch
deployment, and code monitoring and logging. For more information, see the AWS Lambda Developer
Guide.

CloudWatch Events Limits

CloudWatch Events has the following limits:

Resource Default Limit

API requests Up to 5 requests per second for all CloudWatch Events API
operations except PutEvents. PutEvents is limited to 10
requests per second.

Event pattern 2048 characters maximum.

Invocations 20/second (after 20 invocations, the invocations are throttled;
that is, they still happen but they are delayed). If the
invocation of a target fails due to a problem with the target
service, account throttling, etc., new attempts are made for up
to 24 hours for a specific invocation.

ListRuleNamesByTarget Up to 100 results per page for requests.

ListRules Up to 100 results per page for requests.

ListTargetsByRule Up to 100 results/page for requests.

PutEvents 10 entries/request and 10 requests/second. Each request can

be up to 256 KB in size.

PutTargets 10 entries/request.



http://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/aws-resource-events-rule.html
http://docs.aws.amazon.com/streams/latest/dev/
http://docs.aws.amazon.com/streams/latest/dev/
http://docs.aws.amazon.com/lambda/latest/dg/
http://docs.aws.amazon.com/lambda/latest/dg/
http://docs.aws.amazon.com/AmazonCloudWatchEvents/latest/APIReference/API_PutEvents.html
http://docs.aws.amazon.com/AmazonCloudWatchEvents/latest/APIReference/API_ListRuleNamesByTarget.html
http://docs.aws.amazon.com/AmazonCloudWatchEvents/latest/APIReference/API_ListRules.html
http://docs.aws.amazon.com/AmazonCloudWatchEvents/latest/APIReference/API_ListTargetsByRule.html
http://docs.aws.amazon.com/AmazonCloudWatchEvents/latest/APIReference/API_PutEvents.html
http://docs.aws.amazon.com/AmazonCloudWatchEvents/latest/APIReference/API_PutTargets.html
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Limits
Resource Default Limit
RemoveTargets 10 entries/request.
Rules 50 per region per account. You can request a limit increase.

For instructions, see AWS Service Limits.

Before requesting a limit increase, examine your rules. You
may have multiple rules each matching to very specific
events. Consider broadening their scope by using fewer
identifiers in your Events and Event Patterns (p. 28).

In addition, a rule can invoke several targets each time it
matches an event. Consider adding more targets to your
rules.

Targets 5/rule.



http://docs.aws.amazon.com/AmazonCloudWatchEvents/latest/APIReference/API_RemoveTargets.html
https://console.aws.amazon.com/support/home#/case/create?issueType=service-limit-increase&limitType=service-code-cloudwatch-events
http://docs.aws.amazon.com/general/latest/gr/aws_service_limits.html
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Setting Up Amazon CloudWatch
Events

Sign

Sign

To use Amazon CloudWatch Events you need an AWS account. Your AWS account allows you to use
services (for example, Amazon EC2) to generate events that you can view in the CloudWatch console, a
web-based interface. In addition, you can install and configure the AWS Command Line Interface (AWS
CLI) to use a command-line interface.

Up for Amazon Web Services (AWS)

When you create an AWS account, we automatically sign up your account for all AWS services. You pay
only for the services that you use.

If you have an AWS account already, skip to the next step. If you don't have an AWS account, use the
following procedure to create one.

To sign up for an AWS account

1. Open https://aws.amazon.com/, and then choose Create an AWS Account.
2. Follow the online instructions.

Part of the sign-up procedure involves receiving a phone call and entering a PIN using the phone
keypad.

In to the Amazon CloudWatch Console

To sign in to the Amazon CloudWatch console

1. Signin to the AWS Management Console and open the CloudWatch console at https://
console.aws.amazon.com/cloudwatch/.

2. If necessary, change the region. From the navigation bar, choose the region where you have your
AWS resources.



https://aws.amazon.com/
https://console.aws.amazon.com/cloudwatch/
https://console.aws.amazon.com/cloudwatch/
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LS East (M. Virginia)

S East (Ohio)

US West (M. California)
U5 West (Oregon)
Canada (Central)

EU (lreland)

EU (Frankfurt)

EU {London)

Asia Pacific (Singapore)
Asia Pacific (Sydney)
Asia Pacific (Seoul)
Asia Pacific (Tokyo)
Asia Pacific (Mumbai)

South America (S80 Paulo)

3. Inthe navigation pane, choose Events.

Account Credentials

Although you can use your root account credentials to access CloudWatch Events, we recommend that
you use an AWS Identity and Access Management (IAM) account. If you're using an IAM account to access
CloudWatch, you must have the following permissions:

{
"Version": "2012-10-17",
"Statement": [
{
"Action": [
"events:*",
"i am PassRol e"
1.
"Effect": "Alow',
"Resource": "*"
}
]
}

For more information, see Authentication (p. 56).
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Set Up the Command Line Interface

You can use the AWS CLI to perform CloudWatch Events operations.

For information about how to install and configure the AWS CLI, see Getting Set Up with the AWS
Command Line Interface in the AWS Command Line Interface User Guide.

Regional Endpoints

You must enable regional endpoints (the default) in order to use CloudWatch Events. For more information,
see Activating and Deactivating AWS STS in an AWS Region in the IAM User Guide.



http://docs.aws.amazon.com/cli/latest/userguide/cli-chap-getting-set-up.html
http://docs.aws.amazon.com/cli/latest/userguide/cli-chap-getting-set-up.html
http://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_enable-regions.html
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Getting Started with Amazon
CloudWatch Events

You can set up simple rules that match events and route them to one or more of the following:

* Amazon EC2 instances

¢ AWS Lambda functions

e Streams in Amazon Kinesis Streams

¢ Amazon ECS tasks

¢ AWS Step Functions state machines

« Amazon SNS topics or Amazon SQS queues
¢ Built-in targets

These tutorials walk you sample usage scenarios for CloudWatch Events.

Limits

* Some target types might not be available in every region. For more information, see Regions and
Endpoints in the Amazon Web Services General Reference.

¢ Amazon SQS FIFO (first-in-first-out) queues are not supported.
¢ Creating rules with built-in targets is supported only in the AWS Management Console.

Tutorials

Tutorial:

Use Amazon CloudWatch Events and Amazon EC2 Run Command to Configure Instances

Launched in an Auto Scaling Group (p. 8)

Tutorial:
Tutorial:
Tutorial:
Tutorial:
Tutorial:
Tutorial:
Tutorial:

Log the State of an EC2 Instance Using CloudWatch Events (p. 9)

Log the State of an Auto Scaling Group Using CloudWatch Events (p. 11)
Log S3 Object Level Operations Using CloudWatch Events (p. 13)

Log AWS API Calls Using CloudWatch Events (p. 16)

Schedule EBS Snapshots Using CloudWatch Events (p. 18)

Schedule Lambda Functions Using CloudWatch Events (p. 19)

Relay Events to a Stream Using CloudWatch Events (p. 22)



http://docs.aws.amazon.com/general/latest/gr/rande.html
http://docs.aws.amazon.com/general/latest/gr/rande.html
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Tutorial: Use Amazon CloudWatch Events
and Amazon EC2 Run Command to Configure
Instances Launched in an Auto Scaling Group

You can use Amazon CloudWatch Events to invoke Amazon EC2 Systems Manager Run Command

and perform actions on Amazon EC2 instances when certain events happen. In this tutorial, set up

Run Command to run shell commands and configure each new instance that is launched in an Auto
Scaling group. This tutorial assumes that you have already assigned a tag to the Auto Scaling group, with
envi ronnent as the key and producti on as the value.

To create the CloudWatch Events rule

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
In the navigation pane, choose Events, Create rule.

For Event source, do the following:

a. Choose Event Pattern, Build event pattern to match events by service.

b. For Service Name, choose Auto Scaling. For Event Type, choose Instance Launch and
Terminate.

Choose Specific instance event(s), EC2 Instance-launch Lifecycle Action.

By default, the rule matches any Auto Scaling group in the region. To make the rule match a
specific group, choose Specific group name(s) and then select one or more groups.

For Targets, choose Add Target, SSM Run Command.

For Document, choose AWS-RunShellScript (Linux). (Note that there are many other Document
options which cover both Linux and Windows instances.) For Target key, type t ag: envi r onment . For
Target value(s), type product i on and choose Add.

Under Configure parameter(s), choose Constant.

For Commands, type a shell command and choose Add. Repeat this step for all commands to run
when an instance launches.

If necessary, type the appropriate information in WorkingDirectory and ExecutionTimeout.
CloudWatch Events can create the IAM role needed for your event to run:

» To create an IAM role automatically, choose Create a new role for this specific resource.

« To use an IAM role that you created before, choose Use existing role.



https://console.aws.amazon.com/cloudwatch/
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Targets
Select Target to invoke when an event matches your Event Pattern or when schedule is triggered.
SSM Run Command - €
Document* AWS-RunShellScript (Linux) -
Target key" @ tag:environment

Target value(s)” @ production :

A Run Command Target provides a way to specify which EC2 Instances to invoke SSM Run Command on. Learmn more

* Configure parameter(s)

No Parameter(s) @
@ Constant @

Commands

WorkingDirectory

ExecutionTimeout

10. Choose Configure details. For Rule definition, type a name and description for the rule.
11. Choose Create rule.

Tutorial: Log the State of an EC2 Instance Using
CloudWatch Events

You can create a simple AWS Lambda function that logs the changes in state for an Amazon EC2 instance.
You can choose to create a rule that runs the function whenever there is a state transition or a transition to
one or more states that are of interest. In this tutorial, you log the launch of any new instance.

Step 1: Create a Lambda Function

Create a Lambda function to log the state change events. You'll specify this function when you create your
rule.

To create a Lambda function

1. Open the AWS Lambda console at https://console.aws.amazon.com/lambda/.

2. If you are new to Lambda, you see a welcome page; choose Get Started Now; otherwise, choose
Create a Lambda function.

3. Onthe Select blueprint page, type hel | o for the filter, and then choose the hello-world blueprint.
4. Onthe Configure triggers page, choose Next.
5. Onthe Configure function page, do the following:

a. Type a name and description for the Lambda function. (For example, name the function
"LogEC2InstanceStateChange").

b. Edit the sample code for the Lambda function. For example:

'use strict';



https://console.aws.amazon.com/lambda/
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exports. handl er = (event, context, callback) => {
consol e. | og(' LogEC2l nst anceSt at eChange' ) ;
consol e. |l og(' Received event:', JSON. stringify(event, null, 2));
cal | back(null, *'Finished);

}s

c. For Role, choose Choose an existing role and then choose your basic execution role from
Existing role. Otherwise, create a new basic execution role.

d. Choose Next.
On the Review page, choose Create function.

Step 2: Create a Rule

Create a rule to run your Lambda function whenever you launch an Amazon EC2 instance.

To create a CloudWatch Events rule

P w0 DR

© © NG

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
In the navigation pane, choose Events.

Choose Create rule.

For Event source, do the following:

Choose Event Pattern.

Choose Build event pattern to match events by service.

Choose EC2 and then choose EC2 Instance State-change Notification.
Choose Specific state(s) and then choose Running.

© a0 o

By default, the rule matches any instance in the region. To make the rule match a specific
instance, choose Specific instance(s) and then choose one or more instances.

For Targets, choose Add target and then choose Lambda function.
For Function, select the Lambda function that you created.

Choose Configure details.

For Rule definition, type a name and description for the rule.
Choose Create rule.

Step 3: Test the Rule

To test your rule, launch an Amazon EC2 instance. After waiting a few minutes for the instance to launch
and initialize, you can verify that your Lambda function was invoked.

To test your rule by launching an instance

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

Launch an instance. For more information, see Launch Your Instance in the Amazon EC2 User Guide
for Linux Instances.

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
To view metrics for the event, do the following:

a. Inthe navigation pane, choose Events, Rules.

10


https://console.aws.amazon.com/cloudwatch/
https://console.aws.amazon.com/ec2/
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/LaunchingAndUsingInstances.html
https://console.aws.amazon.com/cloudwatch/
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b.
c.

Choose the name of the rule you created.
Choose Show metrics for the rule.

5. To view the output from your Lambda function, do the following:

6. (Optional) When you are finished, you can open the Amazon EC2 console and stop or terminate the
instance you launched. For more information, see Terminate Your Instance in the Amazon EC2 User

In the navigation pane, choose Logs.
Choose the name of the log group for your Lambda function (/faws/lambda/function-name).

Choose the name of log stream to view the data provided by the function for the instance you
launched.

Guide for Linux Instances.

Tutorial: Log the State of an Auto Scaling Group
Using CloudWatch Events

You can run an AWS Lambda function that logs an event whenever an Auto Scaling group launches or
terminates an Amazon EC2 instance and whether the launch or terminate event was successful.

For additional CloudWatch Events scenarios using Auto Scaling events, see Getting CloudWatch Events

When Your Auto Scaling Group Scales in the Auto Scaling User Guide.

Step 1: Create a Lambda Function

Create a Lambda function to log the scale out and scale in events for your Auto Scaling group. You'll
specify this function when you create your rule.

To create a Lambda function

Open the AWS Lambda console at https://console.aws.amazon.com/lambda/.

If you are new to Lambda, you see a welcome page; choose Get Started Now; otherwise, choose
Create a Lambda function.

3. Onthe Select blueprint page, type hel | o for the filter, and then choose the hello-world blueprint.
4. Onthe Configure triggers page, choose Next.
5. Onthe Configure function page, do the following:

a.

d.

Type a name and description for the Lambda function. (For example, name the function
"LogAutoScalingEvent").

Edit the sample code for the Lambda function. For example:

'use strict';

exports. handl er = (event, context, callback) => {
consol e. | og("' LogAut oScal i ngEvent');
consol e. |l og(' Received event:', JSON. stringify(event, null, 2));
cal | back(null, *'Finished);

}s

For Role, choose Choose an existing role and then choose your basic execution role from
Existing role. Otherwise, create a new basic execution role.

Choose Next.

6. Choose Create function.

11



http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/terminating-instances.html
http://docs.aws.amazon.com/autoscaling/latest/userguide/cloud-watch-events.html
http://docs.aws.amazon.com/autoscaling/latest/userguide/cloud-watch-events.html
https://console.aws.amazon.com/lambda/

Amazon CloudWatch Events User Guide
Step 2: Create a Rule

Step 2: Create a Rule

Create a rule to run your Lambda function whenever your Auto Scaling group launches or terminates an
instance.

To create arule

P wDdPRE
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Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
In the navigation pane, choose Events.

Choose Create rule.

For Event source, do the following:

Choose Event Pattern.
Choose Build event pattern to match events by service.
Choose Auto Scaling and then choose Instance Launch and Terminate.

a0 op

Choose Any instance event to capture all successful and unsuccessful instance launch and
terminate events.

Event Source
Build or customize an Event Pattern or set a Schedule to invoke Targets

@ Event Pattern @ Schedule @

Build event pattern to match events by service -
Service Name Auto Scaling -
Event Type | |nstance Launch and Terminate -
® Any instance event Specific instance event(s)

-
@ Any group name Specific group name(s)
-

By default, the rule matches any Auto Scaling group in the region. To make the rule match a specific
Auto Scaling group, choose Specific group name(s) and then choose one or more Auto Scaling
groups.

For Targets, choose Add target and then choose Lambda function.
For Function, select the Lambda function that you created.
Choose Configure details.

For Rule definition, type a name and description for the rule. (For example, describe the rule as "Log
whenever an Auto Scaling group scales out or in".)

10. Choose Create rule.

Step 3: Test the Rule

You can test your rule by manually scaling an Auto Scaling group so that it launches an instance. After
waiting a few minutes for the scale out event to occur, you can verify that your Lambda function was
invoked.
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To test your rule using an Auto Scaling group

1.

To increase the size of your Auto Scaling group, do the following:

oo op

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
On the navigation pane, choose Auto Scaling, Auto Scaling Groups.
Select the checkbox for your Auto Scaling group.

On the Details tab, choose Edit. For Desired, increase the desired capacity by one. For example,
if the current value is 2, type 3. The desired capacity must be less than or equal to the maximum
size of the group. Therefore, you must update Max if your new value for Desired is greater than
Max. When you are finished, choose Save.

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
To view metrics for the event, do the following:

a.
b.
c.

In the navigation pane, choose Events, Rules.
Choose the name of the rule you created.
Choose Show metrics for the rule.

To view the output from your Lambda function, do the following:

In the navigation pane, choose Logs.
Choose the name of the log group for your Lambda function (/faws/lambda/function-name).

Choose the name of log stream to view the data provided by the function for the instance you
launched.

(Optional) When you are finished, you can decrease the desired capacity by one so that the Auto
Scaling group returns to its previous size.

Tutorial: Log S3 Object Level Operations Using
CloudWatch Events

You can log the object level APl operations on your Amazon S3 buckets. Before Amazon CloudWatch
Events can match these events, you must use AWS CloudTrail to set up a trail configured to receive these

events.

Step 1: Create an Event Selector

To log data events for an S3 bucket to CloudTrail and CloudWatch Events, configure an event selector.
You can add an event selector to an existing trail, or you can create a trail and then add a selector. For
more information, see Data Events in the AWS CloudTrail User Guide.

To create a trail

1.
2.
3.

Open the CloudTrail console at https://console.aws.amazon.com/cloudtrail/.

In the navigation pane, choose Trails.
(Optional) If you do not have a trail, you can create one.

a0 op

Choose Add new trail.

For Trail name, type a name for the trail.

For S3 bucket, type the name for the new bucket where CloudTrail will deliver logs.
Choose Create.

Choose the name of the trail.
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5. Choose the pencil icon next to Event selectors (Optional).

6. For Data events, select one or more S3 buckets to monitor. To log only the data events for the
buckets, choose No for Management events.

7. Choose Save.

Step 2: Create a Lambda Function

Create a Lambda function to log data events for your S3 buckets. You'll specify this function when you
create your rule.

To create a Lambda function

Open the AWS Lambda console at https://console.aws.amazon.com/lambda/.

If you are new to Lambda, you see a welcome page; choose Get Started Now; otherwise, choose
Create a Lambda function.

3. Onthe Select blueprint page, type hel | o for the filter, and then choose the hello-world blueprint.
On the Configure triggers page, choose Next.
5. Onthe Configure function page, do the following:

a. Type a name and description for the Lambda function. (For example, name the function
"LogS3DataEvents".)

b. Edit the code for the Lambda function. For example:

'use strict';

exports. handl er = (event, context, callback) => {
consol e. | og(' LogS3Dat aEvents');
consol e. |l og(' Received event:', JSON. stringify(event, null, 2));
cal | back(null, *'Finished);

}s

c. For Role, choose Choose an existing role and then choose your basic execution role from
Existing role. Otherwise, create a new basic execution role.

d. Choose Next.
6. Onthe Review page, choose Create function.

Step 3: Create a Rule

Create a rule to run your Lambda function in response to an S3 data event.

To create arule

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
In the navigation pane, choose Events.
Choose Create rule.

o DdPRE

For Event source, do the following:

Choose Event Pattern.
Choose Build event pattern to match events by service.
Choose Simple Storage Service (S3) and then choose Object Level Operations.

2o oo

Choose Specific operation(s) and then choose PutObject.
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e. By default, the rule matches data events for all buckets in the region. To match data events for
specific buckets, choose Specify bucket(s) by name and then specify one or more buckets.

@ Event Pattern @ Schedule @

Build event pattern to match events by service =
Service Name Simple Storage Service (S3) -
Event Type Object Level Operations -

AWS API Call Events sent by CloudTrail will only match your rules if you have trail(s) (optionally with event
selectors) configured to received those events. See CloudTrail for further details.

Any operation @ Specific operation(s)
x | PutObject v
® Any bucket Specific bucket(s) by name

For Targets, choose Add target, and then choose Lambda function.
For Function, select the Lambda function that you created.

Choose Configure details.

For Rule definition, type a name and description for the rule.

© ® N o a

Choose Create rule.

Step 4: Test the Rule

To test the rule, put an object in your S3 bucket. You can verify that your Lambda function was invoked.

To view the logs for your Lambda function

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
In the navigation pane, choose Logs.

Choose the name of the log group for your Lambda function (faws/lambda/function-name).

P woNd PR

Choose the name of log stream to view the data provided by the function for the instance you
launched.

You can also check the contents of your CloudTrail logs in the S3 bucket that you specified for your trail.
For more information, see Getting and Viewing Your CloudTrail Log Files in the AWS CloudTrail User
Guide.
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Tutorial: Log AWS API Calls Using CloudWatch
Events

You can use a simple AWS Lambda function that logs each AWS API call. For example, you can create a
rule to log any operation within Amazon EC2, or you can limit this rule to log only a specific API call. In this
tutorial, you log every time an Amazon EC2 instance is stopped.

Prerequisite

Before you can match these events, you must use AWS CloudTrail to set up a trail. If you do not have a
trail, complete the following procedure.

To create a trail

Open the CloudTrail console at https://console.aws.amazon.com/cloudtrail/.
Choose Add new trail.

For Trail name, type a name for the trail.

For S3 bucket, type the name for the new bucket where CloudTrail will deliver logs.

gk wDpn e

Choose Create.

Step 1: Create a Lambda Function

Create a Lambda function to log the API call events. You'll specify this function when you create your rule.

To create a Lambda function

Open the AWS Lambda console at https://console.aws.amazon.com/lambda/.

2. If you are new to Lambda, you see a welcome page; choose Get Started Now; otherwise, choose
Create a Lambda function.

On the Select blueprint page, type hel | o for the filter, and then choose the hello-world blueprint.

On the Configure triggers page, choose Next.

On the Configure function page, do the following:

a. Type a name and description for the Lambda function. (For example, name the function
"LogEC2Stoplinstance".)

b. Edit the sample code for the Lambda function. For example:

‘use strict';

exports. handl er = (event, context, callback) => {
consol e. | og(' LogEC2St opl nst ance' ) ;
consol e. | og(' Received event:', JSON stringify(event, null, 2));
cal | back(null, 'Finished");

}s

c. For Role, choose Choose an existing role and then choose your basic execution role from
Existing role. Otherwise, create a new basic execution role.

d. Choose Next.
6. On the Review page, choose Create function.
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Step 2: Create a Rule

Create a rule to run your Lambda function whenever you stop an Amazon EC2 instance.

To create arule

1. Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
2. In the navigation pane, choose Events.
3. Choose Create rule.
4. For Event source, do the following:
a. Choose Event Pattern.
b. Choose Build event pattern to match events by service.
c. Choose EC2 and then choose AWS API Call via CloudTrail.
d. Choose Specific operation(s) and then choose Stoplnstances.
Event Source
Build or customize an Event Pattern or set a Schedule to invoke Targets.
@ FEvent Pattern @ Schedule @
Build event pattern to match events by service -
Service Name EC2 -
Event Type AWS API Call via CloudTrail -
Any operation @® Specific operation(s)
* | Stoplnstances hd
5. For Targets, choose Add target and then choose Lambda function.
6. For Function, select the Lambda function that you created.
7. Choose Configure details.
8. For Rule definition, type a name and description for the rule.
9. Choose Create rule.

Step 3: Test the Rule

You can test your rule by stopping an Amazon EC2 instance using the Amazon EC2 console. After waiting
a few minutes for the instance to stop, check your AWS Lambda metrics in the CloudWatch console to
verify that your function was invoked.

To test your rule by stopping an instance

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

Launch an instance. For more information, see Launch Your Instance in the Amazon EC2 User Guide
for Linux Instances.

3. Stop the instance. For more information, see Stop and Start Your Instance in the Amazon EC2 User
Guide for Linux Instances.

4. Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
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To view metrics for the event, do the following:

a. Inthe navigation pane, choose Events.

b. Choose the name of the rule you created.

c. Choose Show metrics for the rule.

To view the output from your Lambda function, do the following:

In the navigation pane, choose Logs.
b. Choose the name of the log group for your Lambda function (/aws/lambda/function-name).

c. Choose the name of log stream to view the data provided by the function for the instance you
stopped.

(Optional) When you are finished, you can terminate the stopped instance. For more information, see
Terminate Your Instance in the Amazon EC2 User Guide for Linux Instances.

Tutorial: Schedule EBS Snapshots Using
CloudWatch Events

You can run CloudWatch Events rules according to a schedule. In this tutorial, you create a snapshot of an
existing Amazon Elastic Block Store (Amazon EBS) volume on a schedule. You can choose a fixed rate to
create a snapshot every few minutes or use a Cron expression to specify that the snapshot is made at a
specific time of day.

Important
Creating rules with built-in targets is supported only in the AWS Management Console.

Step 1: Create a Rule

Create a rule that takes snapshots on a schedule. You can use a rate expression or a Cron expression to
specify the schedule. For more information, see Schedule Expressions for Rules (p. 24).

To create arule

P wnNPE
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Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
In the navigation pane, choose Events.

Choose Create rule.

For Event Source, do the following:

Choose Schedule.

b. Choose Fixed rate of and specify the schedule interval (for example, 5 minutes). Alternatively,
choose Cron expression and specify a Cron expression (for example, every 15 minutes Monday
through Friday, starting at the current time).

For Targets, choose Add target and then choose Built-in target.
For Action, choose Create a snapshot of an EBS volume.

For Volume ID, choose an EBS volume.

Choose Configure details.

For Rule definition, type a name and description for the rule.

. For AWS permissions, choose the option to create a new role. This opens the IAM console in a new

tab. The new role grants the built-in target permission to access resources on your behalf. Choose
Allow. The tab with the IAM window closes.
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11. Choose Create rule.

Step 2: Test the Rule

You can verify your rule by viewing your first snapshot after it is taken.

To test your rule

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, choose Elastic Block Store, Snapshots.
Verify that the first snapshot appears in the list.

(Optional) When you are finished, you can disable the rule to prevent additional snapshots from being
taken.

P bR

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
In the navigation pane, choose Events, Rules.
Select the rule and then choose Actions, Disable.
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When prompted for confirmation, choose Disable.

Tutorial: Schedule Lambda Functions Using
CloudWatch Events

You can set up a rule to run an AWS Lambda function on a schedule. This tutorial shows how to use the
AWS Management Console or the AWS CLI to create the rule. If you would like to use the AWS CLI but
have not installed it, see the AWS Command Line Interface User Guide.

CloudWatch Events does not provide second-level precision in schedule expressions. The finest resolution
using a Cron expression is a minute. Due to the distributed nature of the CloudWatch Events and the target
services, the delay between the time the scheduled rule is triggered and the time the target service honors

the execution of the target resource might be several seconds. Your scheduled rule will be triggered within

that minute but not on the precise Oth second.

Step 1: Create a Lambda Function

Create a Lambda function to log the scheduled events. You'll specify this function when you create your
rule.

To create a Lambda function

Open the AWS Lambda console at https://console.aws.amazon.com/lambda/.

If you are new to Lambda, you see a welcome page; choose Get Started Now; otherwise, choose
Create a Lambda function.

3. Onthe Select blueprint page, type hel | o for the filter, and then choose the hello-world blueprint.
On the Configure triggers page, choose Next.
5. On the Configure function page, do the following:

a. Type a name and description for the Lambda function. (For example, name the function
"LogScheduledEvent".)

b. Edit the sample code for the Lambda function. For example:
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'use strict';

exports. handl er = (event, context, callback) => {
consol e. | og(' LogSchedul edEvent ') ;
consol e. |l og(' Received event:', JSON. stringify(event, null, 2));
cal | back(null, *'Finished);

}s

c. For Role, choose Choose an existing role and then choose your basic execution role from
Existing role. Otherwise, create a new basic execution role.

d. Choose Next.
On the Review page, choose Create function.

Step 2: Create a Rule

Create a rule to run your Lambda function on a schedule.

To create arule using the console

R
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Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
In the navigation pane, choose Events.

Choose Create rule.

For Event Source, do the following:

a. Choose Schedule.

b. Choose Fixed rate of and specify the schedule interval (for example, 5 minutes).
For Targets, choose Add target and then choose Lambda function.

For Function, select the Lambda function that you created.

Choose Configure details.

For Rule definition, type a name and description for the rule.

Choose Create rule.

If you prefer, you can create the rule using the AWS CLI. First, you must grant the rule permission to invoke
your Lambda function. Then you can create the rule and add the Lambda function as a target.

To create a rule using the AWS CLI

1.

Use the following put-rule command to create a rule that triggers itself on a schedule:

aws events put-rule \
--nanme my-schedul ed-rule \
--schedul e-expression 'rate(5 mnutes)'

When this rule triggers, it generates an event that serves as input to the targets of this rule. The
following is an example event:

"version": "0",

"id": "53dc4d37-cffa-4f 76- 80c9- 8b7d4a4d2eaa",
"detail-type": "Schedul ed Event",

"source": "aws.events",

"account": "123456789012",
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"tine": "2015-10-08T16: 53: 062"
"region": "us-east-1",
"resources": [

"arn:aws: events: us-east-1:123456789012: r ul e/ my- schedul ed- rul e"
1.
"detail": {}
}

Use the following add-permission command to trust the CloudWatch Events service principal
(events.amazonaws.com) and scope permissions to the rule with the specified Amazon Resource
Name (ARN):

aws | anbda add- perm ssion \

--function-nanme LogSchedul edEvent \

--statement-id ny-schedul ed-event \

--action '|anbda: | nvokeFunction' \

--principal events.amazonaws.com\

--source-arn arn:aws: events: us-east-1:123456789012: rul e/ ny- schedul ed-rul e

Use the following put-targets command to add the Lambda function you created to this rule so that it
runs every 5 minutes:

aws events put-targets --rule ny-scheduled-rule --targets file://targets.json

Create the file t ar get s. j son with the following contents:

[
{
“ld": "1",
"Arn": "arn:aws:|anbda: us-east-1:123456789012: functi on: LogSchedul edEvent"

Step 3: Test the Rule

You can verify that your Lambda function was invoked.

To test your rule

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
To view metrics for the event, do the following:

a. Inthe navigation pane, choose Events, Rules.

b. Choose the name of the rule you created.

c. Choose Show metrics for the rule.

To view the output from your Lambda function, do the following:

In the navigation pane, choose Logs.
b. Choose the name of the log group for your Lambda function (/faws/lambda/function-name).

c. Choose the name of log stream to view the data provided by the function for the instance you
launched.

(Optional) When you are finished, you can disable the rule.

a. Inthe navigation pane, choose Events, Rules.
b. Select the rule and then choose Actions, Disable.
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c.  When prompted for confirmation, choose Disable.

Tutorial: Relay Events to a Stream Using
CloudWatch Events

You can relay AWS API call events in CloudWatch Events to a stream in Amazon Kinesis.

Prerequisite

Install the AWS CLI. For more information, see the AWS Command Line Interface User Guide.

Step 1: Create an Amazon Kinesis Stream

Use the following create-stream command to create a stream.

aws ki nesis create-stream--streamnane test --shard-count 1

When the stream status is ACTI VE, the stream is ready. Use the following describe-stream command to
check the stream status:

aws ki nesis describe-stream --stream nane test

Step 2: Create a Rule

As an example, create a rule to send events to your stream when you stop an Amazon EC2 instance.
To create arule

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
In the navigation pane, choose Events.
Choose Create rule.
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For Event source, do the following:

Choose Event Pattern.

Choose Build event pattern to match events by service.

Choose EC2 and then choose Instance State-change Notification.
Choose Specific state(s) and then choose Running.
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For Targets, choose Add target, and then choose Kinesis stream.
For Stream, select the stream that you created.

Choose Configure details.

For Rule definition, type a name and description for the rule.

For AWS permissions, choose the option to create a new role. This opens the IAM console in a new
tab. The new role grants CloudWatch Events permission to write records to your streams. Choose
Allow. The tab with the IAM window closes.

10. Choose Create rule.
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Step 3: Test the Rule

To test your rule, stop an Amazon EC2 instance. After waiting a few minutes for the instance to stop, check
your CloudWatch metrics to verify that your function was invoked.

To test your rule by stopping an instance

1.
2.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

Launch an instance. For more information, see Launch Your Instance in the Amazon EC2 User Guide
for Linux Instances.

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
To view metrics for the event, do the following:

a. Inthe navigation pane, choose Events, Rules.
b. Choose the name of the rule you created.
c. Choose Show metrics for the rule.

(Optional) When you are finished, you can terminate the instance. For more information, see Terminate
Your Instance in the Amazon EC2 User Guide for Linux Instances.

Step 4: Verify that the Event is Relayed

You can get the record from the stream to verify that the event was relayed.

To get the record

1.

Use the following get-shard-iterator command to start reading from your Amazon Kinesis stream:

aws kinesis get-shard-iterator --shard-id shardl d-000000000000 --shard-iterator-type
TRI M_HORI ZON - - st ream nanme test

The following is example output:

{

“Shardlterator”: "AAAAAAAAAAHSYW j vOz EgPX4NyKdZ5w yMz POy ALs8NeKbUj pll xt Zs1Sp
+KEd91l 6AJ9ZG41 NRLEM +9Mi/ nHvt Lyxpf hEz YvkTZ4D9DQVz/ nBYWRO6OTZRKNWgd
+ef G\N2aHFdkH1r JI 4BLOWr k+ghYG22D2T1Da2Ey NSH1+LAbK33gQune TIADBAdY MM 05r 6PqcP2dzhg="

}

Use the following get-records command to get the record. The shard iterator is the one you got in the
previous step:

aws kinesis get-records --shard-

i terator AAAAAAAAAAHSYW j vOzEgPX4NyKdZ5wr y Mz POy ALs8NeKbUj pll xt Zs1Sp+KEd9l 6AJ9ZG41 NRLEM
+9Md/ nHvt Lyxpf hEz Yvk TZ4D9DQVz/ mBYWRO6 OTZRKnWBgd+ef GN2aHFdkH1r JI 4BLOWr k
+ghY&22D2T1Da2Ey NSH1+LAbK33gQane TJADBdy MM o5r 6PgcP2dzhg=

If the command is successful, it requests records from your stream for the specified shard. You can
receive zero or more records. Any records returned might not represents all records in your stream. If
you don't receive the data you expect, keep calling get - r ecor ds.

Records in Amazon Kinesis are Base64 encoded. However, the streams support in the AWS CLI does
not provide Base64 decoding. If you use a Base64 decoder to manually decode the data, you will see
that it is the event relayed to the stream in JSON form.
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Schedule Expressions for Rules

You can create rules that self-trigger on schedule in CloudWatch Events using Cron or rate expressions. All
scheduled events use UTC time zone and the minimum precision for schedules is 1 minute.

CloudWatch Events does not provide second-level precision in schedule expressions. The finest resolution
using a Cron expression is a minute. Due to the distributed nature of the CloudWatch Events and the target
services, the delay between the time the scheduled rule is triggered and the time the target service honors
the execution of the target resource might be several seconds. Your scheduled rule is triggered within that
minute, but not on the precise Oth second.

CloudWatch Events supports the following formats for schedule expressions.

Formats
e Cron Expressions (p. 24)
« Rate Expressions (p. 26)

Cron Expressions

Cron expressions have six required fields. Fields are separated by white space.

Syntax

cron(fields)

Field Values Wildcards
Minutes 0-59 ,-x
Hours 0-23 - x
Day-of-month 1-31 ,-*?2/LW
Month 1-12 or JAN-DEC - x
Day-of-week 1-7 or SUN-SAT ,-*?/L
Year 1970-2199 L%
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Wildcards

The , (comma) wildcard includes additional values. In the Month field, JAN,FEB,MAR would include
January, February, and March.

The - (dash) wildcard specifies ranges. In the Day field, 1-15 would include days 1 through 15 of the
specified month.

The * (asterisk) wildcard includes all values in the field. In the Hours field, * would include every hour.

The / (forward slash) wildcard specifies increments. In the Minutes field, you could enter 1/10 to specify
every tenth minute, starting from the first minute of the hour (for example, the 11th, 21st, and 31st
minute, and so on).

The ? (question mark) wildcard specifies one or another. In the Day-of-month field you could enter 7 and
if you didn't care what day of the week the 7th was, you could enter ? in the Day-of-week field.

The L wildcard in the Day-of-month or Day-of-week fields specifies the last day of the month or week.

The W wildcard in the Day-of-month field specifies a weekday. In the Day-of-month field, 3W specifies
the day closest to the third weekday of the month.

Limits

You can't specify the Day-of-month and Day-of-week fields in the same Cron expression. If you specify a
value in one of the fields, you must use a ? (question mark) in the other.

Cron expressions that lead to rates faster than 1 minute are not supported. Support for specifying both a
day-of-week and a day-of-month value is not complete (you must currently use the '?' character in one of
these fields).

Examples

You can use the following sample cron strings when creating a rule with schedule.

Minutes Hours Day of Month Day of week | Year Meaning
month

0 10 * * ? * Run at 10:00
am (UTC)
every day

15 12 * * ? * Run at 12:15
pm (UTC)
every day

0 18 ? * MON-FRI * Run at
6:00 pm
(UTC) every
Monday
through
Friday

0 8 1 * ? * Run at 8:00
am (UTC)
every 1st
day of the
month

0/15 * * * ? * Run every
15 minutes
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Minutes Hours Day of Month Day of week | Year Meaning
month

0/10 * ? * MON-FRI * Run every
10 minutes
Monday
through
Friday

0/5 8-17 ? * MON-FRI * Run every
5 minutes
Monday
through
Friday
between
8:00 am
and 5:55 pm
(UTC)

The following examples show how to use Cron expressions with the AWS CLI put-rule command.

aws events put-rule --schedul e-expression 'cron(0 12 * * ? *)' --nane M/Rul el

aws events put-rul e --schedul e-expression 'cron(15 10 ? * 6L 2002-2005)' --name M/Rul e2

Rate Expressions

A rate expression starts when you create the scheduled event rule, and then runs on its defined schedule.
Rate expressions have two required fields. Fields are separated by white space.

Syntax

rate(val ue unit)

value

A positive number.
unit

The unit of time.

Valid values: minute | minutes | hour | hours | day | days

Limits

If the value is equal to 1, then the unit must be singular. Similarly, for values greater than 1, the unit must
be plural. For example, rate(1 hours) and rate(5 hour) are not valid, but rate(1 hour) and rate(5 hours) are
valid.

Examples

The following examples show how to use rate expressions with the AWS CLI put-rule command.
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aws events put-rule --schedul e-expression 'rate(5 mnutes)' --name M/Rul e3
aws events put-rule --schedul e-expression 'rate(l hour)' --nane M/Rul e4
aws events put-rule --schedul e-expression 'rate(l day)' --nane M/Rul e5
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Events and Event Patterns

Events in Amazon CloudWatch Events are represented as JSON objects. For more information about
JSON objects, see RFC 7159. The following is an example event:

{
"version": "0",
"id": "6a7e8f eb-b491-4cf 7-a9f 1- bf 3703467718",
"detail -type": "EC2 Instance State-change Notification",
"source": "aws.ec2",
"account": "111122223333",
"tinme": "2015-12-22T18: 43: 482",
"region": "us-east-1",
"resources": [
"arn: aws: ec2: us-east-1: 123456789012: i nst ance/ i - 12345678"
1.
"detail": {
"instance-id": "i-12345678",
"state": "term nated"
}
}

It is important to remember the following details about an event:
¢ They all have the same top-level fields — the ones appearing in the example above — which are never
absent.

¢ The contents of the detail top-level field will be different depending on which service generated the event
and what the event is.

« The combination of the top-level source field and detail-type fields serve to identify the fields and values
found in the detail field.
Each event field is described below.
version
By default, this is set to 0 (zero) in all events.
id

A unique value is generated for every event. This can be helpful in tracing events as they move
through rules to targets, and are processed.
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detail-type

Identifies, in combination with the source field, the fields and values that will appear in the detail field.
source

Identifies the service that sourced the event. All events sourced from within AWS will begin with "aws."
Customer-generated events can have any value here as long as it doesn't begin with "aws." We
recommend the use of java package-name style reverse domain-name strings.

account

The 12-digit number identifying an AWS account.
time
The event timestamp, which can be specified by the service originating the event. If the event spans a

time interval, the service might choose to report the start time, so this value can be noticeably before
the time the event is actually received.

region

Identifies the AWS region where the event originated.
resources

This JSON array contains ARNs that identify resources that are involved in the event. Inclusion of
these ARNs is at the discretion of the service. For example, Amazon EC2 instance state-changes
include Amazon EC2 instance ARNs, Auto Scaling events include ARNSs for both instances and Auto
Scaling groups, but API calls with AWS CloudTrail do not include resource ARNSs.

detail

A JSON object, whose content is at the discretion of the service originating the event. The detalil
content in the example above is very simple, just two fields. AWS API call events have detail objects
with around 50 fields nested several levels deep.

Event Patterns

Rules use event patterns to select events and route them to targets. A pattern either matches an event or it
doesn't. Event patterns are represented as JSON objects with a structure that is similar to that of events, for
example:

{

"source": [ "aws.ec2" ],
"detail-type": [ "EC2 Instance State-change Notification" ],
"detail": {
"state": [ "running" ]
}
}

It is important to remember the following things about event pattern matching:

« For a pattern to match an event, the event must contain all the field names listed in the pattern. The field
names must appear in the event with the same nesting structure.

« Other fields of the event not mentioned in the pattern are ignored; effectively, there is a "*": "*" wildcard
for fields not mentioned.

¢ The value of each field in the pattern is an array containing one or more values, and the pattern matches
if any of the values in the array match the value in the event.

« If the value in the event is an array, then the pattern matches if the intersection of the pattern array and
the event array is hon-empty.
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¢ The matching is exact (character-by-character), without case-folding or any other string normalization.

¢ The values being matched follow JSON rules: Strings enclosed in quotes, numbers, and the unquoted
keywords t rue, fal se, and nul | .

« Number matching is at the string representation level. For example, 300, 300.0, and 3.0e2 are not
considered equal.

The following event patterns would match the event at the top of this page. The first pattern matches
because one of the instance values specified in the pattern matches the event (and the pattern does not
specify any additional fields not contained in the event). The second one matches because the "terminated"”
state is contained in the event.

{
"resources": [
"arn: aws: ec2: us-east-1:123456789012: i nst ance/i - 12345678",
"arn: aws: ec2: us-east-1:123456789012: i nst ance/ i - abcdef gh"
]
}
"detail": {
"state": [ "term nated" ]
}
}

These event patterns do not match the event at the top of this page. The first pattern does not match
because the pattern specifies a "pending" value for state, and this value does not appear in the event. The
second pattern does not match because the resource value specified in the pattern does not appear in the
event.

{
"source": [ "aws.ec2" ],
"detail-type": [ "EC2 Instance State-change Notification" ],
"detail": {
"state": [ "pending" ]
}
}
{
"source": [ "aws.ec2" ],
"detail -type": [ "EC2 Instance State-change Notification" ],
"resources": [ "arn:aws:ec2:us-east-1::image/am -12345678" ]
}
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Adding Events with PutEvents

The Put Event s action sends multiple events to CloudWatch Events in a single request. Each Put Event s
request can support a limited number of entries. For more information, see CloudWatch Events

Limits (p. 2). The Put Event s operation attempts to process all entries in the natural order of the request.
Each event has a unique id that is assigned by CloudWatch Events after you call Put Event s.

The following example Java code sends two identical events to CloudWatch Events:

Put Event sRequest Entry request Entry = new Put Event sRequest Entry()
. Wi t hTi ne(new Date())
. W t hSour ce("com myconpany. nyapp")
.wi thDetail Type("nmyDetail Type")
. W thResources("resourcel”, "resource2")
.withDetail ("{ \"keyl\": \"valuel\", \"key2\": \"value2\" }");

Put Event sRequest request = new Put Event sRequest ()
.WithEntries(requestEntry, requestEntry);

Put EventsResult result = awsEventsC i ent. put Events(request);

for (PutEventsResultEntry resultEntry : result.getEntries()) {

if (resultEntry.getEventld() != null) {
Systemout.printin("Event 1d: " + resultEntry.getEventld());
} else {
Systemout.printin("lInjection failed with Error Code: " +
resul tEntry. get Error Code());
}

The Put Event s result includes an array of response entries. Each entry in the response array directly
correlates with an entry in the request array using natural ordering, from the top to the bottom of the request
and response. The response Ent ri es array always includes the same number of entries as the request
array.

Handling Failures When Using PutEvents

By default, failure of individual entries within a request does not stop the processing of subsequent entries
in the request. This means that a response Entries array includes both successfully and unsuccessfully
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processed entries. You must detect unsuccessfully processed entries and include them in a subsequent
call.

Successful result entries include Id value, and unsuccessful result entries include Er r or Code and

Err or Message values. The Err or Code parameter reflects the type of error. Er r or Message provides more
detailed information about the error. The example below has three result entries for a Put Event s request.
The second entry has failed and is reflected in the response.

Example: PutEvents Response Syntax

{
"Fail edEntryCount": 1,
"Entries": [
{
"Event | d": "11710aed- b79e-4468-a20b- bb3c0c3b4860"
b
{ "ErrorCode": "Internal Failure",
"ErrorMessage": "Internal Service Failure"
}
"Event | d": "d804d26a- 88db-4b66- 9eaf - 9allc708ae82"
}
]
}

Entries that were unsuccessfully processed can be included in subsequent Put Event s requests. First,
check the Fai | edRecor dCount parameter in the Put Event sResul t to confirm if there are failed records
in the request. If so, each Ent ry that has an Err or Code that is not null should be added to a subsequent
request. For an example of this type of handler, refer to the following code.

Example: PutEvents failure handler

Put Event sRequest Entry requestEntry = new Put Event sRequest Entry()
W thTi me(new Date())
. W t hSour ce("com myconpany. nyapp")
W thDetail Type("nmyDetail Type")
. W thResources("resourcel”, "resource2")
.withDetail ("{ \"keyl\": \"valuel\", \"key2\": \"value2\" }");

Li st <Put Event sRequest Entry> put Event sRequest EntryLi st = new ArraylLi st<>();
for (int i =0; i <3; i++) {

put Event sRequest Ent ryLi st . add(request Entry);
}

Put Event sRequest put Event sRequest = new Put Event sRequest () ;
put Event sRequest . wi t hEntri es( put Event sRequest EntryLi st);
Put Event sResult put Event sResult = awsEventsd i ent. put Event s( put Event sRequest);

whil e (putEventsResult. getFail edEntryCount() > 0) {
final List<PutEventsRequestEntry> failedEntriesList = new ArrayList<>();
final List<PutEventsResultEntry> PutEventsResultEntryList =
put Event sResul t. getEntries();
for (int i =0; i < PutBEventsResultEntryList.size(); i++) {
final PutEventsRequestEntry put Event sRequestEntry =
put Event sRequest Ent ryLi st. get (i);
final PutEventsResultEntry putEventsResultEntry = Put EventsResul t EntryList.get(i);
if (putEventsResultEntry.getErrorCode() != null) {
failedEntriesList.add(put Event sRequestEntry);
}

}
put Event sRequest EntryLi st = fail edEntri esLi st;

put Event sRequest . set Entri es( put Event sRequest EntrylLi st);
put Event sResult = awsEvent sCl i ent. put Event s( put Event sRequest) ;
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Sending Events Using the AWS CLI

You can use the AWS CLI to send custom events. The following example puts one custom event into
CloudWatch Events:

aws events put-events \

--entries '[{"Tinme": "2016-01-14T01: 02: 03Z", "Source": "com nyconpany. nmyapp", "Resources":
["resourcel”, "resource2"], "Detail Type": "nyDetail Type", "Detail": "{ \"keyl\":
\"valuel\", \"key2\": \"value2\" }"}]'

You can also create a file for example, entries.json like the following:

[

{
"Time": "2016-01-14T01: 02: 032",

"Source": "com myconpany. nyapp",
"Resources": [

"resourcel",

"resource2"
1.
"Detail Type": "nyDetail Type",

"Detail": "{ \"keyl\": \"valuel\", \"key2\": \"value2\" }"

}

]

You can use the AWS CLI to read the entries from this file and send events. At a command prompt, type:

aws events put-events --entries file://entries.json

Calculating PutEvents Event Entry Sizes

You can inject custom events into CloudWatch Events using the Put Event s action. You can inject multiple
events using the Put Event s action as long as the total entry size is less than 256KB. You can calculate the
event entry size beforehand by following the steps below. You can then batch multiple even entries into one
request for efficiency.

Note

The size limit is imposed on the entry. Even if the entry is less than the size limit, it does not mean
that the event in CloudWatch Events will also be less than this size. On the contrary, the event size
will always be larger than the entry size due to the necessary characters and keys of the JSON
representation of the event. For more information, see Events and Event Patterns (p. 28).

The Put Event sRequest Ent ry size is calculated as follows:

« If the Ti me parameter is specified, it is measured as 14 bytes.

¢ The Sour ce and Det ai | Type parameters are measured as the number of bytes for their UTF-8 encoded
forms.

e If the Det ai | parameter is specified, it is measured as the number of bytes for its UTF-8 encoded form.

¢ If the Resour ces parameter is specified, each entry is measured as the number of bytes for their UTF-8
encoded forms.
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The following example Java code calculates the size of a given Put Event sRequest Ent ry object:

int getSize(PutEventsRequestEntry entry) {
int size = 0;
if (entry.getTine() !'= null) {
size += 14;
}

size += entry. get Source(). get Byt es( St andardCharsets. UTF_8) .1 engt h;
size += entry. getDetail Type(). get Byt es( St andar dCharsets. UTF_8). | engt h;
if (entry.getDetail () !'= null) {

size += entry.getDetail (). getBytes(StandardCharsets. UTF_8). 1 ength;

}
if (entry.getResources() !=null) {
for (String resource : entry.getResources()) {
if (resource !'=null) {
size += resource. get Byt es( St andar dCharsets. UTF_8). | engt h;
}
}
}

return size;
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Event Types for CloudWatch Events

Amazon CloudWatch Events supports the following events:

Event Types
¢ Amazon EBS Events (p. 35)
¢« Amazon EC2 Events (p. 36)
¢« Amazon EC2 System Manager Events (p. 37)
¢« Amazon EC2 Maintenance Window Events (p. 38)
¢« Amazon ECS Events (p. 40)
¢« Amazon EMR Events (p. 41)
¢ Auto Scaling Events (p. 43)
¢« AWS API Call Events (p. 46)
« AWS CodeDeploy Events (p. 49)
*« AWS Console Sign-in Events (p. 50)
¢ AWS Health Events (p. 50)
* AWS KMS Events (p. 52)
¢ Scheduled Events (p. 53)
e Trusted Advisor Events (p. 53)

Amazon EBS Events

The following are examples of the events for Amazon Elastic Block Store (Amazon EBS). For more
information, see Amazon CloudWatch Events for Amazon EBS in the Amazon EC2 User Guide for Linux
Instances.

EBS Snapshot Notification

Amazon EBS created a snapshot (cr eat eSnapshot ), copied a snapshot (copySnapshot ), or shared a
shapshot (shar eSnapshot ). Note that the sour ce field within the det ai | field does not include the account-
id as part of the Volume Arn.

{
"version": "0",
"id": "01234567-0123-0123-0123-012345678901",
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"detail-type": "EBS Snhapshot Notification",

"source": "aws.ec2",

"account": "123456789012",
"time": "2016-11-14T01: 30: 00Z",
"region": "us-east-1",

"resources": [
"arn: aws: ec2: : us-west - 2: snapshot / snap- 01234567"

]

"detail": {
"event": "createSnapshot",
"result": "succeeded",
"cause": "",
"request-id": "",
"snapshot _id": "arn:aws:ec2::us-west-2:snapshot/snap-01234567",
"source": "arn:aws:ec2::us-west-2:vol ume/vol - 01234567",

"StartTime": "2016-11-14T00: 00: 002",
"EndTi me": "2016-11-ddT01: 30: 00Z"

EBS Volume Notification

When a volume is successfully created or deleted, no events are generated. Events are generated when
Amazon EBS fails to create a volume (cr eat eVol une), fails to attach a volume (at t achVol une), or fails to
reattach a volume (r eat t achVol unme). The following example shows a failed attempt to create a volume.

{
"version": "0",
"id": "01234567-0123-0123-0123-0123456789ab",
"detail -type": "EBS Volume Notification",
"source": "aws.ec2",
"account": "012345678901",
"tinme": "2016-11-14T00: 30: 072",
"region": "sa-east-1",
"resources": [
"arn: aws: ec2: sa-east-1:0123456789ab: vol une/ vol - 01234567",
1.
"detail": {
"event": "createVol une",
"result": "failed",
"cause": "arn:aws: kms: sa- east-1: 0123456789ab: key/ 01234567- 0123- 0123- 0123- 0123456789ab
is disabled. ",
"request-id": "01234567-0123-0123-0123-0123456789ab",
}

Amazon EC2 Events

The following is an example of an EC2 Instance State-change Notification event, with an instance in the
pendi ng state:

"id":"7bf 73129-1428- 4cd3- a780- 95db273d1602",

"detail -type":"EC2 | nstance State-change Notification",
"source":"aws. ec2",

"account":"123456789012",

“time":"2015-11-11T21: 29: 542",

"region":"us-east-1",

"resources": |
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"arn:aws: ec2: us-east-1:123456789012: i nst ance/ i -abcd1111"
1.
"detail": {
"instance-id":"i-abcd1111",
"state":"pendi ng"

Amazon EC2 System Manager Events

The following are examples of the events for Amazon EC2 Systems Manager (Systems Manager). For
more information, see Log Command Execution Status Changes for Run Command in the Amazon EC2
User Guide for Linux Instances.

EC2 Command Status-change Notification

{
"version": "0",
"id": "51c0891d- 0e34-45bl1-83d6- 95db273d1602",
"detail-type": "EC2 Conmand Status-change Notification",
"source": "aws.ssni,
"account": "123456789012",
“"time": "2016-07-10T21:51: 322",
"region": "us-east-1",
"resources": ["arn:aws:ec2:us-east-1:123456789012: i nstance/i-abcd1111"],
"detail": {
"command-id": "e8d3c0e4-71f 7- 4491- 898f - c9b35bee5f 3b",
"docunent - name": " AWS- RunPower Shel | Scri pt",
"expire-after": "2016-07-14T22: 01: 30. 0492",
"paraneters": {
"executionTi meout": ["3600"],
"conmands": ["date"]
b
"requested-date-tinme": "2016-07-10T21: 51: 30. 0492",
"status": "Success"
}
}

EC2 Command Invocation Status-change Notification

"version": "0",
"id": "4780elb8-f56b- 4de5- 95f 2- 95db273d1602",
"detail -type": "EC2 Command | nvocation Status-change Notification",
"source": "aws.ssnl,
"account": "123456789012",
"tinme": "2016-07-10T21:51: 322",
"region": "us-east-1",
"resources": ["arn:aws:ec2:us-east-1:123456789012: i nstance/i-abcd1111"],
"detail": {
"command-i d": "e8d3cOe4-71f 7- 4491- 898f - c9b35bee5f 3b",
"docunent - nane": " AWS- RunPower Shel | Scri pt",
"instance-id": "i-9bb89%e2b",
"requested-date-tinme": "2016-07-10T21:51: 30. 0492",
"status": "Success"

EC2 Automation Step Status-change Notification
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"version": "0",
"id": "eecal20b-a321-433e-9635-dab369006a6b",
"detail -type": "EC2 Automation Step Status-change Notification",

"source": "aws.ssni,

"account": "123456789012",
"time": "2016-11-29T19: 43: 352",
"region": "us-east-1",

"resources": ["arn:aws:ssm us-east-1:123456789012: aut onati on-
executi on/ 333ba70b- 2333- 48db- bl7e- a5e69c6f 4d1c",

"arn: aws: ssm us-east-1: 123456789012: aut onat i on-defi ni ti on/ runcomrandl: 1"],
"detail": {

"Executionld": "333ba70b-2333-48db-bl7e-a5e69c6f4dlc",

"Definition": "runcomrandl",

"DefinitionVersion": 1.0,

"Status": "Success",

"EndTime": "Nov 29, 2016 7:43:25 PM',

"StartTime": "Nov 29, 2016 7:43:23 PM',

"Time": 2630.0,

" St epNanme": "runFi xedCnds",

"Action": "aws:runComrand"

EC2 Automation Execution Status-change Notification

"version": "0",
"id": "d290ece9- 1088- 4383- 9df 6- cd5b4ac42b99",
"detail-type": "EC2 Automation Execution Status-change Notification",

"source": "aws.ssni,

"account": "123456789012",
"time": "2016-11-29T19: 43: 352",
"region": "us-east-1",

"resources": ["arn:aws:ssm us-east-1:123456789012: aut onati on-
execution/ 333ba70b- 2333- 48db- b17e- a5e69c6f 4d1c",

"arn: aws: ssm us-east-1: 123456789012: aut onat i on-defi ni ti on/ runcomrandl: 1"],
"detail": {

"Executionld": "333ba70b-2333-48db-bl7e-a5e69c6f4dlc”,

"Definition": "runcomrandl",

"DefinitionVersion": 1.0,

"Status": "Success",

"StartTime": "Nov 29, 2016 7:43:20 PM',

"EndTime": "Nov 29, 2016 7:43:26 PM',

"Time": 5753.0,

"Execut edBy": "arn:aws:iam:123456789012: user/ user Nane"

Amazon EC2 Maintenance Window Events

The following are examples of the events for Amazon EC2 Maintenance Window.
Register a Target

The status could also be DEREG STERED.

"version":"0",
"id":"01234567-0123-0123-0123-0123456789ab",
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"detail -type":"Mintenance W ndow Target Registration Notification",
"source":"aws. ssnt,
"account":"012345678901",
“time":"2016-11-16T00: 58: 372",
"region":"us-east-1",
"resources": |
"arn:aws: ssm us-west -2: 001312665065: mai nt enancewi ndow ma 0ed7251d3f cf 6e0c2”,
"arn: aws: ssm us-west -2:001312665065: wi ndowt ar get /
e7265f 13- 3cc5- 4f 2f - 97a9- 7d3ca86c32a6"
I.
"detail": {
"wi ndowt arget-id":"e7265f 13- 3cc5- 4f 2f - 97a9- 7d3ca86c32a6",
"w ndowid":" mw 0ed7251d3f cf 6e0c2”,
"status":"REG STERED'

Window Execution Type

The other possibilities for status are PENDI NG, | N_PROGRESS, SUCCESS, FAI LED, TI MED_QOUT, and
SKI PPED_OVERLAPPI NG.

"version":"0",
"id":"01234567-0123-0123-0123-0123456789ab",
"detail -type":"Mintenance W ndow Execution State-change Notification",
"source":"aws.ssni',
"account":"012345678901",
"time":"2016-11-16T01: 00: 572",
"region":"us-east-1",
"resources": [
"arn: aws: ssm us-west - 2: 0123456789ab: nai nt enancewi ndow mw 123456789012345678"
1.
"detail":{
"start-tinme":"2016-11-16T01: 00: 56. 427Z2",
"end-tine":"2016-11-16T01: 00: 57. 070Z",
"wi ndow-i d": " nw O0ed7251d3f cf 6e0c2",
"wi ndow execution-id":"b60f b56e-776c- 4e5c- 84ee-123456789012",
"status":"TlI MED_OUT"

Task Execution Type

The other possibilities for status are | N_PROGRESS, SUCCESS, FAI LED, and TI MED_OUT.

"version":"0",
"id":"01234567-0123-0123-0123-0123456789ab",
"detail -type":"Mintenance W ndow Task Execution State-change Notification",
"source":"aws.ssni',
"account":"012345678901",
"time":"2016-11-16TO01: 00: 562",
"region":"us-east-1",
"resources": [
"arn: aws: ssm us-west - 2: 0123456789ab: nai nt enancewi ndow mw 123456789012345678"
1.
"detail":{
"start-tinme":"2016-11-16T01: 00: 56. 759Z",
"t ask-execution-id":"6417e808- 7f 35- 4d1la- 843f - 123456789012",
"end-tine":"2016-11-16T01: 00: 56. 847Z2",
"wi ndow-i d": " nw 0ed7251d3f cf 6e0c2",
"wi ndow execution-id":"b60f b56e-776c- 4e5c- 84ee-123456789012",
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"status":"TlI MED_OUT"

Task Target Processed

The other possibilities for status are | N_PROGRESS, SUCCESS, FAI LED, and Tl MED_OUT.

{

"version":"0",

"id":"01234567-0123-0123-0123-0123456789ab",

"detail -type":"Mintenance Wndow Task Target |nvocation State-change Notification",

"source":"aws. ssni,

"account":"012345678901",

"time":"2016-11-16T01: 00: 572",

"region":"us-east-1",

"resources": |
"arn: aws: ssm us-west - 2: 0123456789ab: nai nt enancewi ndow nw 123456789012345678"

1.

"detail":{
"start-tinme":"2016-11-16T01: 00: 56. 427Z2",
"end-tine":"2016-11-16T01: 00: 57. 070Z2",
"wi ndowi d": " mw 0ed7251d3f cf 6e0c2",
"wi ndow execution-id":"b60f b56e- 776c- 4e5c- 84ee- 123456789012",
"task-execution-id":"6417e808- 7f 35- 4dla- 843f - 123456789012",
"wi ndowt arget-id":"e7265f 13- 3cc5- 4f 2f - 97a9- 123456789012",
"status":"TI MED QUT",
"owner -i nformation":"Oaner"

}

}

Window State Change

The possibilities for status are ENABLED and DI SABLED.

{
"version":"0",
"id":"01234567-0123-0123-0123-0123456789ab",
"detail-type":"Mintenance W ndow St at e-change Notification",
"source":"aws. ssni',
"account":"012345678901",
"time":"2016-11-16T00: 58: 372",
"region":"us-east-1",
"resources": |
"arn: aws: ssm us-west - 2: 0123456789ab: nai nt enancewi ndow mw 123456789012345678"
1.
"detail":{
"w ndowid":"mw123456789012",
"status":" Dl SABLED'
}
}

Amazon ECS Events

The following are examples of the events for Amazon EC2 Container Service (Amazon ECS). For more
information, see Amazon ECS Event Stream for CloudWatch Events in the Amazon EC2 Container Service
Developer Guide.

ECS Container Instance State Change

40


http://docs.aws.amazon.com/AmazonECS/latest/developerguide/cloudwatch_event_stream.html

Amazon CloudWatch Events User Guide
Amazon EMR Events

Note that the contents of the detail section are not shown here. They resemble the contents of the
ContainerInstance object.

"version": "0",

"id": "01234567-0123-0123-0123-0123456789ab",

"detail -type": "ECS Container |Instance State Change",

"source": "aws.ecs",

"account": "123456789012",

"time": "2016-11-18T22: 15: 152",

"region": "us-west-2",

"resources": [

"arn:aws: ecs: us-west -2: 123456789012: cont ai ner-i nst ance/ a48e7e5a- 4709- 47b3-

a698- 819dab95c16f "

1.

"detail": {

}
}

ECS Task State Change

Note that the contents of the detail section are not shown here. They resemble the contents of the Task
object.

"version": "0",
"id": "2d882db5-3d34- 4d75- b299- 5a6af 9d2a59c",
"detail -type": "ECS Task State Change",
"source": "aws.ecs",
"account": "123456789012",
"tinme": "2016-11-18T22:48:572",
"region": "us-west-2",
"resources": [
"arn: aws: ecs: us-west - 2: 123456789012: t ask/ 9dd06983- df d7- 437c- 8bb1- 0dc78d90da91"
]

"detail": {

Amazon EMR Events

The following are examples of events for Amazon EMR.

Amazon EMR AutoScaling Policy State Change

"version":"0",

"id":"2f8147ab-8c48-47c6- bOb6- 3ee23ec8d300",

"detail -type":"EMR Auto Scaling Policy State Change",
"source":"aws. enr",

"account":"123456789012",

"time":"2016-12-16T20: 42: 442",

"region":"us-east-1",

"resources":[],

"detail":{
"resourcel d":"ig- X2LBVHTGPCBU",
"clusterld":"j-1YONHTCP3YZKC',
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"state":" PENDI NG',
"message": "Aut oScal i ng policy nodified by user request”,
"scal i ngResour ceType": " | NSTANCE_GROUP"

Amazon EMR Cluster State Change - Starting

"version": "0",

"id": "999cccaa- eaaa- 0000-1111-123456789012",
"detail -type": "EMR Custer State Change",
"source": "aws.em",

"account": "123456789012",

"time": "2016-12-16T20: 43: 052",

"region": "us-east-1",

"resources": [],

"detail": {
"severity": "INFO',
"st at eChangeReason": "{\"code\":\"\"}",
"nane": "Devel opnent Custer"”,
"clusterld": "j-123456789ABCD",

"state": "STARTING',
"message": "Amazon EMR cluster j-123456789ABCD (Devel opnent O uster) was requested at
2016-12-16 20:42 UTC and is being created."
}
}

Amazon EMR Cluster State Change - Terminated

"version": "0",

"id": "1234abb0-f87e-1234-b7b6-000000123456",
"detail -type": "EMR Cluster State Change",
"source": "aws.enr",

"account": "123456789012",

"tinme": "2016-12-16T21:00: 232",

"region": "us-east-1",

"resources": [],

"detail": {
"severity": "I NFO',

"st at eChangeReason": "{\"code\":\"USER REQUEST\",\"nmessage\":\"Term nated by user
request\"}",
"name": "Devel opment Custer"”,
"clusterld": "j-123456789ABCD",
"state": "TERM NATED',
"message": "Amazon EMR Cluster jj-123456789ABCD (Devel opnent Cluster) has term nated at
2016-12-16 21:00 UTC with a reason of USER_REQUEST."
}
}

Amazon EMR Instance Group State Change

"version": "0",

"id": "999cccaa- eaaa- 0000-1111-123456789012",
"detail -type": "EMR Instance G oup State Change",
"source": "aws.enm",

42




Amazon CloudWatch Events User Guide
Auto Scaling Events

"account": "123456789012",
"time": "2016-12-16T20:57: 472",
"region": "us-east-1",
"resources": [],

"detail": {

"market": "ON_DEMAND',

"severity": "I NFO',

"request edl nstanceCount ": "2",

"instanceType": "nB. x|l arge",

"instanceG oupType": "CORE',

"instanceG oupld": "ig- ABCDEFGH JKL",

"clusterld": "j-123456789ABCD",

"runni ngl nstanceCount": "2",

"state": "RUNNING',

"message": "The resizing operation for instance group ig-ABCDEFGH JKL in Amazon EMR
cluster j-123456789ABCD (Devel opment Cluster) is conplete. It now has an instance count of
2. The resize started at 2016-12-16 20:57 UTC and took O minutes to conplete."
}

}

Amazon EMR Step Status Change

"version": "0",

"id": "999cccaa- eaaa- 0000-1111-123456789012",
"detail -type": "EMR Step Status Change",
"source": "aws.enr",

"account": "123456789012",

"tinme": "2016-12-16T20:53: 092",

"region": "us-east-1",
"resources": [],
"detail": {

"severity": "ERROR',
"actionOnFailure": "CONTI NUE",
"stepld": "s-ZYXWUTSRQPON',
"name": "Cust omJAR',
"clusterld": "j-123456789ABCD",
"state": "FAILED',
"message”: "Step s- ZYXW/UTSRQPON (Cust omJAR) in Anmazon EMR cluster j-123456789ABCD
(Devel opment Cluster) failed at 2016-12-16 20:53 UTC. "
}
}

Auto Scaling Events

The following are examples of the events for Auto Scaling. For more information, see Getting CloudWatch
Events When Your Auto Scaling Group Scales in the Auto Scaling User Guide.

EC2 Instance-launch Lifecycle Action

Auto Scaling moved an instance to a Pendi ng: Wi t state due to a lifecycle hook.

{
"version": "0",
"id": "6a7e8f eb-b491-4cf7-a9f 1- bf 3703467718",
"detail -type": "EC2 Instance-launch Lifecycle Action",
"source": "aws.autoscaling",
"account": "123456789012",

"time": "2015-12-22T18: 43: 482",
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"region": "us-east-1",
"resources": [
"arn: aws: aut oscal i ng: us- east-1: 123456789012: aut oScal i ngG oup: 59f cbb81-
bd02- 485d- 80ce- 563ef 5b237bf : aut oScal i ngG oupNane/ sanpl eASG'
I.
"detail": {
"Li fecycl eActi onToken": "c613620e-07e2-4ed2- a9e2- ef 8258911ade",
" Aut oScal i ngGr oupNane": "sanpl eASG',
"Li fecycl eHookNane": " Sanpl eLi f ecycl eHook- 12345",
"EC2l nstancel d": "i-12345678",
"Lifecycl eTransition": "autoscaling: EC2_I NSTANCE_LAUNCHI NG'

EC2 Instance Launch Successful

Auto Scaling successfully launched an instance.

"id": "3e3cl53a-8339-4e30-8c35-687ebef 853fe",
"detail -type": "EC2 Instance Launch Successful ",
"source": "aws.autoscaling",
"account": "123456789012",
“"time": "2015-11-11T21:31: 472",
"region": "us-east-1",
"resources": [
"arn: aws: aut oscal i ng: us-east-1:123456789012: aut oScal i ngG oup: eb56d16b- bbf 0- 401d- b893-
d5978ed4a025: aut oScal i ngG oupNane/ ASGLaunchSuccess",
"arn:aws: ec2: us-east-1:123456789012: i nst ance/ i - b188560f "
I.
"detail": {
"StatusCode": "InProgress",
" Aut oScal i ngGr oupNane": " ASGLaunchSuccess",
"Activityld": "9cabb81f-42de-417d-8aa7-cel6bf 026590",
"Details": {
"Availability Zone": "us-east-1b",
"Subnet |D': "subnet-95bfcebe"”
b
"Request|d": "9cabb81f-42de-417d- 8aa7- cel6bf 026590",
"EndTi me": "2015-11-11T21: 31: 47.2082",
"EC2I nstancel d": "i-b188560f",
“StartTime": "2015-11-11T21:31:13.6712",
"Cause": "At 2015-11-11T21:31:10Z a user request created an Auto Scal i ng group
changi ng the desired capacity fromO to 1. At 2015-11-11T21:31:11Z an instance was started
in response to a difference between desired and actual capacity, increasing the capacity
fromO to 1."

}

EC2 Instance Launch Unsuccessful

Auto Scaling failed to launch an instance.

"id": "168lab87-4a09- 459f - 95a2- 7f a09403c4b7",

"detail-type": "EC2 Instance Launch Unsuccessful ",

"source": "aws.autoscaling",

"account": "123456789012",

"tine": "2015-11-11T21:42:36Z",

"region": "us-east-1",

"resources": [

"arn: aws: aut oscal i ng: us- east-1: 123456789012: aut oScal i ngG oup: 528f f ce5-

ef 9f - 4c1d- 8d18- 5d005b4a438c: aut oScal i ngG oupName/ br okenASG',
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"arn:aws: ec2: us-east-1:123456789012: i nst ance/"
I.
"detail": {

"StatusCode": "Failed",

" Aut oScal i ngGr oupNane": "br okenASG',

"Activityld": "06076c51-4874-487d- bl5b-7895a713ab55",

"Details": {

"Availability Zone": "us-east-1le",
"Subnet |D': "subnet-16c5df2c"
}

"Request|d": "06076c51-4874-487d-bl5b-7895a713ab55",

"EndTi me": "2015-11-11T21: 42: 36. 000Z",

"EC2I nstanceld": "",

"StartTinme": "2015-11-11T21: 42: 36. 698Z",

"Cause": "At 2015-11-11T21:42:09Z a user request update of Auto Scaling group
constraints to min: O, max: 10, desired: 2 changing the desired capacity fromO to 2. At
2015-11-11T21: 42: 35Z an instance was started in response to a difference between desired
and actual capacity, increasing the capacity fromO to 2."

}

}

EC2 Instance-terminate Lifecycle Action

Auto Scaling moved an instance to a Ter ni nati ng: Wi t state due to a lifecycle hook.

"version": "0",

"id": "468fe059-f4b7-445f-bb22-2a271b94974d",

"detail -type": "EC2 Instance-term nate Lifecycle Action",

"source": "aws.autoscaling",

"account": "123456789012",

"tine": "2015-12-22T18: 43: 482",

"region": "us-east-1",

"resources": [

"arn: aws: aut oscal i ng: us- east-1: 123456789012: aut oScal i ngG oup: 59f cbb81-

bd02- 485d- 80ce- 563ef 5b237bf : aut oScal i ngG oupNane/ sanpl eASG'

I.
"detail": {

"Li fecycl eActi onToken": "630aa23f-48eb-45e7- aba6- 799ea6093a0f ",

" Aut oScal i ngGr oupNane": "sanpl eASG',

"Li fecycl eHookNane": " Sanpl eLi f ecycl eHook-6789",

"EC2l nstancel d": "i-12345678",

"Lifecycl eTransition": "autoscaling: EC2_I NSTANCE_TERM NATI NG'

EC2 Instance Terminate Successful

Auto Scaling successfully terminated an instance.

"id": "156d01c9- a6c3-4d7e- b883-5758266b95af ",

"detail -type": "EC2 Instance Term nate Successful ",

"source": "aws.autoscaling",

"account": "123456789012",

"tine": "2015-11-11T21:36:57Z",

"region": "us-east-1",

"resources": [
"arn: aws: aut oscal i ng: us-east-1: 123456789012: aut oScal i ngG oup: eb56d16b- bbf 0- 401d- b893-

d5978ed4a025: aut oScal i ngG oupNane/ ASGTer ni nat e",

"arn:aws: ec2: us-east-1:123456789012: i nst ance/i - b188560f "
I.

"detail": {
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"StatusCode": "InProgress",
" Aut oScal i ngG oupNane": " ASGTer m nate",
"Activityld": "56472e79-538a-4ba7-b3cc-768d889194b0",

"Details": {
"Availability Zone": "us-east-1b",
"Subnet ID': "subnet-95bfcebe"
I

"Request|d": "56472e79-538a- 4ba7-b3cc-768d889194b0",

"EndTi me": "2015-11-11T21: 36: 57. 498Z",

"EC2l nstancel d": "i-b188560f",

"StartTinme": "2015-11-11T21: 36: 12. 649Z",

"Cause": "At 2015-11-11T21:36:03Z a user request update of Auto Scaling group
constraints to min: O, max: 1, desired: O changing the desired capacity from1 to
0. At 2015-11-11T21:36:12Z an instance was taken out of service in response to a
di fference between desired and actual capacity, shrinking the capacity from1l to 0. At
2015-11-11T21: 36: 12Z instance i-b188560f was sel ected for termnation."

}

EC2 Instance Terminate Unsuccessful

Auto Scaling failed to terminate an instance.

"id": "5e3df 53a-0239-4e31- 7d15- 087ebef 903ce",
"detail -type": "EC2 Instance Term nate Unsuccessful",
"source": "aws.autoscaling",
"account": "123456789012",
"time": "2015-12-01T23:34:57Z2",
"region": "us-east-1",
"resources": [
"arn: aws: aut oscal i ng: us-east-1: 123456789012: aut oScal i ngG oup: cf 5ebd9c- 8e2a- 4197-
abe2- 2f b94e8d1f 87: aut oScal i ngG oupName/ ASGTer nfai | ",
"arn:aws: ec2: us-east-1:123456789012: i nst ance/i - b188560f "
I
"detail": {
" StatusCode": "I nProgress",
"Description": "Term nating EC2 instance: i-b188560f",
" Aut oScal i ngGr oupNane": " ASGTer nfai | ",
"Activityld": "cla8f6ce-82e8-4517-96ba-67d1999ceeed",

"Details": {
"Availability Zone": "us-east-1le",
"Subnet |D': "subnet-915643ba"
b

"Request | d": "cla8f6ce-82e8-4517-96ba-67d1999ceeed",

" StatusMessage": "",

"EndTi me": "2015-12-01T23: 34:57.7212",

"EC2I nstancel d": "i-b188560f",

"Start Time": "2015-12-01T23: 33: 48. 4892",

"Cause": "At 2015-12-01T23:33:41Z a user request explicitly set group desired
capacity changing the desired capacity from2 to 0. At 2015-12-01T23:33:47Z an instance
was taken out of service in response to a difference between desired and actual capacity,
shrinking the capacity from2 to 0. At 2015-12-01T23: 33:47Z instance i-0867b4292c0cff 474
was sel ected for termination. At 2015-12-01T23:33:48Z instance i-b188560f was sel ected for
termnation."

}

AWS API Call Events

The following is an example of an AWS API call event to Amazon S3 to create a bucket:
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"version": "0",
"id": "36eb8523-97d0-4518- b33d-ee3579f f 19f 0",
"detail-type": "AWS APl Call via doudTrail",
"source": "aws.s3",
"account": "123456789012",
"time": "2016-02-20T01: 09: 132",
"region": "us-east-1",
"resources": [],
"detail": {
"event Version": "1.03",
"userldentity": {
"type": "Root",
"principalld": "123456789012",
"arn": "arn:aws:iam:123456789012: root",
"accountld": "123456789012",
"sessionContext": {
"attributes": {
"nfaAut henti cated": "false",
"creationbDate": "2016-02-20T01: 05: 592"

}
b
"event Ti me": "2016-02-20T01: 09: 132",
"event Sour ce": "s3.amazonaws. coni,
"event Name": "Creat eBucket",
"awsRegi on": "us-east-1",
"sour cel PAddress": "100.100. 100. 100",
"userAgent": "[S3Consol e/0.4]",
"request Paranmeters": {

"bucket Nane": "bucket-test-iad"

}

esponseEl enents": nul |,
"request| D': "9D767BCC3B4E7487",
"event| D': "24ba271le- d595-4e66- a7f d- 9c16chf 8abae",
"event Type": "AwsApi Cal | "

Only the read/write events from the following services are supported. Read-only APIs, such as those that
begin with List, Get, or Describe aren't supported. In addition, AWS API call events that are larger than
256KB in size are not supported.

¢ Auto Scaling

¢ AWS Certificate Manager
¢ AWS CloudFormation

¢ Amazon CloudFront

¢ AWS CloudHSM

¢ Amazon CloudSearch

¢ AWS CloudTrail

¢ Amazon CloudWatch

¢ Amazon CloudWatch Events
¢ Amazon CloudWatch Logs
¢ AWS CodeDeploy

¢ AWS CodePipeline

¢ Amazon Cognito Identity

¢ Amazon Cognito Sync
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AWS Config

AWS Data Pipeline

AWS Device Farm

AWS Direct Connect

AWS Directory Service

AWS Database Migration Service
Amazon DynamoDB

Amazon EC2 Container Registry
Amazon EC2 Container Service
Amazon EC2 Systems Manager
Amazon ElastiCache

AWS Elastic Beanstalk

Amazon Elastic Compute Cloud
Amazon Elastic File System
Elastic Load Balancing

Amazon EMR

Amazon Elastic Transcoder
Amazon Elasticsearch Service
Amazon GamelLift

Amazon Glacier

AWS |dentity and Access Management [US East (N. Virginia) only]
Amazon Inspector

AWS loT

AWS Key Management Service
Amazon Kinesis

Amazon Kinesis Firehose

AWS Lambda

Amazon Machine Learning

AWS OpsWorks

Amazon Polly

Amazon Redshift

Amazon Relational Database Service
Amazon Route 53

AWS Security Token Service
Amazon Simple Email Service
Amazon Simple Notification Service
Amazon Simple Queue Service
Amazon Simple Storage Service
Amazon Simple Workflow Service
AWS Step Functions

AWS Storage Gateway

AWS Support

AWS WAF
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« Amazon WorkDocs
¢ Amazon WorkSpaces

AWS CodeDeploy Events

The following are examples of the events for AWS CodeDeploy. For more information, see Monitoring
Deployments with CloudWatch Events in the AWS CodeDeploy User Guide.

CodeDeploy Deployment State-change Notification

There was a change in the state of a deployment.

{
"account": "123456789012",
"region": "us-east-1",
"detail -type": "CodeDepl oy Depl oynent State-change Notification",
"source": "aws.codedepl oy",
"version": "0",

"tinme": "2016-06-30T22: 06: 312",
"id": "cO071bf bf - 83c4- 49ca- a6f f - 3df 053957145",
"resources": [
"arn: aws: codedepl oy: us-east-1:123456789012: appl i cati on: nyAppl i cati on",
"arn: aws: codedepl oy: us- east - 1: 123456789012: depl oynent gr oup: nmyAppl i cati on/
nmy Depl oyment Gr oup”
]

“'etail“: {
"instanceG oupld": "9f d2f bef-2157-40d8-91e7- 6845af 69e2d2",
"region": "us-east-1",

"application": "nyApplication",

"depl oynent 1 d": "d-123456789",

"state": "SUCCESS',

"depl oyment Group": "myDepl oynent Gr oup"

CodeDeploy Instance State-change Notification

There was a change in the state of an instance that belongs to a deployment group.

{
"account": "123456789012",
"region": "us-east-1",
"detail -type": "CodeDepl oy Instance State-change Notification",
"source": "aws.codedepl oy",
"version": "0"

"tine": "2016-06-30T23: 18: 502",
"id": "fbld3015-c091- 4bf 9- 95e2- d98521ab2ech",
"resources": [
"arn:aws: ec2: us-east-1:123456789012: i nst ance/ i - 0000000aaaaaaaaaa”,
"arn: aws: codedepl oy: us-east-1:123456789012: depl oynent gr oup: myAppl i cati on/
my Depl oynment G- oup”,
"arn: aws: codedepl oy: us-east-1: 123456789012 appl i cati on: nyAppl i cati on"
]

"detail": {
"instanceld": "i-0000000aaaaaaaaaa",
"region": "us-east-1",

"state": "SUCCESS",

"application": "nyApplication",

"depl oynment 1 d": "d-123456789",

"instanceG oupld": "8cd3bfa8-9e72-4cbe-ale5-dadefc7ef d49",
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"depl oyment G- oup": "myDepl oynent G oup"
}
}

AWS Console Sign-in Events

AWS console sign-in events are supported only in the US East (N. Virginia) region. The following is an
example of an AWS console sign-in event:

"id": "6f87d04b- 9f 74- 4f 04- a780- 7acf 4b0a9b38",

"detail -type": "AWS Console Sign In via doudTrail",
"source": "aws.signin",

"account": "123456789012",

"tinme": "2016-01-05T18: 21: 272",

"region": "us-east-1",
"resources": [],
"detail": {
"event Version": "1.02",
"userldentity": {
"type": "Root",

"principalld"': "123456789012",
"arn": "arn:aws:iam:123456789012: root",
"account|d": "123456789012"

b,
"event Ti ne": "2016-01-05T18:21: 272",
"event Source": "signin.amzonaws. coni,
"event Nane": "Consol eLogi n",
"awsRegi on": "us-east-1",

"sour cel PAddress": "0.0.0.0",

"userAgent": "Mdzillal/5.0 (Macintosh; Intel Mac OS X 10_10_5) Appl eWebKit/537.36
(KHTM., I|ike Gecko) Chrome/47.0.2526.106 Safari/537.36",

"request Paranmeters": null,

"responseEl ements": {

"Consol eLogi n": "Success"
b
"addi tional EventData": {
"Logi nTo": "https://consol e. aws. amazon. conf consol e/ home?st at e=hashAr gs

9%23& saut hcode=true",
" Mobi | eVersion": "No",
"MFAUsed": "No" 1},
"event| D': "324731c0- 64b3-4421- b552-df c3c27df 4f 6",
"event Type": "AwsConsol eSi gnln"

}

AWS Health Events

The following is the format for the AWS Personal Health Dashboard (AWS Health) events. For more
information, see Managing AWS Health Events with Amazon CloudWatch Events in the AWS Health User
Guide.

AWS Health Event Format

{

"version": "0",
"id": "7bf73129-1428-4cd3-a780-95db273d1602",
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"detail -type": "AWS Health Event",

"source": "aws.health",

"account": "123456789012",

"tine": "2016-06-05T06: 27: 572",

"region": "region",

"resources": [],

"detail": {
"event Arn": "arn:aws: health:region::event/id",
"service": "service",

"event TypeCode": "AWS_servi ce_code",
"event TypeCat egory": "category",
“startTime": "Sun, 05 Jun 2016 05:01:10 GMI",
"endTime": "Sun, 05 Jun 2016 05:30:57 GMI",
"event Description": [{

"l anguage": "l ang-code",

"| at est Description": "description”

}H

category

The category code of the event. The possible values are i ssue, account Noti fi cati on, and
schedul edChange.

code

The unique identifier for the event type.
id

The unique identifier for the event.
service

The AWS service affected by the event. For example, EC2, S3, REDSHI FT, and RDS.

Elastic Load Balancing APl Issue

"version": "0",

"id": "121345678-1234-1234-1234-123456789012",
"detail -type": "AWS Health Event",

"source": "aws. health",

"account": "123456789012",

"tinme": "2016-06-05T06: 27: 572",

"region": "ap-southeast-2",
"resources": [],
"detail": {
"event Arn": "arn:aws: heal t h: ap- sout heast-2:: event/

AWS_ELASTI CLOADBALANCI NG_API _| SSUE_90353408594353980",
"service": "ELASTI CLOADBALANCI NG',
"event TypeCode": "AWS_ELASTI CLOADBALANCI NG APl _I| SSUE",
"event TypeCat egory": "issue",
"startTime": "Sat, 11 Jun 2016 05:01:10 GMI",
"endTime": "Sat, 11 Jun 2016 05:30:57 GMI",
"event Description": [{
"l anguage": "en_US",
"| atest Description”: "A description of the event will be provided here"

Amazon EC2 Instance Store Drive Performance Degraded
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{
"version": "0",
"id": "121345678-1234-1234-1234-123456789012",
"detail-type": "AWS Health Event",
"source": "aws.health",
"account": "123456789012",
"time": "2016-06-05T06: 27: 572",
"region": "us-west-2",
"resources": [
"i-abcd1111"
I
"detail": {
"event Arn": "arn:aws: heal th: us-west-2::event/
AWS_EC2_| NSTANCE_STORE_DRI VE_PERFORMANCE_DEGRADED 90353408594353980",
"service": "EC2",
"event TypeCode": "AWS_EC2_| NSTANCE_STORE_DRI VE_PERFORVANCE_DEGRADED",
"event TypeCat egory": "issue",
"startTime": "Sat, 05 Jun 2016 15:10: 09 GMI",
"event Description": [{
"l anguage": "en_US",
"| atest Description": "A description of the event will be provided here"
H
"af fectedEntities": [{
"entityValue": "i-abcdl111",
"tags": {
"stage": "prod",
“app": "ny-app"
}
}

AWS KMS Events

The following are examples of the AWS Key Management Service (AWS KMS) events. For more
information, see AWS KMS Events in the AWS Key Management Service Developer Guide.

KMS CMK Rotation

AWS KMS automatically rotated a CMK's key material.

{
"version": "0",
"id": "6a7e8f eb-b491-4cf7-a9f 1- bf 3703467718",
"detail -type": "KM5 CMWK Rotation",
"source": "aws.kms",
"account": "111122223333",
"tine": "2016-08-25T21: 05: 332",
"region": "us-west-2",
"resources": [
"arn: aws: kns: us-west - 2:111122223333: key/ 1234abcd- 12ab- 34cd- 56ef - 1234567890ab"
I.
"detail": {
"key-id": "1234abcd- 12ab- 34cd- 56ef - 1234567890ab"
}
}

KMS Imported Key Material Expiration

AWS KMS deleted a CMK's expired key material.

{
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"version": "0",
"id": "9da9af 57-9253- 4406- 87ch- 7cc400e43465",
"detail -type": "KMS Inported Key Material Expiration”,

"source": "aws. kns",

"account": "111122223333",
"time": "2016-08-22T20:12: 192",
"region": "us-west-2",

"resources": [
"arn: aws: kns: us-west - 2: 111122223333: key/ 1234abcd- 12ab- 34cd- 56ef - 1234567890ab"
I.
"detail": {
"key-id": "1234abcd- 12ab- 34cd- 56ef - 1234567890ab"
}
}

KMS CMK Deletion

AWS KMS completed a scheduled CMK deletion.

{
"version": "0",
"id": "e9ce3425-7d22-412a- a699- e7a5f c3f bc9a",
"detail -type": "KM5 CMWK Del etion",
"source": "aws.kmns",
"account": "111122223333",
"time": "2016-08-19T03: 23: 457",
"region": "us-west-2",
"resources": [
"arn: aws: kns: us-west -2:111122223333: key/ 1234abcd- 12ab- 34cd- 56ef - 1234567890ab"
1.
"detail": {
"key-id": "1234abcd- 12ab- 34cd- 56ef - 1234567890ab"
}
}

Scheduled Events

The following is an example of a scheduled event:

{
"id": "53dc4d37-cffa-4f 76- 80c9- 8b7d4add2eaa”,
"detail -type": "Schedul ed Event",
"source": "aws.events",
"account": "123456789012",
"time": "2015-10-08T16: 53: 062",
"region": "us-east-1",
"resources": [ "arn:aws:events:us-east-1:123456789012: rul e/ MySchedul edRul e" ],
"detail": {}
}

Trusted Advisor Events

The following are examples of the events for AWS Trusted Advisor. For more information, see Monitoring
Trusted Advisor Check Results with Amazon CloudWatch Events in the AWS Support User Guide.

Low Utilization Amazon EC2 Instances
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{
"check-name": "Low Uilization Arazon EC2 | nstances"”,
"check-itemdetail": {
"Day 1": "0.0% 0.00MB",
"Day 2": "0.0% 0.00MB",
"Day 3": "0.0% 0.00MB",
"Regi on/ AZ": "eu-central -1a",
"Estimated Monthly Savings": "$10.80",
"14-Day Average CPU Utilization": "0.0%,
"Day 14": "0.0% 0.00MB",
"Day 13": "0.0% 0.00MB",
"Day 12": "0.0% 0.00MB",
"Day 11": "0.0% 0.00MB",
"Day 10": "0.0% 0.00MB",
"14-Day Average Network 1/QO': "0.00MB",
"Nunber of Days Low Utilization": "14 days",
"I nstance Type": "t2.micro",
"I nstance ID': "i-1a2b3e4f",
"Day 8": "0.0% O0.00MB",
"I nstance Name": null,
"Day 9": "0.0% 0.00MB",
"Day 4": "0.0% 0.00MB",
"Day 5": "0.0% 0.00MB",
"Day 6": "0.0% 0.00MB",
"Day 7": "0.0% 0.00MB"
b
"status": "WARN',
"resource_id": "arn:aws:ec2:eu-central-1:111122223333:i nstance/ i - 1a2b3e4f",
"uui d": "6ba6d96a- d3dd- 4f ca- 8020- 350b2e54719c"
}

Load Balancer Optimization

"check-nane": "Load Bal ancer Optim zation",
"check-itemdetail": {
"I nstances in Zone a": "0",

"Status": "Yellow',
"l nstances in Zone b": null,
"# of Zones": "1",
"Regi on": "ap-northeast-2",
"Load Bal ancer Name": "xyz-elb-test",
"l nstances in Zone e": null,
"l nstances in Zone c¢": null,
"Reason": "No active instances",
"Instances in Zone d": null
b
"status": "WARN',
"resource_id": "arn:aws: el asticl oadbal anci ng: ap- nort heast - 2: 444455556666: | oadbal ancer/
xyz-el b-test",
"uui d": "albc339a-59c8- 4b5f - b248- 44c437b68b83"
}

Exposed Access Keys

"check-nane": "Exposed Access Keys",
"check-itemdetail": {
"Case |D': "02648f3b-el18f-4019-8d68- ce25ef e080f f ",
"Usage (USD per Day)": "0",
"User Nane (I AMor Root)": "jane-roe-test",
"Deadl i ne": "1440453299248",
"Access Key ID': "AKI Al OSFODNN7EXAMPLE",
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"Time Updated": "1440021299248",
"Fraud Type": "Exposed",
"Location": "ww. github. cont
b
"status": "ERROR',
"resource_id": "",
"uui d": "cce6d28f - e44b-4e61- abal- 5b4af 96a0f 59"
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Authentication and Access Control for
Amazon CloudWatch Events

Access to Amazon CloudWatch Events requires credentials that AWS can use to authenticate your
requests. Those credentials must have permissions to access AWS resources, such as retrieving event
data from other AWS resources. The following sections provide details on how you can use AWS ldentity
and Access Management (IAM) and CloudWatch Events to help secure your resources by controlling who
can access them:

¢ Authentication (p. 56)
¢ Access Control (p. 57)

Authentication

You can access AWS as any of the following types of identities:

¢« AWS account root user — When you sign up for AWS, you provide an email address and password that
is associated with your AWS account. These are your root credentials and they provide complete access
to all of your AWS resources.

Important

For security reasons, we recommend that you use the root credentials only to create an
administrator user, which is an IAM user with full permissions to your AWS account. Then, you
can use this administrator user to create other IAM users and roles with limited permissions. For
more information, see IAM Best Practices and Creating an Admin User and Group in the IAM
User Guide.

e IAM user — An IAM user is simply an identity within your AWS account that has specific custom
permissions (for example, permissions to send event data to a target in CloudWatch Events). You can
use an IAM user name and password to sign in to secure AWS webpages like the AWS Management
Console, AWS Discussion Forums, or the AWS Support Center.

In addition to a user name and password, you can also generate access keys for each user. You can use
these keys when you access AWS services programmatically, either through one of the several SDKs or
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by using the AWS Command Line Interface (AWS CLI). The SDK and CLI tools use the access keys to
cryptographically sign your request. If you don't use the AWS tools, you must sign the request yourself.
CloudWatch Events supports Signature Version 4, a protocol for authenticating inbound API requests.
For more information about authenticating requests, see Signature Version 4 Signing Process in the
AWS General Reference.

* |IAM role — An |IAM role is another IAM identity you can create in your account that has specific
permissions. It is similar to an IAM user, but it is not associated with a specific person. An IAM role
enables you to obtain temporary access keys that can be used to access AWS services and resources.
IAM roles with temporary credentials are useful in the following situations:

» Federated user access — Instead of creating an IAM user, you can use preexisting user identities from
AWS Directory Service, your enterprise user directory, or a web identity provider. These are known as
federated users. AWS assigns a role to a federated user when access is requested through an identity
provider. For more information about federated users, see Federated Users and Roles in the IAM User
Guide.

» Cross-account access — You can use an IAM role in your account to grant another AWS account
permissions to access your account’s resources. For an example, see Tutorial: Delegate Access
Across AWS Accounts Using IAM Roles in the IAM User Guide.

* AWS service access — You can use an IAM role in your account to grant an AWS service permissions
to access your account’s resources. For example, you can create a role that allows Amazon Redshift
to access an Amazon S3 bucket on your behalf and then load data stored in the bucket into an
Amazon Redshift cluster. For more information, see Creating a Role to Delegate Permissions to an
AWS Service in the IAM User Guide.

« Applications running on Amazon EC2 — Instead of storing access keys within the EC2 instance for
use by applications running on the instance and making AWS API requests, you can use an IAM role
to manage temporary credentials for these applications. To assign an AWS role to an EC2 instance
and make it available to all of its applications, you can create an instance profile that is attached to the
instance. An instance profile contains the role and enables programs running on the EC2 instance to
get temporary credentials. For more information, see Using Roles for Applications on Amazon EC2 in
the IAM User Guide.

Access Control

You can have valid credentials to authenticate your requests, but unless you have permissions you cannot
create or access CloudWatch Events resources. For example, you must have permissions to invoke

AWS Lambda, Amazon Simple Notification Service (Amazon SNS), and Amazon Simple Queue Service
(Amazon SQS) targets associated with your CloudWatch Events rules.

The following sections describe how to manage permissions for CloudWatch Events. We recommend that
you read the overview first.

¢ Overview of Managing Access Permissions to Your CloudWatch Events Resources (p. 58)
¢ Using Identity-Based Policies (IAM Policies) for CloudWatch Events (p. 61)

¢ Using Resource-Based Policies for CloudWatch Events (p. 68)

CloudWatch Events Permissions Reference (p. 71)

57


https://aws.amazon.com/cli/
http://docs.aws.amazon.com/general/latest/gr/signature-version-4.html
http://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles.html
http://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles_providers.html
http://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles_providers.html
http://docs.aws.amazon.com/IAM/latest/UserGuide/introduction_access-management.html#intro-access-roles
http://docs.aws.amazon.com/IAM/latest/UserGuide/tutorial_cross-account-with-roles.html
http://docs.aws.amazon.com/IAM/latest/UserGuide/tutorial_cross-account-with-roles.html
http://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles_create_for-service.html
http://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles_create_for-service.html
http://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles_use_switch-role-ec2.html

Amazon CloudWatch Events User Guide
Overview of Managing Access

Overview of Managing Access Permissions to Your
CloudWatch Events Resources

Every AWS resource is owned by an AWS account, and permissions to create or access a resource
are governed by permissions policies. An account administrator can attach permissions policies to IAM
identities (that is, users, groups, and roles), and some services (such as AWS Lambda) also support
attaching permissions policies to resources.

Note
An account administrator (or administrator user) is a user with administrator privileges. For more
information, see IAM Best Practices in the IAM User Guide.

When granting permissions, you decide who is getting the permissions, the resources they get permissions
for, and the specific actions that you want to allow on those resources.

Topics
¢ CloudWatch Events Resources and Operations (p. 58)
¢ Understanding Resource Ownership (p. 59)
¢ Managing Access to Resources (p. 59)
¢ Specifying Policy Elements: Actions, Effects, and Principals (p. 60)
¢ Specifying Conditions in a Policy (p. 61)

CloudWatch Events Resources and Operations

In CloudWatch Events, the primary resource is a rule. CloudWatch Events supports other resources that
can be used with the primary resource, such as events. These are referred to as subresources. These
resources and subresources have unique Amazon Resource Names (ARNs) associated with them. For
more information about ARNs, see Amazon Resource Names (ARN) and AWS Service Namespaces in the
Amazon Web Services General Reference.

Resource Type ARN Format

Rule arn: aws: event s: regi on: account: rul e/ rul e- nane
All CloudWatch Events arn: aws: events: *

resources

All CloudWatch Events arn: aws: event s: regi on: account : *

resources owned by the
specified account in the
specified region

Note

Most services in AWS treat a colon () or a forward slash (/) as the same character in ARNSs.
However, CloudWatch Events uses an exact match in event patterns and rules. Be sure to use the
correct ARN characters when creating event patterns so that they match the ARN syntax in the
event you want to match.

For example, you can indicate a specific rule (nyRul e) in your statement using its ARN as follows:

"Resource": "arn:aws:events: us-east-1:123456789012: rul e/ nyRul e"

You can also specify all rules that belong to a specific account by using the asterisk (*) wildcard as follows:
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"Resource": "arn:aws:events: us-east-1:123456789012: rul e/ *"

To specify all resources, or if a specific API action does not support ARNs, use the asterisk (*) wildcard in
the Resource element as follows:

"Resource": "*"

Some CloudWatch Events API actions accept multiple resources (that is, Put Tar get s). To specify multiple
resources in a single statement, separate their ARNs with commas, as follows:

"Resource": ["arnl", "arn2"]

CloudWatch Events provides a set of operations to work with the CloudWatch Events resources. For a list
of available operations, see CloudWatch Events Permissions Reference (p. 71).

Understanding Resource Ownership

The AWS account owns the resources that are created in the account, regardless of who created the
resources. Specifically, the resource owner is the AWS account of the principal entity (that is, the root
account, an IAM user, or an IAM role) that authenticates the resource creation request. The following
examples illustrate how this works:

« If you use the root account credentials of your AWS account to create a rule, your AWS account is the
owner of the CloudWatch Events resource.

« If you create an IAM user in your AWS account and grant permissions to create CloudWatch Events
resources to that user, the user can create CloudWatch Events resources. However, your AWS account,
to which the user belongs, owns the CloudWatch Events resources.

¢ If you create an IAM role in your AWS account with permissions to create CloudWatch Events resources,
anyone who can assume the role can create CloudWatch Events resources. Your AWS account, to which
the role belongs, owns the CloudWatch Events resources.

Managing Access to Resources

A permissions policy describes who has access to what. The following section explains the available
options for creating permissions policies.

Note

This section discusses using IAM in the context of CloudWatch Events. It doesn't provide detailed
information about the IAM service. For complete IAM documentation, see What Is IAM? in the
IAM User Guide. For information about IAM policy syntax and descriptions, see AWS IAM Policy
Reference in the IAM User Guide.

Policies attached to an IAM identity are referred to as identity-based policies (IAM polices) and policies
attached to a resource are referred to as resource-based policies. CloudWatch Events supports both
identity-based (IAM policies) and resource-based policies.

Topics
« |dentity-Based Policies (IAM Policies) (p. 59)
« Resource-Based Policies (p. 60)

Identity-Based Policies (IAM Policies)

You can attach policies to IAM identities. For example, you can do the following:
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¢ Attach a permissions policy to a user or a group in your account — To grant a user permissions to
view rules in the CloudWatch console, you can attach a permissions policy to a user or group that the
user belongs to.

¢ Attach a permissions policy to a role (grant cross-account permissions) — You can attach an
identity-based permissions policy to an IAM role to grant cross-account permissions. For example, the
administrator in Account A can create a role to grant cross-account permissions to another AWS account
(for example, Account B) or an AWS service as follows:

1. Account A administrator creates an IAM role and attaches a permissions policy to the role that grants
permissions on resources in Account A.

2. Account A administrator attaches a trust policy to the role identifying Account B as the principal who
can assume the role.

3. Account B administrator can then delegate permissions to assume the role to any users in Account B.
Doing this allows users in Account B to create or access resources in Account A. The principal in the
trust policy can also be an AWS service principal to grant an AWS service permissions to assume the
role.

For more information about using IAM to delegate permissions, see Access Management in the IAM User
Guide.

You can create specific IAM policies to restrict the calls and resources that users in your account have
access to, and then attach those policies to IAM users. For more information about how to create IAM roles
and to explore example IAM policy statements for CloudWatch Events, see Overview of Managing Access
Permissions to Your CloudWatch Events Resources (p. 58).

Resource-Based Policies

When a rule is triggered in CloudWatch Events, all the targets associated with the rule are invoked.
Invocation means invoking the AWS Lambda functions, publishing to the Amazon SNS topics, and relaying
the event to the Amazon Kinesis streams. In order to be able to make API calls against the resources you
own, CloudWatch Events needs the appropriate permissions. For Lambda, Amazon SNS, and Amazon
SQS resources, CloudWatch Events relies on resource-based policies. For Amazon Kinesis streams,
CloudWatch Events relies on IAM roles.

For more information about how to create IAM roles and to explore example resource-based policy
statements for CloudWatch Events, see Using Resource-Based Policies for CloudWatch Events (p. 68).

Specifying Policy Elements: Actions, Effects, and
Principals

For each CloudWatch Events resource, the service defines a set of API operations. To grant permissions
for these API operations, CloudWatch Events defines a set of actions that you can specify in a policy. Some
API operations can require permissions for more than one action in order to perform the API operation.

For more information about resources and API operations, see CloudWatch Events Resources and
Operations (p. 58) and CloudWatch Events Permissions Reference (p. 71).

The following are the basic policy elements:

¢ Resource — You use an Amazon Resource Name (ARN) to identify the resource that the policy applies
to. For more information, see CloudWatch Events Resources and Operations (p. 58).

« Action — You use action keywords to identify resource operations that you want to allow or deny.
For example, the event s: Descri be permission allows the user permissions to perform the Descri be
operation.

¢ Effect — You specify the effect, either allow or deny, when the user requests the specific action. If you
don't explicitly grant access to (allow) a resource, access is implicitly denied. You can also explicitly deny
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access to a resource, which you might do to make sure that a user cannot access it, even if a different
policy grants access.

¢ Principal — In identity-based policies (IAM policies), the user that the policy is attached to is the implicit
principal. For resource-based policies, you specify the user, account, service, or other entity that you
want to receive permissions (applies to resource-based policies only).

To learn more about IAM policy syntax and descriptions, see AWS IAM Policy Reference in the IAM User
Guide.

For a table showing all of the CloudWatch Events API actions and the resources that they apply to, see
CloudWatch Events Permissions Reference (p. 71).

Specifying Conditions in a Policy

When you grant permissions, you can use the access policy language to specify the conditions when a
policy should take effect. For example, you might want a policy to be applied only after a specific date. For
more information about specifying conditions in a policy language, see Condition in the IAM User Guide.

To express conditions, you use predefined condition keys. There are AWS-wide condition keys and
CloudWatch Events—specific keys that you can use as appropriate. For a complete list of AWS-wide keys,

see Available Keys for Conditions in the IAM User Guide. For a complete list of CloudWatch Events—
specific keys, see Using IAM Policy Conditions for Fine-Grained Access Control (p. 73).

Using Identity-Based Policies (IAM Policies) for
CloudWatch Events

This topic provides examples of identity-based policies in which an account administrator can attach
permissions policies to IAM identities (that is, users, groups, and roles).

The following shows an example of a permissions policy that allows a user to put event data into Amazon
Kinesis.

"Version": "2012-10-17",
"Statement": [

{
"Sid": "C oudWat chEvent sl nvocati onAccess",
"Effect": "Allow',
"Action": [
"Kki nesi s: Put Record"
1,
"Resource": "*"
}

The sections in this topic cover the following:

Topics
¢ Permissions Required to Use the CloudWatch Console (p. 62)
« AWS Managed (Predefined) Policies for CloudWatch Events (p. 63)
¢ Permissions Required for CloudWatch Events to Access Certain Targets (p. 64)
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¢ Customer Managed Policy Examples (p. 65)

Permissions Required to Use the CloudWatch Console

For a user to work with CloudWatch Events in the CloudWatch console, that user must have a minimum set
of permissions that allows the user to describe other AWS resources for their AWS account. In order to use
CloudWatch Events in the CloudWatch console, you must have permissions from the following services:

¢ Automation

¢ Auto Scaling

¢ CloudTrail

¢ CloudWatch

¢ CloudWatch Events

e IAM

¢ Amazon Kinesis

¢ Lambda

e Amazon SNS

* Amazon SWF

If you create an IAM policy that is more restrictive than the minimum required permissions, the console
won't function as intended for users with that IAM policy. To ensure that those users can still use the
CloudWatch console, also attach the G oudwat chEvent sReadOnl yAccess managed policy to the user, as
described in AWS Managed (Predefined) Policies for CloudWatch Events (p. 63).

You don't need to allow minimum console permissions for users that are making calls only to the AWS CLI
or the CloudWatch API.

The full set of permissions required to work with the CloudWatch console are listed below:

* autonation: Creat eAction

* aut omation: Descri beAction

e autonmati on: Updat eActi on

e autoscal i ng: Descri beAut oScal i ngG oups
e cloudtrail:DescribeTrails

* ec2: Descri bel nstances

¢ ec2: Descri beVol unes

* events: Del eteRul e

* events: DescribeRul e

¢ events: Di sabl eRul e

* events: Enabl eRul e

e events: Li st Rul eNanesByTar get
* events:ListRules

e events: ListTargetsByRul e

* events: Put Events

* events: PutRule

* events: Put Targets

* events: RenoveTargets
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* events: Test Event Pattern
e iam ListRoles

¢ kinesis:ListStreans

* | anbda: AddPer mi ssi on

* | anbda: Li st Functi ons

* | anmbda: RemovePer m ssi on
* sns: Get Topi cAttri butes
* sns: Li st Topi cs

* sns: Set Topi cAttri butes
e swf: DescribeAction

e swi: ReferenceAction

* swf: RegisterAction

e swf: Regi st er Donai n

e swf: Updat eActi on

AWS Managed (Predefined) Policies for CloudWatch
Events

AWS addresses many common use cases by providing standalone IAM policies that are created and
administered by AWS. Managed policies grant necessary permissions for common use cases so you
can avoid having to investigate what permissions are needed. For more information, see AWS Managed
Policies in the IAM User Guide.

The following AWS managed policies, which you can attach to users in your account, are specific to
CloudWatch Events:

* CloudWatchEventsFullAccess — Grants full access to CloudWatch Events.

¢ CloudWatchEventsinvocationAccess — Allows CloudWatch Events to relay events to the streams in
Amazon Kinesis Streams in your account.

¢ CloudWatchEventsReadOnlyAccess — Grants read-only access to CloudWatch Events.

¢ CloudWatchEventsBuiltinTargetExecutionAccess — Allows built-in targets in CloudWatch Events to
perform Amazon EC2 actions on your behalf.

IAM Roles for Sending Events

In order for CloudWatch Events to relay events to your Amazon Kinesis stream targets, you must create an
1AM role.

To create an IAM role for sending CloudWatch Events

Open the IAM console at https://console.aws.amazon.com/iam/.

Follow the steps in Creating a Role to Delegate Permissions to an AWS Service in the IAM User Guide
to create an IAM role. As you follow the steps to create a role, do the following:

* In Role Name, use a name that is unique within your AWS account (for example,
CloudWatchEventsSending).

* In Select Role Type, choose AWS Service Roles, and then choose Amazon CloudWatch Events.
This grants CloudWatch Events permissions to assume the role.
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¢ In Attach Policy, choose CloudWatchEventsinvocationAccess.

You can also create your own custom IAM policies to allow permissions for CloudWatch Events actions and
resources. You can attach these custom policies to the IAM users or groups that require those permissions.
For more information about IAM policies, see Overview of IAM Policies in the IAM User Guide. For more
information about managing and creating custom 1AM policies, see Managing IAM Policies in the IAM User
Guide.

Permissions Required for CloudWatch Events to
Access Certain Targets

For CloudWatch Events to access certain targets, you must specify an IAM role for accessing that target,
and that role must have a certain policy attached.

If the target is an Amazon Kinesis stream, the role used to send event data to that target must include the
following policy:

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow',
"Action": [
"Kki nesi s: Put Recor d"
1.
"Resource": "*"
}
]
}

If the target is Amazon EC2 Run Command and you are specifying one or more Instancelds values for the
command, the role that you specify must include the following policy:

{
"Version": "2012-10-17",
"Statement": [
{
"Action": "ssm SendCommand",
"Effect": "Alow',
"Resource": [
"arn:aws: ec2: {{region}}:{{accountld}}:instance/[[instancelds]]",
"arn:aws: ssm{{region}}:*: docunent/{{docunent Nane}}"
]
}
]
}

If the target is Amazon EC2 Run Command and you are specifying one or more tags for the command, the
role that you specify must include the following policy:

"Version": "2012-10-17",
"Statement": [
{
"Action": "ssm SendConmmand",
"Effect": "Alow',
"Resource": [
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"arn:aws: ec2: {{region}}: {{accountld}}:instance/*"

I
"Condition": {
"StringEqual s": {
"ec2: ResourceTag/ *": [
"[[tagVal ues]]"
]
}
}
b
{
"Action": "ssm SendComrand”,
"Effect": "Alow',
"Resource": [
"arn:aws: ssm {{region}}: *: docunent/ {{docunent Nane}}"
]
}

If the target is an Step Functions state machine, the role that you specify must include the following policy:

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Alow',
"Action": [ "states: StartExecution" ],
"Resource": [ "arn:aws:states:*:*:stateMachine:*" ]
}
]
}

If the target is an ECS task, the role that you specify must include the following policy:

"Version": "2012-10-17",
"Statement": [{
"Effect": "Alow',
"Action": [
"ecs: RunTask"
I,
"Resource": [
"arn:aws: ecs: *: {{account-id}}:task-definition/{{task-definition-nane}}"
I,
"Condition": {
"ArnLi ke": {
"ecs:cluster": "arn:aws:ecs:*:{{account-id}}:cluster/{{cluster-nane}}"

}
3

Customer Managed Policy Examples

In this section, you can find example user policies that grant permissions for various CloudWatch Events
actions. These policies work when you are using the CloudWatch Events API, AWS SDKs, or the AWS CLI.

Note
All examples use the US West (Oregon) Region (us-west-2) and contain fictitious account IDs.

65




Amazon CloudWatch Events User Guide
Customer Managed Policy Examples

You can use the following sample 1AM policies listed to limit the CloudWatch Events access for your IAM
users and roles.

Examples
¢ Example 1: CloudWatchEventsBuiltinTargetExecutionAccess (p. 66)
¢ Example 2: CloudWatchEventsinvocationAccess (p. 66)
¢ Example 3: CloudWatchEventsConsoleAccess (p. 66)
¢ Example 4: CloudWatchEventsFullAccess (p. 67)
¢ Example 5: CloudWatchEventsReadOnlyAccess (p. 68)

Example 1: CloudWatchEventsBuiltinTargetExecutionAccess
The following policy allows built-in targets in CloudWatch Events to perform Amazon EC2 actions on your
behalf.

Important
Creating rules with built-in targets is supported only in the AWS Management Console.

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "d oudwat chEvent sBuil t | nTar get Executi onAccess",
"Effect": "Alow',
"Action": [
"ec2: Descri be*",
"ec2: Reboot | nst ances",
"ec2: St opl nstances",
"ec2: Term nat el nst ances",
"ec2: Creat eSnapshot "
1.
"Resource": "*"
}
]
}

Example 2: CloudWatchEventsinvocationAccess

The following policy allows CloudWatch Events to relay events to the streams in Amazon Kinesis streams
in your account.

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "d oudWat chEvent sl nvocati onAccess",
"Effect": "Allow',
"Action": [
"Kki nesi s: Put Recor d"
1.
"Resource": "*"
}
]
}

Example 3: CloudWatchEventsConsoleAccess

The following policy ensures that IAM users can use the CloudWatch Events console.
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"Version": "2012-10-17",
"Statement": [
{

"Sid": "d oudwat chEvent sConsol eAccess”,

"Effect": "Allow',

"Action": [
"aut omat i on: Creat eActi on",
"aut omat i on: Descri beAction",
"aut omat i on: Updat eActi on",
"aut oscal i ng: Descri beAut oScal i ngG oups",
"cloudtrail:DescribeTrails",
"ec2: Descri bel nst ances",
"ec2: Descri beVol unes",
"events:*",
"iam Li st Rol es",
"Ki nesis: ListStreans",
"I anbda: AddPer ni ssi on",
"l anbda: Li st Functi ons",
"| anbda: RenobvePer ni ssi on",
"sns: Get Topi cAttri butes",
"sns: Li st Topi cs",
"sns: Set Topi cAttri butes",
"swf: Descri beAction",
"swf : Ref erenceAction",
"swf: Regi sterAction",
"swf: Regi st er Donai n",
"swf: Updat eAct i on"

1.

"Resource": "*"

"Sid": "I AMPassRol eFor Gl oudWat chEvent s”,

"Effect": "Alow',

"Action": "iam PassRol e",

"Resource": [
"arn:aws:iam:*:rol e/ AW5_Events_I| nvoke_Tar gets",
"arn:aws:iam:*:rol e/ AN5_Events_Acti ons_Execution

Example 4: CloudWatchEventsFullAccess

The following policy allows performing actions against CloudWatch Events through the AWS CLI and SDK.

"Version": "2012-10-17",
"Statement": [

{
"Sid": "C oudwWat chEvent sFul | Access",
"Effect": "Allow',
"Action": "events:*",
"Resource": "*"
b
{
"Sid": "l AMPassRol eFor O oudWat chEvent s",
"Effect": "Allow',
"Action": "iam PassRol e",
"Resource": "arn:aws:iam:*:rol e/ AW5_Events_| nvoke_Targets"
}
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‘ }

Example 5: CloudWatchEventsReadOnlyAccess

The following policy provides read-only access to CloudWatch Events.

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "d oudwat chEvent sReadOnl yAccess",
"Effect": "Allow',
"Action": [
"events: Descri be*",
"events: List*",
"events: Test Event Pat t er n”
1.
"Resource": "*"
}
]
}

Using Resource-Based Policies for CloudWatch
Events

When a rule is triggered in CloudWatch Events, all the targets associated with the rule are invoked.
Invocation means invoking the AWS Lambda functions, publishing to the Amazon SNS topics, and relaying
the event to the Amazon Kinesis streams. In order to be able to make API calls against the resources you
own, CloudWatch Events needs the appropriate permissions. For Lambda, Amazon SNS, and Amazon
SQS resources, CloudWatch Events relies on resource-based policies. For Amazon Kinesis streams,
CloudWatch Events relies on IAM roles.

You can use the following permissions to invoke the targets associated with your CloudWatch Events rules.
The procedures below use the AWS CLI to add permissions to your targets. For information about how to
install and configure the AWS CLI, see Getting Set Up with the AWS Command Line Interface in the AWS
Command Line Interface User Guide.

Topics
¢« AWS Lambda Permissions (p. 68)
¢ Amazon SNS Permissions (p. 69)
¢« Amazon SQS Permissions (p. 70)

AWS Lambda Permissions

To invoke your AWS Lambda function using a CloudWatch Events rule, add the following permission to the
policy of your Lambda function.

{
"Effect": "Alow',
"Action": "lanbda: | nvokeFunction",
"Resource": "arn:aws: | anbda: regi on: account-i d: functi on: functi on-nane",
"Principal": {
"Service": "events.amazonaws. cont
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H
"Condition": {
"ArnLi ke": {
" AWS: Sour ceArn": "arn:aws: events:region:account-id:rule/rul e-nanme"
}
}

"Sid": "Trust CWETol nvokeMyLanbdaFuncti on"

To add permissions that enable CloudWatch Events to invoke Lambda functions

*« Atacommand prompt, enter the following command:

aws | anbda add- permi ssion --statement-id "Trust CAETol nvokeMyLanbdaFuncti on" \
--action "l anmbda: | nvokeFunction" \

--principal "events.anmazonaws. cont \

--function-nanme "arn:aws: | anmbda: r egi on: account -i d: function: functi on-name" \
--source-arn "arn:aws: events:regi on:account-id:rul e/rul e-nanme"

For more information about setting permissions that enable CloudWatch Events to invoke Lambda
functions, see AddPermission and Using Lambda with Scheduled Events in the AWS Lambda Developer
Guide.

Amazon SNS Permissions

To allow CloudWatch Events to publish an Amazon SNS topic, use the aws sns get-topic-attributes
and the aws sns set-topic-attributes commands.

To add permissions that enable CloudWatch Events to publish SNS topics

1. First, list SNS topic attributes. At a command prompt, type the following:

aws sns get-topic-attributes --topic-arn "arn:aws:sns:regi on:account-id:topic-nane"

The command returns all attributes of the SNS topic. The following example shows the result of a
newly created SNS topic.

"Attributes": {

"Subscri ptionsConfirnmed": "0",

"Di spl ayNane": "",

"SubscriptionsDel eted": "0",

"Ef fectiveDeliveryPolicy": "{\"http\":{\"defaul t Heal thyRetryPolicy\":

{\"m nDel ayTarget\": 20,\"maxDel ayTarget\": 20, \"nunRetries\": 3,\"nunVaxDel ayRetri es
\":0,\"numNoDel ayRetries\":0,\"nunM nDel ayRetries\":0,\"backoffFunction\":\"linear\"},
\ "di sabl eSubscri pti onOverrides\": fal se}}",

"Owner": "account-id",

"Policy": "{\"Version\":\1"2012-10-17\",\"I1d\":\"__default_policy_ID",
\"Statenent\":[{\"Sid\":\"__default_statenment _ID\" ,\"Effect\":\"Allowm",\"Principal
V' {VTAWBL T ENME V" Action\ M [\ " SNS: Get Topi cAttributes\",\"SNS: Set Topi cAttri butes
\",\" SNS: AddPer ni ssi on\",\ " SNS: RenovePer m ssi on\",\ " SNS: Del et eTopi c\",\ " SNS: Subscri be
\",\"SNS: Li st Subscri pti onsByTopi c\",\"SNS: Publ i sh\",\"SNS: Recei ve\ "], \"Resource
\":\"arn:aws: sns: regi on: account-id:topi c-name\",\"Condition\":{\"StringEqual s\":

{\" AWE: Sour ceOmner\":\"account-id\"}}}]1}",
"Topi cArn": "arn:aws:sns:region:account-id:topic-nanme",
"Subscri pti onsPendi ng": "0"
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2.

Next, convert the following statement to a string and add it to the "Statement" collection inside the
"Policy" attribute.

{

"Sid": "Trust CWEToPubl i shEvent sToMyTopi c",

"Effect": "Alow',

"Principal": {

"Service": "events.amazonaws. conf

},

"Action": "sns:Publish",

"Resource": "arn:aws:sns:region:account-id:topic-nanme"
}

After you convert the statement to a string, it should look like the following:

{\"Sid\":\"Trust CWEToPubl i shEvent sToMyTopi c\",\"Effect\":\"Allow",\"Principal\":
{\"Service\":\"events. amazonaws. com"},\"Action\":\"sns: Publish\", \"Resource\":
\"arn:aws: sns: regi on: account -i d: t opi c-nane\ "}

After you've added the statement string to the statement collection, use the aws sns set -t opi c-
attributes command to set the new policy.

aws sns set-topic-attributes --topic-arn "arn:aws:sns:regi on:account-id:topic-nanme" \
--attribute-name Policy \

--attribute-value "{\"Version\":\"2012-10-17\",\"1d\":\"__default_policy_ID\",
\"Statement\":[{\"Sid\":\"__default_statenent _ID\",\"Effect\":\"Allow",\"Princi pal
VU {VTAWBL TN MY N Action\ M [\ " SNS: Get Topi cAttributes\",\" SNS: Set Topi cAttributes
\",\" SNS: AddPer ni ssi on\",\ " SNS: RenovePer m ssi on\",\ " SNS: Del et eTopi c\",\"SNS: Subscri be
\",\"SNS: Li st Subscri pti onsByTopi c\",\"SNS: Publ i sh\",\"SNS: Recei ve\ "], \"Resource
\":\"arn: aws: sns: regi on: account -i d: topi c-nanme\",\"Condi tion\": {\"StringEqual s\":

{\" AWE: Sour ceOmer\":\"account-id\"}}}, {\"Sid\":\"Trust CWEToPubl i shEvent sToMyTopi c\ ",
\"Effect\":\"Allowm",\"Principal\":{\"Service\":\"events. amazonaws. com "}, \"Action\":
\"sns: Publish\",\"Resource\":\"arn: aws: sns: regi on: account-id:topic-nanme\"}]}"

For more information, see the SetTopicAttributes action in the Amazon Simple Notification Service API
Reference.

Amazon SQS Permissions

To allow a CloudWatch Events rule to invoke an Amazon SQS queue, use the aws sgs get - queue-
attributes and the aws sgs set-queue-attributes commands.

To add permissions that enable CloudWatch Events rules to invoke an SQS queue

1.

First, list SQS queue attributes. At a command prompt, type the following:

aws sqs get-queue-attributes \
--queue-url https://sqgs.regi on.amazonaws. coni account -i d/ queue- nane \
--attribute-names Policy

For a newly created SQS queue, its policy is empty by default. In addition to adding a statement, you
also need to create a policy that contains this statement.

The following statement enables CloudWatch Events to send messages to an SQS queue:

{
"Sid": "Trust CWEToSendEvent sToMyQueue",

"Effect": "Allow',
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"Principal": {
"AWET R
h
"Action": "sgs: SendMessage",
"Resource": "arn:aws:sqs:region:account-id:queue-nanme",
"Condition": {
" ArnEqual s": {
"aws: Sour ceArn": "arn:aws:events:region:account-id:rule/rule-nanme"
}
}
}

3. Next, convert the statement above into a string. After you convert the policy to a string, it should look
like the following:

{\"Sid\": \"Trust CWEToSendEvent sToMyQueue\", \"Effect\": \"Allowm", \"Principal
VM {VTAWBL T AR A" Action\": \"sgs: SendMessage\", \"Resource\":
\"arn: aws: sgs: regi on: account -i d: queue-nane\", \"Condition\": {\"ArnEqual s\":
{\"aws: SourceArn\": \"arn:aws:events:region:account-id:rule/rule-nanme\"}}

4. Create a file called set-queue-attributes.json with the following content:

"Policy": "{\"Version\":\"2012-10-17\",\"Id\":\"arn: aws: sgs: regi on: account -
d: queue- nane/ SQSDef aul t Pol i cy\",\"Statement\": [{\"Sid\":
\ " Trust C\EToSendEvent sToMyQueue\ ", \"Effect\": \"Allow", \"Principal\": {\"AWS":
\"*\"}, \"Action\": \"sgs: SendMessage\", \"Resource\": \"arn:aws:sqs:region:account-
d: queue-nane\", \"Condition\": {\"ArnEqual s\": {\"aws: SourceArn\":
\"arn:aws: events: region:account-id:rule/rule-nane\"}}}1}"

5. Set the policy attribute using the set-queue-attributes.json file as the input. At a command prompt,
type:

aws sqgs set-queue-attributes \
--queue-url https://sqgs.region.amazonaws. conf account -i d/ queue- nanme \
--attributes file://set-queue-attributes.json

If the SQS queue already has a policy, you need to copy the original policy and combine it with a new
statement in the set-queue-attributes.json file and run the above command to update the policy.

For more information, see Amazon SQS Policy Examples in the Amazon Simple Queue Service Developer
Guide.

CloudWatch Events Permissions Reference

When you are setting up Access Control (p. 57) and writing permissions policies that you can attach to

an IAM identity (identity-based policies), you can use the following table as a reference. The table lists each
CloudWatch Events API operation and the corresponding actions for which you can grant permissions to
perform the action. You specify the actions in the policy's Act i on field, and you specify a wildcard character
(*) as the resource value in the policy's Resour ce field.

You can use AWS-wide condition keys in your CloudWatch Events policies to express conditions. For a
complete list of AWS-wide keys, see Available Keys in the IAM User Guide.

Note
To specify an action, use the event s: prefix followed by the API operation name. For example:
events: Put Rul e, event s: Enabl eRul e, or event s: * (for all CloudWatch Events actions).
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To specify multiple actions in a single statement, separate them with commas as follows:

"Action": ["events:actionl", "events:action2"]

You can also specify multiple actions using wildcards. For example, you can specify all actions whose
name begins with the word "Put" as follows:

"Action": "events:Put*"

To specify all CloudWatch Events API actions, use the * wildcard as follows:

"Action": "events:*"

The actions you can specify in an 1AM policy for use with CloudWatch Events are listed below.

CloudWatch Events APl Operations and Required Permissions for Actions

CloudWatch Events API Operations

DeleteRule

DescribeRule

DisableRule

EnableRule

ListRuleNamesByTarget

ListRules

ListTargetsByRule

PutEvents

PutRule

PutTargets

Required Permissions (APl Actions)

event s: Del et eRul e

Required to delete a rule.

event s: Descri beRul e

Required to list the details about a rule.

event s: Di sabl eRul e

Required to disable a rule.

event s: Enabl eRul e

Required to enable a rule.

event s: Li st Rul eNanesByTar get

Required to list rules associated with a target.
event s: Li st Rul es

Required to list all rules in your account.
event s: Li st Tar get sByRul e

Required to list all targets associated with a rule.
event s: Put Event s

Required to add custom events that can be
matched to rules.

event s: Put Rul e
Required to create or update a rule.
event s: Put Tar get s

Required to add targets to a rule.
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CloudWatch Events API Operations Required Permissions (APl Actions)
RemoveTargets event s: RenoveTar get s

Required to remove a target from a rule.
TestEventPattern events: Test Event Pattern

Required to test an event pattern against a given
event.

Using IAM Policy Conditions for Fine-Grained
Access Control

When you grant permissions, you can use the access policy language to specify the conditions when a
policy should take effect. In a policy statement, you can optionally specify conditions that control when it is
in effect. Each condition contains one or more key-value pairs. Condition keys are not case-sensitive. For
example, you might want a policy to be applied only after a specific date.

If you specify multiple conditions, or multiple keys in a single condition, they are evaluated using a logical
AND operation. If you specify a single condition with multiple values for one key, they are evaluated using a
logical OR operation. For permission to be granted, all conditions must be met.

You can also use placeholders when you specify conditions. For more information, see Policy Variables in
the 1AM User Guide. For more information about specifying conditions in an access policy language, see
Condition in the IAM User Guide.

By default, IAM users and roles can't access the events in your account. To consume events, a user must
be authorized for the Put Rul e API action. If you allow an IAM user or role for the event s: Put Rul e action in
their policy, then they will be able to create a rule that matches certain events. You must add a target to a
rule, otherwise, a rule without a target does nothing except publish a CloudWatch metric when it matches
an incoming event. Your IAM user or role must have permissions for the event s: Put Tar get s action.

It is possible to limit access to the events by scoping the authorization to specific sources and types of
events (using the event s: sour ce and event s: det ai | -t ype condition keys). You can provide a condition
in the policy statement of the IAM user or role that allows them to create a rule that only matches a specific
set of sources and detail types. For a list showing all of condition key values and the CloudWatch Events
actions and resources that they apply to, see Using IAM Policy Conditions for Fine-Grained Access
Control (p. 73).

Similarly, through setting conditions in your policy statements, you can decide which specific resources in
your accounts can be added to a rule by an IAM user or role (using the event s: Tar get Ar n condition key).
For example, if you turn on CloudTrail in your account and you have a CloudTrail stream, CloudTrail events
are also available to the users in your account through CloudWatch Events. If you want your users to use
CloudWatch Events and access all the events but the CloudTrail events, you can add a deny statement

on the Put Rul e API action with a condition that any rule created by that user or role cannot match the
CloudTrail event type.

For CloudTrail events, you can limit the access to a specific principal that the original API call was
originated from (using the event s: det ai | . user I dentity. princi pal | d condition key). For example, you
can allow a user to see all the CloudTrail events, except the ones that are made by a specific IAM role in
your account that you use for auditing or forensics.

Condition Key Key/Value Pair Evaluation Types

event s: source "events: source":"source " Source, Null
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Condition Key Key/Value Pair Evaluation Types

Where sour ce is the literal string for
the source field of the event such as
"aws.ec2" and "aws.s3".

events: detail-type "events:detail-type":"detail - Detail Type, Null

type "

Where det ai | -t ype is the literal
string for the detail-type field of
the event such as "AWS API Call
via CloudTrail" and "EC2 Instance
State-change Notification".

events: "events: Principal 1d, Null
detail.userldentity. princdegdid. userldentity. principalld";"principal-

i "

Where pri nci pal -id is

the literal string for the

detail.userldentity.principalld field

of the event with detail-type "AWS

API Call via CloudTrail" such as

" ARQAI DPPEZS35WEXAMPLE: AssunmedRol eSessi onNane. ".

events: Target Arn "events: Target Arn":"target-arn ARN, Null

Where t ar get - ar n is the

ARN of the target that can

be put to a rule such as

"arn: aws: | anbda: *: *: function: *".

For example policy statements for CloudWatch Events, see Overview of Managing Access Permissions to
Your CloudWatch Events Resources (p. 58).

Topics

Example 1: Limit Access to a Specific Source (p. 74)

Example 2: Define Multiple Sources That Can Be Used in an Event Pattern Individually (p. 76)
Example 3: Define a Source and a DetailType That Can Be Used in an Event Pattern (p. 77)
Example 4: Ensure That the Source Is Defined in the Event Pattern (p. 78)

Example 5: Define a List of Allowed Sources in an Event Pattern with Multiple Sources (p. 79)

Example 6: Ensure That AWS CloudTrail Events for API Calls from a Certain Principalld Are
Consumed (p. 80)

Example 7: Limiting Access to Targets (p. 81)

Example 1: Limit Access to a Specific Source

The following example policies can be attached to an IAM user. Policy A allows the Put Rul e API action
for all events, whereas Policy B allows Put Rul e only if the event pattern of the rule being created matches
Amazon EC2 events.

Policy A:—allow any events

74



Amazon CloudWatch Events User Guide
Example 1: Limit Access to a Specific Source

"Version": "2012-10-17",
"Statement": [

{
"Sid": "AlIlowPut Rul eFor Al | Event s",
"Effect": "Allow',
"Action": "events: PutRule",
"Resource": "*"

}

Policy B:—allow events only from Amazon EC2

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "All owPut Rul eFor Al | EC2Event s",
"Effect": "Alow',
"Action": "events:PutRule",
"Resource": "*",
"Condition": {
"StringEqual s": {
"events:source": "aws.ec2"
}
}
}
]
}

EventPattern is a mandatory argument to Put Rul e. Hence, if the user with Policy B calls Put Rul e with an
event pattern like the following:

"source": [ "aws.ec2" ]

The rule would be created because the policy allows for this specific source, that is, "aws.ec2". However, if
the user with Policy B calls Put Rul ewith an event pattern like the following:

"source": [ "aws.s3" ]

The rule creation would be denied because the policy does not allow for this specific source, that is,
"aws.s3". Essentially, the user with Policy B is only allowed to create a rule that would match the events
originating from Amazon EC2; hence, they are only allowed access to the events from Amazon EC2.

See the following table for a comparison of Policy A and Policy B:

Event Pattern Allowed by Policy A Allowed by Policy B
( Yes Yes
"source":
[ "aws.ec2" ]
}
( Yes No (Source aws.s3 is not allowed)
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Event Pattern Allowed by Policy A Allowed by Policy B

"source":
[ "aws.ec2",
"aws. s3" ]

}

Yes Yes

"source":
[ "aws.ec2" ],
"detail -type":
[ "EC2 Instance State-
change Notification" ]

}

Yes No (Source must be specified)

"detail -type":
[ "EC2 Instance State-
change Notification" ]

}

Example 2: Define Multiple Sources That Can Be
Used in an Event Pattern Individually

The following policy allows events from Amazon EC2 or CloudWatch Events. In other words, it allows an
IAM user or role to create a rule where the source in the EventPattern is specified as either "aws.ec2" or
"aws.ecs". Not defining the source results in a "deny".

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "AlowPut Rul el f Sour cel sSEC2OCr ECS',
"Effect": "Alow',
"Action": "events:PutRule",
"Resource": "*",
"Condition": {
"StringEqual s": {
"events:source": [ "aws.ec2", "aws.ecs" ]
}
}
}
]
}

See the following table for examples of event patterns that would be allowed or denied by this policy:

Event Pattern Allowed by the Policy
( Yes
"source": [ "aws.ec2" ]
}
Yes
{

"source": [ "aws.ecs" ]
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Event Pattern Allowed by the Policy
}
No
{
"source": [ "aws.s3" ]
}
No
{
"source": [ "aws.ec2",
"aws. ecs" ]
}
( No
"detail-type": [ "AWS APl Call

via CoudTrail" ]

}

Example 3: Define a Source and a DetailType That
Can Be Used in an Event Pattern

The following policy allows events only from the aws. ec2 source with DetailType equal to EC2 i nst ance
state change notification.

"Version": "2012-10-17",
"Statement": [

{
"Sid":
" Al | owPut Rul el f Sour cel SEC2AndDet ai | Typel sl nst anceSt at eChangeNoti fi cati on”,
"Effect": "Alow',
"Action": "events:PutRule",
"Resource": "*",
"Condition": {
"StringEqual s": {
"events:source": "aws.ec2",
"events:detail-type": "EC2 |Instance State-change Notification"

See the following table for examples of event patterns that would be allowed or denied by this policy:

Event Pattern Allowed by the Policy
No
{
"source": [ "aws.ec2" ]
}
No
{

"source": [ "aws.ecs" ]
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Event Pattern Allowed by the Policy

}

( Yes
"source": [ "aws.ec2" ],
"detail-type": [ "EC2 Instance

St at e-change Notification" ]

}

( No
"source": [ "aws.ec2" ],
"detail-type": [ "EC2 Instance

Heal th Failed" ]

}

( No
"detail-type": [ "EC2 Instance

St at e-change Notification" ]

}

Example 4: Ensure That the Source Is Defined in the
Event Pattern

The following policy allows creating rules with Event Pat t er ns that must have the source field. In other
words, an IAM user or role can't create a rule with an Event Pat t er n that does not provide a specific source.

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "AlowPut Rul el f Sourcel sSpeci fied",
"Effect": "Alow',
"Action": "events:PutRule",
"Resource": "*",
"Condition": {
“Nul I": {
"events:source": "fal se"
}
}
}
]
}

See the following table for examples of event patterns that would be allowed or denied by this policy:

Event Pattern

Allowed by the Policy

Yes

"source": [ "aws.ec2" ],
"detail-type": [ "EC2 Instance
St at e- change Notification" ]

}
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Event Pattern Allowed by the Policy
( Yes
"source": [ "aws.ecs",
"aws. ec2" ]
}
( No
"detail -type": [ "EC2 Instance

St at e- change Notification" ]
}

Example 5: Define a List of Allowed Sources in an
Event Pattern with Multiple Sources

The following policy allows creating rules with Event Pat t er ns that can have multiple sources in them. Each
source listed in the event pattern must be a member of the list provided in the condition. When using the
ForAllValues condition, make sure that at least one of the items in the condition list is defined.

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "AllowPut Rul el f Sour cel sSpeci fi edAndl sEi t her S3Or EC2Or Bot h",
"Effect": "Alow',
"Action": "events: PutRul e",
"Resource": "*",
"Condition": {
"For Al | Val ues: StringEqual s": {
"events:source": [ "aws.ec2", "aws.s3" ]
H
“Nul I ": {
"events:source": "fal se"
}
}
}
]
}

See the following table for examples of event patterns that would be allowed or denied by this policy:

Event Pattern Allowed by the Policy
( Yes
"source": [ "aws.ec2" ]
}
( Yes
"source": [ "aws.ec2", "aws.s3" ]
}
No
{
"source": [ "aws.ec2",
"aws. aut oscal i ng" ]
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Event Pattern Allowed by the Policy
}

No
{

"detail-type": [ "EC2 Instance
St at e-change Notification" ]

}

Example 6: Ensure That AWS CloudTrail Events for
API Calls from a Certain Principalld Are Consumed

All AWS CloudTrail events have the ID of the user who made the API call (Principalld)

in the detai | . userldentity. principalld path of an event. With the help of the
events:detail.userldentity.principalld condition key, you can limit the access of IAM users or roles
to the CloudTrail events for only those coming from a specific account.

"Version": "2012-10-17",
"Statement": [

{
"Sid": "AlowPut Rul eOnl yFor C oudTr ai | Event sWher eUser | sASpeci fi cl AMJser",
"Effect": "Alow',
"Action": "events:PutRul e",
"Resource": "*",
"Condition": {
"StringEqual s": {
"events:detail-type": [ "AWS APl Call via CoudTrail" ],
"events:detail.userldentity.principalld': [ "Al DAJ4A5Q7YFFAREXAMPLE" ]
}
}
}

See the following table for examples of event patterns that would be allowed or denied by this policy:

Event Pattern Allowed by the Policy
( No
"detail -type": [ "AWS APl Call
via doudTrail" ]
}
( Yes
"detail-type": [ "AWS APl Call
via CoudTrail" ],
"detail.userldentity.principalld":
[ "Al DAJ45Q7YFFAREXAMPLE" ]
}
( No
"detail-type": [ "AWS APl Call
via CoudTrail" T,
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Event Pattern Allowed by the Policy

"detail.userldentity.principalld":
[ " AROAI DPPEZS35WEXAMPLE: AssunmedRol eSessi onNanme" ]
}

Example 7: Limiting Access to Targets

If an 1AM user or role has event s: Put Tar get s permission, they can add any target under the same account
to the rules that they are allowed to access. For example, the following policy limits adding targets to only a
specific rule (MyRule under account 123456789012).

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "AlowPut Tar get sOnASpeci fi cRul e",
"Effect": "Alow',
"Action": "events: PutTargets",
"Resource": "arn:aws:events: us-east-1:123456789012: rul e/ MyRul e"
}
]
}

To limit what target can be added to the rule, use the event s: Tar get Ar n condition key. For example, you
can limit targets to only Lambda functions, as in the following example.

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "All owPut Tar get sOnASpeci fi cRul eAndOnl yLanbdaFuncti ons",
"Effect": "Alow',
"Action": "events: PutTargets",
"Resource": "arn:aws:events: us-east-1:123456789012: rul e/ MyRul e",
"Condition": {
"ArnLi ke": {
"events: Target Arn": "arn:aws:|anbda: *: *: function: *"
}
}
}
]
}
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Logging Amazon CloudWatch Events
API Calls in AWS CloudTrall

AWS CloudTrall is a service that captures API calls made by or on behalf of your AWS account. This
information is collected and written to log files that are stored in an Amazon S3 bucket that you specify. API
calls are logged whenever you use the API, the console, or the AWS CLI. Using the information collected
by CloudTrail, you can determine what request was made, the source IP address the request was made
from, who made the request, when it was made, and so on.

To learn more about CloudTrail, including how to configure and enable it, see the What is AWS CloudTrail
in the AWS CloudTrail User Guide.

Topics
¢ CloudWatch Events Information in CloudTrail (p. 82)
« Understanding Log File Entries (p. 83)

CloudWatch Events Information in CloudTrall

If CloudTrail logging is turned on, calls made to API actions are captured in log files. Every log file entry
contains information about who generated the request. For example, if a request is made to create a
CloudWatch Events rule (Put Rul €), CloudTrail logs the user identity of the person or service that made the
request.

The user identity information in the log entry helps you determine the following:

¢ Whether the request was made with root or IAM user credentials
¢ Whether the request was made with temporary security credentials for a role or federated user
¢ Whether the request was made by another AWS service

For more information, see the CloudTrail userldentity Element in the AWS CloudTrail User Guide.

You can store your log files in your bucket for as long as you want, but you can also define Amazon S3
lifecycle rules to archive or delete log files automatically. By default, your log files are encrypted by using
Amazon S3 server-side encryption (SSE).

82


http://docs.aws.amazon.com/awscloudtrail/latest/userguide/what_is_cloud_trail_top_level.html
http://docs.aws.amazon.com/awscloudtrail/latest/userguide/cloudtrail-event-reference-user-identity.html

Amazon CloudWatch Events User Guide
Understanding Log File Entries

If you want to be notified upon log file delivery, you can configure CloudTrail to publish Amazon SNS
notifications when new log files are delivered. For more information, see Configuring Amazon SNS
Notifications for CloudTrail in the AWS CloudTrail User Guide.

You can also aggregate Amazon CloudWatch Logs log files from multiple AWS regions and multiple AWS
accounts into a single Amazon S3 bucket. For more information, see Receiving CloudTrail Log Files from
Multiple Regions and Receiving CloudTrail Log Files from Multiple Accounts in the AWS CloudTrail User
Guide.

When logging is turned on, the following API actions are written to CloudTrail:

¢ DeleteRule

¢ DescribeRule

¢ DisableRule

« EnableRule

¢ ListRuleNamesByTarget
¢ ListRules

¢ ListTargetsByRule
¢ PutRule

e PutTargets

* RemoveTargets
* TestEventPattern

For more information about these actions, see the Amazon CloudWatch Events API Reference.

Understanding Log File Entries

CloudTrail log files contain one or more log entries. Each entry lists multiple JSON-formatted events. A log
entry represents a single request from any source and includes information about the requested action, the
date and time of the action, request parameters, and so on. The log entries are not an ordered stack trace
of the public API calls, so they do not appear in any specific order. Log file entries for all API actions are
similar to the examples below.

The following log file entry shows that a user called the CloudWatch Events PutRule action.

"event Version":"1.03",
"userldentity":{
"type":"Root",
"principalld":"123456789012",
"arn":"arn:aws:iam:123456789012: root",
"account | d":"123456789012",
"accessKeyl d": " AKI Al OSFODNN7EXAMPLE" ,
"sessi onCont ext": {
"attributes":{
"nfaAut henti cated": "fal se",
"creationbDate":"2015-11-17T23: 56: 152"

}
b
"event Ti me":"2015-11-18T00: 11: 282",
"event Sour ce": "events. anazonaws. cont',
"event Nane": " Put Rul e",
"awsRegi on": "us-east-1",
"sourcel PAddress":"AWS I nternal ",
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"user Agent ": " AW5 Cl oudWat ch Consol e",
"request Paraneters": {
"description":"",
"name":"cttest2",
"state":"ENABLED',
"eventPattern":"{\"source\":[\"aws.ec2\"],\"detail -type\":[\"EC2
St at e-change Notification\"]}",

"schedul eExpression":

b
"responseEl ement s": {
"rul eArn":"arn: aws: events: us-east-1: 123456789012: rul e/ ctt est 2"
b
"request| D':"e9caf 887-8d88- 11e5- a331- 3332aa445952",
"event | D': " 49d14f 36- 6450- 44a5- a501- bOf dcdf aeb98",
"event Type": " AwsApi Cal | ",
"api Version":"2015-10-07",
"reci pi ent Account 1 d":"123456789012"

I nst ance
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Troubleshooting CloudWatch Events

You can use the steps in this section to troubleshoot CloudWatch Events.

Topics
¢ My rule was triggered but my Lambda function was not invoked (p. 85)
¢ | have just created/modified a rule but it did not match a test event (p. 86)
¢ My rule did not self-trigger at the time specified in the ScheduleExpression (p. 87)
¢ My rule did not trigger at the time that | expected (p. 87)
¢ My rule matches IAM API calls but my rule was not triggered (p. 87)

¢ My rule is not working because the IAM role associated with the rule is ignored when the rule is
triggered (p. 87)

¢ | created a rule with an EventPattern that is supposed to match a resource, but | don't see any events
that match the rule (p. 88)

« My event's delivery to the target experienced a delay (p. 88)

« My rule was triggered more than once in response two identical events. What guarantee does
CloudWatch Events offer for triggering rules or delivering events to the targets? (p. 88)

¢ My rule is being triggered but | don't see any messages published into my Amazon SNS topic (p. 88)

« My Amazon SNS topic still has permissions for CloudWatch Events even after | deleted the rule
associated with the Amazon SNS topic (p. 90)

¢ Which IAM condition keys can | use with CloudWatch Events (p. 90)
¢ How can | tell when CloudWatch Events rules are broken (p. 90)

My rule was triggered but my Lambda function was
not invoked

Make sure you have the right permissions set for your Lambda function. Run the following command using
AWS CLI (replace the function name with your function and use the AWS region your function is in):

aws | anbda get-policy --function-nane MyFunction --region us-east-1

You should see an output similar to the following:
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"Policy": "{\"Version\":\1"2012-10-17\",
\"Statenent\":[
{\"Condition\":{\"ArnLi ke\": {\"AWS: Sour ceArn\":\"arn: aws: event s: us-
east-1:123456789012: rul e/ MyRul e\ "} },
\"Action\":\"lanbda: | nvokeFunction\",
"Resource\":\"arn: aws: | anbda: us- east - 1: 123456789012: f uncti on: MyFuncti on\ ",
"Effect\":\"Allowm",
"Principal\":{\"Service\":\"events. amazonaws. com "},
"Sid\tiA"Mld\ "}

— - — -

\"Idv":\"defaul t\"}"

If you see the following:

A client error (ResourceNot FoundException) occurred when calling the GetPolicy operation:
The resource you requested does not exist.

Or, you see the output but you can't locate events.amazonaws.com as a trusted entity in the policy, run the
following command:

aws | anbda add- permi ssion \

--functi on-name MyFunction \

--statenment-id Myld \

--action 'l anbda: | nvokeFunction' \

--principal events.anmazonaws.com\

--source-arn arn:aws: events: us-east-1:123456789012: rul e/ MyRul e

Note

If the policy is incorrect, you can also edit the rule in the CloudWatch Events console by

removing and then adding it back to the rule. The CloudWatch Events console will set the correct
permissions on the target.

If you're using a specific Lambda alias or version, you must add the - - qual i fi er parameter in the
aws | ambda get -policy and aws | anbda add- per mi ssi on commands.

aws | anbda add- perm ssion \

--function-name MyFunction \

--statement-id Myld \

--action 'l anbda: | nvokeFunction' \

--principal events.amazonaws.com \

--source-arn arn:aws: events: us-east-1:123456789012: rul e/ MyRul e
--qualifier alias or version

| have just created/modified a rule but it did not
match a test event

When you make a change to a rule or to its targets, incoming events might not immediately start or stop
matching to new or updated rules. Please allow a short period of time for changes to take effect. If, after
this short period, events still do not match, you can also check several Events metrics for your rule in
CloudWatch such as Tri gger edRul es, | nvocat i ons, and Fai | edl nvocat i ons for further debugging.

You can also use the Test Event Pat t er n action to test the event pattern of your rule with a test event to
make sure the event pattern of your rule is correctly set. For more information, see TestEventPattern in the
Amazon CloudWatch Events API Reference.

86


http://docs.aws.amazon.com/AmazonCloudWatchEvents/latest/APIReference/API_TestEventPattern.html

Amazon CloudWatch Events User Guide
My rule did not self-trigger at the time
specified in the ScheduleExpression

My rule did not self-trigger at the time specified in
the ScheduleExpression

ScheduleExpressions are in UTC. Make sure you have set the schedule for rule to self-trigger in the UTC
timezone. If the ScheduleExpression is correct, then follow the steps under | have just created/modified a
rule but it did not match a test event (p. 86).

My rule did not trigger at the time that | expected

CloudWatch Events doesn't support setting an exact start time when you create a rule to run every time
period. The count down to run time begins as soon as you create the rule.

You can use a cron expression to invoke targets at a specified time. For example, you can use a cron
expression to create a rule that is triggered every 4 hours exactly on 0 minute. In the CloudWatch console,
you'd use the cron expression 0 0/4 * * 2 * and with the AWS CLI you'd use the cron expression cron(0
0/4 * * 2 *). For example, to create a rule named TestRule that is triggered every 4 hours using the AWS
CLI, you would type the following at a command prompt:

aws events put-rule --name TestRul e --schedul e-expression 'cron(0 0/4 * * 2?2 *)'

You canuse the 0/5 * * * ? * cron expression to trigger a rule every 5 minutes. For example:

aws events put-rule --name TestRul e --schedul e-expression 'cron(0/5 * * * 2 *)'

CloudWatch Events does not provide second-level precision in schedule expressions. The finest resolution
using a cron expression is a minute. Due to the distributed nature of the CloudWatch Events and the target
services, the delay between the time the scheduled rule is triggered and the time the target service honors
the execution of the target resource might be several seconds. Your scheduled rule will be triggered within
that minute but not on the precise 0Oth second.

My rule matches IAM API calls but my rule was not
triggered

The IAM service is only available in the US East (N. Virginia) Region, so any AWS API call events from IAM
are only available in that region. For more information, see Event Types for CloudWatch Events (p. 35).

My rule is not working because the IAM role
associated with the rule is ignored when the rule is
triggered

IAM roles for rules are only used for relating events to Amazon Kinesis streams. For Lambda functions and
Amazon SNS topics, you need to provide resource-based permissions.

Make sure your regional AWS STS endpoints are enabled. CloudWatch Events talks to the regional AWS
STS endpoints when assuming the IAM role you provided. For more information, see Activating and
Deactivating AWS STS in an AWS Region in the IAM User Guide.
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| created a rule with an EventPattern that is
supposed to match a resource, but | don't see any
events that match the rule

Most services in AWS treat : or / as the same character in Amazon Resource Names (ARNs). However,
CloudWatch Events uses an exact match in event patterns and rules. Be sure to use the correct ARN
characters when creating event patterns so that they match the ARN syntax in the event you want to match.

Moreover, not every event has the resources field populated (e.g. AWS API Call events from CloudTrail).

My event's delivery to the target experienced a
delay

Amazon CloudWatch Events tries to deliver an event to a target for up to 24 hours. The first attempt is
made as soon as the event arrives in the event stream. However, if the target service is having problems
or your account is being throttled, CloudWatch Events automatically reschedules another delivery in

the future. If 24 hours has passed since the arrival of event, no more attempts are scheduled and the

Fai | edl nvocat i ons metric is published in Amazon CloudWatch.

My rule was triggered more than once in response
two identical events. What guarantee does
CloudWatch Events offer for triggering rules or
delivering events to the targets?

Amazon CloudWatch Events guarantees triggering a rule at least once in response to an event. In rare
cases, the same rule can be triggered more than once for a given event, or the same target can be invoked
more than once for a given triggered rule.

My rule is being triggered but | don't see any
messages published into my Amazon SNS topic

Make sure you have the right permission set for your Amazon SNS topic. Run the following command using
AWS CLI (replace the topic ARN with your topic and use the AWS region your topic is in):

aws sns get-topic-attributes --region us-east-1 --topic-arn "arn: aws: sns: us-
east-1:123456789012: MyTopi c"

You should see policy attribute similar to the following:

"{\"Version\":\"2012-10-17\",
\"1d\":\"__default_policy_ID\",
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"Statement\":[{\"Sid\":\"__default_statenent_ID",
"Effect\":\"Allowm",

"Principal\": {\"AWB\ ":\"*\ "},

"Action\":[\"SNS: Subscri be\",

" SNS: Li st Subscri pti onsByTopi c\ ",

" SNS: Del et eTopi c\ ",

" SNS: Get Topi cAttributes\",

" SNS: Publ i sh\",

" SNS: RenovePer mi ssi on\ ",

" SNS: AddPer mi ssi on\ ",

" SNS: Recei ve\ ",

" SNS: Set Topi cAttri butes\"],

"Resource\":\"arn: aws: sns: us-east-1: 123456789012: MyTopi c\ ",
"Condi tion\":{\"StringEqual s\":{\"AWS: SourceOanner\":\"123456789012\"}}},{\"Sid\":
"All ow_Publish_Events\",

"Effect\":\"Allowm",

"Principal\":{\"Service\":\"events. amazonaws. com "},
"Action\":\"sns: Publish\",

"Resource\":\"arn: aws: sns: us-east-1:123456789012: MyTopic\"}]}"

e e e e e  m — — — —

If you see a policy similar to the following, you have only the default policy set:

"{\"Version\":\"2008-10-17\",

\"1d\":\"__default_policy_ID\",
\"Statenent\":[{\"Sid\":\"__default_statenment_ID\",
\"Effect\":\"Al low",

\"Principal\":{\"AWB\ ":\"*\"},

\"Action\":[\"SNS: Subscribe\",

\ " SNS: Li st Subscri pti onsByTopi c\",

\ " SNS: Del et eTopi c\ ",

\ " SNS: Get Topi cAttri butes\",

\ " SNS: Publ i sh\",

\ " SNS: RenovePer nmi ssi on\",

\ " SNS: AddPer mi ssi on\ ",

\ " SNS: Recei ve\ ",

\ " SNS: Set Topi cAttributes\"],

\"Resource\":\"arn: aws: sns: us- east-1: 123456789012: MyTopi c\ ",
\"Condi tion\":{\"StringEqual s\":{\"AWS: Sour ceOaner\":\" 123456789012\ "}}}]}"

If you don't see event s. amazonaws. comwith Publish permission in your policy, use AWS CLI to set topic
policy attribute.

Copy current policy and add statement below to list of statements:

{\"Sid\":\"A | ow_Publish_Events\",
\"Effect\":\"Allowm",\"Principal\":{\"Service\":\"events. anazonaws. com "},
\"Action\":\"sns: Publish\",

\"Resource\":\"arn: aws: sns: us- east-1: 123456789012: MyTopi c\ "}

The new policy should look like the one described above.

Set topic attributes with the AWS CLI:

aws sns set-topic-attributes --region us-east-1 --topic-arn "arn:aws: sns: us-
east-1:123456789012: MyTopi ¢c" --attribute-name Policy --attribute-value NEWPOLI CY_STRI NG

Note

If the policy is incorrect, you can also edit the rule in the CloudWatch Events console by
removing and then adding it back to the rule. The CloudWatch Events console will set the correct
permissions on the target.
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My Amazon SNS topic still has permissions for
CloudWatch Events even after | deleted the
rule associated with the Amazon SNS topic

My Amazon SNS topic still has permissions for
CloudWatch Events even after | deleted the rule
associated with the Amazon SNS topic

When you create a rule with Amazon SNS as the target, CloudWatch Events adds the permission to your
Amazon SNS topic on your behalf. If you delete the rule shortly after you create it, CloudWatch Events
might be unable to remove the permission from your Amazon SNS topic. If this happens, you can remove
the permission from the topic using the aws sns set-topic-attributes command. For more information about
resource-based permissions for sending events, see Using Resource-Based Policies for CloudWatch
Events (p. 68).

Which IAM condition keys can | use with
CloudWatch Events

Amazon CloudWatch Events supports the AWS-wide condition keys (see Available Keys in the IAM User
Guide), plus the following service-specific condition keys. For more information, see Using IAM Policy
Conditions for Fine-Grained Access Control (p. 73).

How can | tell when CloudWatch Events rules are
broken

You can use the following alarm to notify you when your CloudWatch Events rules are broken.
To create an alarm to alert when rules are broken

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.

Click Create Alarm, and then in the CloudWatch Metrics by Category pane, select Events Metrics.
On the Create Alarm dialog box, in the list of metrics, select the FailedInvocations check box.
Above the graph, select Sum from the Statistic drop-down list.

Select a period from the Period drop-down list, for example: 5 minutes.

Click Next, and then under Alarm Threshold, in the Name field, enter a unique name for the alarm, for
example: myFailedRules.

7. Inthe Description field, enter a description of the alarm, for example: Rules are not delivering
events to targets.

8. Inthe is drop-down list, select >=.

9. Inthe field next to the is drop-down list, enter 1 and in the for field, enter 10.

10. Under Actions, in the Whenever this alarm drop-down list, select State is ALARM.

11. Inthe Send notification to drop-down list, select an existing Amazon SNS topic or create a new one.
12. To create a new Amazon SNS topic, select New list.

13. In the Send notification to field, enter a name for the new Amazon SNS topic for example:
myFailedRules, and in the Email list field, enter a comma-separated list of email addresses to be
notified when the alarm changes to the ALARM state.

14. In the navigation pane, choose Create Alarm to complete the alarm creation process.

o0k wbdRE
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Document History

The following table describes the important changes to the Amazon CloudWatch Events User Guide.

Change

Additional targets
supported

Amazon EMR
events

AWS Health
events

Amazon EC2
Container Service
events

AWS Trusted
Advisor events

Amazon Elastic
Block Store events

AWS CodeDeploy
events

Scheduled events
with 1 minute
granularity

Amazon Simple
Queue Service
gueues as targets

Auto Scaling
events

Description

You can now set two additional AWS services as

targets for event actions: Amazon EC2 instances (via

Run Command), and Step Functions state machines.

For more information, see Getting Started with Amazon

CloudWatch Events (p. 7).

Added support for events for Amazon EMR. For more

information, see Amazon EMR Events (p. 41).

Added support for events for AWS Health. For more
information, see AWS Health Events (p. 50).

Added support for events for Amazon ECS. For more

information, see Amazon ECS Events (p. 40).

Added support for events for Trusted Advisor. For

more information, see Trusted Advisor Events (p. 53).

Added support for events for Amazon EBS. For more
information, see Amazon EBS Events (p. 35).

Added support for events for AWS CodeDeploy.
For more information, see AWS CodeDeploy
Events (p. 49).

Added support for scheduled events with 1 minute
granularity. For more information, see Cron
Expressions (p. 24) and Rate Expressions (p. 26).

Added support for Amazon SQS queues as
targets. For more information, see What is Amazon
CloudWatch Events? (p. 1).

Added support for events for Auto Scaling lifecycle
hooks. For more information, see Auto Scaling
Events (p. 43).

Release Date

7 March 2017

7 March 2017

1 December 2016

21 November 2016

18 November 2016

14 November 2016

9 September 2016

19 April 2016

30 March 2016

24 February 2016
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Change Description Release Date

New service Initial release of CloudWatch Events. 14 January 2016
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AWS Glossary

For the latest AWS terminology, see the AWS Glossary in the AWS General Reference.
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