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Rumors and Health Care Reform: Experiments in
Political Misinformation

ADAM J. BERINSKY*

This article explores belief in political rumors surrounding the health care reforms enacted by Congress
in 2010. Refuting rumors with statements from unlikely sources can, under certain circumstances,
increase the willingness of citizens to reject rumors regardless of their own political predilections. Such
source credibility effects, while well known in the political persuasion literature, have not been applied to
the study of rumor. Though source credibility appears to be an effective tool for debunking political
rumors, risks remain. Drawing upon research from psychology on ‘fluency’ – the ease of information
recall – this article argues that rumors acquire power through familiarity. Attempting to quash rumors
through direct refutation may facilitate their diffusion by increasing fluency. The empirical results find
that merely repeating a rumor increases its power.

In the summer of 2009, stories swirled alleging that President Obama’s health care reforms
would include procedures to withhold care from certain citizens. The elderly, these rumors
suggested, would have to meet with government officials to discuss ‘end of life’ options like
euthanasia. On 7 August 2009 former Alaska governor and US vice presidential candidate
Sarah Palin wrote on her Facebook page, ‘The America I know and love is not one in which my
parents or my baby with Down Syndrome will have to stand in front of Obama’s “death panel”
so his bureaucrats can decide, based on a subjective judgment of their “level of productivity in
society”, whether they are worthy of health care. Such a system is downright evil.’1 Within a
week, 86 per cent of the American public was aware of Palin’s accusation.2 Though these
objectively false rumors were widely discredited, the controversy surrounding death panels
would not die – even long after the 2010 Affordable Care Act (ACA) was passed by the US
Congress and signed into law by Obama.3

Rumors and innuendo have long influenced the conduct of politics in destructive ways.
Though not always false, rumors are regularly used in contemporary politics as a tool to spread
falsehoods and misinformation. This is true not only in the United States, but in other countries
throughout the world.4 Rumors in political discourse are common and easy to identify, yet it
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1 https://www.facebook.com/note.php?note_id=113851103434, accessed 11 December 2012.
2 http://people-press.org/, accessed 2 April 2015; http://people-press.org/files/legacy-pdf/537.pdf, accessed

2 April 2015.
3 In actuality, the plan included provisions to pay doctors to counsel patients about end-of-life options.
4 Bhavnani, Findley, and Kuklinski 2009; Bolten 2014; Finnstrom 2009; Huang 2014; Pipes 1998; Zonis and

Joseph 1994.
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remains difficult to find ways to undo the false information they spread. As the motivating
example above illustrates, political rumors are often durable and highly resistant to correction,
sometimes with dangerous consequences.
In this article, I engage the broad challenge of finding ways to correct rumors. I study how

ordinary citizens responded to actual rumors surrounding the health care reforms enacted by the
US Congress in 2010. There are, it appears, some effective strategies for countering rumors.
Refuting a rumor with statements from an unlikely source – a person who makes proclamations
that run contrary to their personal and political interests – can increase citizens’ willingness to
reject rumors, regardless of their own political predilections. While such source credibility
results are well known in the political persuasion literature, these insights have not yet been
brought to bear on the study of rumor. In the present context, pairing death panel rumors with
statements from Republicans flatly debunking the rumor can lead citizens – Republicans and
Democrats alike – to reject the veracity of the rumor.
Though source credibility appears to be an effective tool for debunking political rumors, risks

remain. Drawing upon research from psychology on ‘fluency’ – a state of mind that characterizes
the ease of information processing – I argue that rumors acquire their power through familiarity.
Attempting to quash rumors through direct refutation may instead facilitate their diffusion by
increasing their fluency. Empirically, I find that merely repeating a rumor increases its strength.
In fact, simply asking subjects to repeat the rumor to themselves – without any indication that it is
true – increases its power. Evidence from a panel of subjects demonstrates that these effects persist
even weeks after subjects read the initial story. This pattern holds even when rumors are repeated in
the context of debunking that misinformation with a strong correction.
This article proceeds as follows: in the next section, I describe the nature of political rumors

with a focus on the health care rumor. I then discuss how we can limit their power by bolstering
the credibility of the source debunking the rumor. In today’s politically polarized world, non-
partisan sources sometimes lack credibility; far more credible are partisan political actors who
make statements that run counter to their apparent interests. I next discuss how the repetition of
rumors can augment their ‘fluency’, thereby increasing the likelihood that individuals will
accept misinformation as truth. To test these theoretical claims, I present the results of two
experiments in which I vary the presentation of information concerning the 2010 ACA.
Together, these experiments demonstrate both the power of partisan corrections to counter false
information and the dominance of fluency in facilitating the acceptance of rumors.

RUMORS IN THE POLITICAL REALM

While the conceptual murkiness surrounding the term ‘rumor’ has led to longstanding
definitional debates among social scientists, a consensus regarding its meaning has emerged.5

Sunstein defines the term to refer to ‘claims of fact – about people, groups, events and
institutions – that have not been shown to be true, but that move from one person to another and
hence have credibility not because direct evidence is known to support them, but because other
people seem to believe them’.6

From these points of view, rumors are a particular form of misinformation – an acceptance
of information that is factually unsubstantiated – characterized by two features. First, rumors
are statements that lack specific standards of evidence.7 Political rumors, then, are not

5 DiFonzo and Bordia 2007.
6 Sunstein 2009, 6; see also Fine and Ellis 2010.
7 Fine and Ellis 2010; see also Allport and Postman 1947.
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‘warranted beliefs’.8 Secondly, rumors are more than fringe beliefs. They acquire their power
through widespread social transmission.
While rumors have been a topic of social science research for over 100 years, by some readings,

they have become a more insidious political force in recent times.9 In the World War II era, Allport
and Postman noted that the main medium of rumor transmission was word of mouth.10 The internet
has expanded the scope of rumor dissemination. Today, anyone can publish on the web, instantly
acquiring a degree of credibility and more easily reaching a larger audience. As a result, rumors
may materialize suddenly and never disappear.11 This is true not just in the United States, but in
other countries as well.12 Rumors are therefore a powerful tool in the spread of unsubstantiated
information, and even falsehoods (as in the case of death panels).
The persistence of these rumors is troubling for the prospects of democracy. As Kuklinski

et al. note, while much of the handwringing in the field of political behavior concerns the
implications of citizens’ ignorance of basic political facts, a more serious problem for the
possibility of establishing effective mass participation in a democratic system is the prevalence
of misinformation.13 A democracy in which falsehoods are rampant can lead to dysfunction.
Rumors are an insidious form of misinformation – one that is particularly damaging for the
functioning of democracy – but they are misinformation nonetheless. The key, from this
perspective, is making sure that the public definitively rejects false information. Seen in this
light, political rumors provide a new and interesting venue for the study of political
misinformation.14 By focusing on patently false rumors that can be debunked with uncontested
facts, we can learn about the more general processes of political misperception.

HEALTH REFORM AND ‘DEATH PANELS’

While recent history bears out the power and reach of political rumors from across the ideological
spectrum, in this article I consider one specific political rumor. As noted above, in the summer of
2009 rumors circulated that Obama’s proposed health care reform plan would allow government
officials to decide whether individual citizens should receive health care based on a calculation of
their level of productivity in society. One element of these rumors was the suggestion that elderly
people would have to consult ‘death panels’ to discuss end-of-life options like euthanasia. These
rumors started with statements made by former New York Lieutenant Governor Betsy McCaughey,
but quickly spread to the conservative media.15 A number of prominent Republican politicians
added to the chorus, including Sarah Palin and Senator Charles Grassley, the ranking Republican
member of the US Senate Finance Committee.
These rumors are patently false and have been publicly discredited in many fora. Yet they

have taken seed among the American public. A poll conducted by the Pew Center in August
2009 found that 30 per cent of the public thought the ‘death panel’ rumor was true, with another
20 per cent unsure of the veracity of the statement.16 Following various attempts to debunk the

8 Keeley 1999.
9 Donavan 2007.
10 Allport and Postman 1947.
11 Lewandowsky et al. 2012; Sunstein 2009.
12 Jo 2002; Ma 2008.
13 Kuklinski et al. 2000.
14 Gilens 2001; Kuklinski et al. 2000.
15 Nyhan 2010.
16 Some scholars claim that respondents use surveys instrumentally as a vehicle to express more basic political

judgements about politicians and the policies they oppose. In other work I examine this claim and conclude that
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rumor, and even after the passage of the ACA in March 2010, the death panel rumors continued to
persist. A July 2010 YouGov poll found that 33 per cent of the public thought the rumor was true,
with another 22 per cent unsure. In a separate question, the same poll also found that 26 per cent of
the public thought that changes to the health care system would require elderly patients to meet
with government officials to discuss end-of-life options, including euthanasia. Another 28 per cent
were unsure. These responses are consistent with other polling on health care rumors.17

The power of this rumor extends beyond shaping the beliefs of the mass public; it also has
serious policy consequences. In early 2011, the Obama administration announced that it would
revise Medicare fee policies to remove provisions that provided funding for end-of-life
counseling. The vast reach of the death panel rumors hung heavily over this decision. Thus the
spread of death panel rumors may have, at least indirectly, contributed to the end of an
important Medicare service.

HOW DO PEOPLE RESPOND TO RUMORS?

Correcting rumors is no easy task, but it may be even more difficult to correct rumors in the
minds of certain types of citizens. Recent research has shown that some individuals are more
predisposed than others to accept conspiracy theories and related rumors even when the theories
are self-contradictory.18

But even given these inter-individual differences in the tendency to accept fanciful beliefs,
the specific presentation of information – and misinformation – should help shape many
citizens’ ideas about political rumors. Obama attempted one such strategy by directly
contradicting the health care rumors at town hall meetings in New Hampshire in August 2009.
But, as the polls discussed above demonstrate, these strategies did not shift the tides of public
opinion. This is not surprising. Consistent with Obama’s failures, political science research on
misinformation paints a grim picture. Kuklinski et al. had some success in correcting false
beliefs about welfare spending in the United States, but they also presented evidence that such
learning is short-lived.19 More recently, Nyhan and Reifler conducted experiments in which
they corrected false statements about, among other topics, the Iraq war and Obama’s religion.20

They find that confronting citizens with the truth can sometimes backfire and reinforce existing
misperceptions. For instance, conservatives who received information that Iraq did not possess
weapons of mass destruction were more likely to believe Iraq had those weapons than were
respondents who did not receive the correct information.21

These results are both disturbing and counterintuitive; they suggest that, with regard to
political issues, attempts to correct the misperceptions of ordinary citizens may exacerbate the
stickiness of mistaken beliefs. Moreover, these findings contradict much of the advice in
psychology on how best to address rumors. In a comprehensive review of rumor-quelling
literatures in both psychology and business, spanning twenty-two different studies, DiFonzo
and Bordia find that the most frequent recommendation on how to reduce belief in a rumor is
the use of rebuttal, the same strategy the Obama administration attempted in 2009.22

the vast majority of expressions of rumor acceptance in fact represent the true beliefs of respondents.
17 See Nyhan 2010.
18 Brotherton, French, and Pickering 2013; Bruder et al. 2013; Oliver and Wood 2014; Wood, Douglas, and

Sutton 2012.
19 Kuklinski et al. 2000.
20 Nyhan and Reifler 2009, 2010.
21 See also Prasad et al. (2009) on Iraq and Nyhan, Reifler, and Ubel (2013) on death panels.
22 DiFonzo and Bordia 2007.
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POLITICAL RUMORS AND THE POWER OF PARTISANSHIP

To correct misperceptions and misinformation about political controversies, a new approach seems
necessary. The introduction of partisan concerns changes how people deal with new information.
Surveys show that Democrats and Republicans (and liberals and conservatives) approach the same
rumor in very different ways. More generally, research has found that people are more likely to
accept rumors that are consistent with their pre-existing attitudes.23 A compelling explanation of
this pattern is citizens’ tendency to engage in motivated reasoning:24 ordinary citizens are
goal-directed information processers, and they perceive new information in light of their pre-
existing views.25 Put another way, some citizens may be more likely to believe particular rumors
because they are motivated to cling to beliefs that are compatible with their partisan or political
outlook.
Because partisans tend to evaluate new information with respect to their existing views,26

encountering a rumor may have different effects for citizens of different political stripes. Still,
while partisanship may color the processing of new information, it does not always control it,
and even the strongest partisans can change their beliefs in response to new information. In this
case, turning the power of partisanship on its head could be the key to developing effective
corrective measures. Politicians who attempt to debunk rumors often appeal to non-partisan
authorities as neutral referees of the truth. But in a time when people’s partisanship colors how
they perceive new information, these ‘neutral’ non-partisan figures may speak with less
credibility than is often presumed. More convincing are partisan politicians who speak against
their own apparent political interests. Such unlikely statements may make rumor rebuttals more
credible.
This notion of source credibility effects is novel in the study of rumors, but is a familiar result

in persuasion research.27 Moreover, it is consistent with the formal model proposed by
Calvert.28 Calvert concludes that ‘biased’ advisors – those with strong priors toward a particular
policy – are especially informative sources of information for decision makers. If such an
advisor rejects a policy that the decision maker presumed he would support, this unexpected
advice could be ‘enough to reverse prior preferences’.29 In the present context, a Republican
who debunks a rumor about a Democratic politician or policy could change the beliefs of both
Democrats and Republicans (as well as Independents).

THE FLUENCY OF INFORMATION

If turning partisanship on its head seems a plausible corrective measure for rumors, what
concerns remain? One is that we have few explanations for the seemingly counter-intuitive
results of Nyhan and Reifler – why do some correctives actually increase the power of
rumors?30 While there is much we do not know about the dynamics of rumors, we can draw on
basic mechanisms studied by social psychologists outside of the context of rumors to explain
these results. After all, psychologists have long known that retractions often fail to eliminate the

23 DiFonzo and Bordia 2007.
24 Kunda 1990.
25 Taber and Lodge 2006.
26 Bartels 2002.
27 Petty and Cacioppo 1986. For a political science application, see Lupia and McCubbins (1998).
28 Calvert 1985.
29 Calvert 1985, 546.
30 Nyhan and Reifler 2009, 2010.
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influence of misinformation through a ‘continued influence effect’.31 The key is to consider
what Schwarz et al. call the ‘processing fluency’ of information.32

Fluency is ‘the subjective experience of ease or difficulty associated with completing a
mental task’.33 This line of research grows out of Tversky and Kahneman’s availability
heuristic.34 Cognitive tasks, as Alter and Oppenheimer note, can be described as ranging from
effortless to highly effortful.35 These tasks, in turn, produce an internal state of awareness
whereby people are aware of how hard they need to think to complete a task, and that awareness
influences their everyday judgements.36

What is important here is that a number of psychologists have found that the difficulty with
which information is processed affects individuals’ assessment of its accuracy. Specifically,
they find that people use their feelings regarding how easy it is to recall or process new
information as a signal of the veracity of that information.37 This is a powerful effect that goes
beyond merely identifying or comprehending frequently presented information, a phenomenon
that was recognized beginning in the 1980s.38 The psychological state of high fluency instead
shapes the perceived authenticity of information. For instance, information that has been
presented frequently will be more familiar to citizens and, as a result, is more likely to be
accepted as the truth, regardless of the actual content.39 Repetition is but one path to fluency, but
these findings may explain the Nyhan and Reifler results. Any attempt to explicitly discredit
falsehoods may make things worse because directly countering a rumor involves repeating it.
This mere mention of the rumor can increase its fluency, thereby heightening its perceived
accuracy.40

Schwarz et al. demonstrate the importance of these processes using an informational flyer
created by the Center for Disease Control (CDC) to educate patients about the flu vaccine.41

This flyer confronts ‘myths’ about the vaccination – erroneous beliefs about the vaccine – with
the proper ‘facts’. Schwarz et al. conducted an experiment in which some subjects were shown
the CDC flyer. Half of these subjects were immediately given a test that repeated the ‘facts and
myths’ information. These participants were asked to mark which statements were true. The
other half of the subjects was given the test after a thirty-minute delay.42

Immediately after reading the flyer, participants were able to recall the information from the
flyer almost perfectly – they misclassified ‘myths’ as ‘facts’ at very low rates (and vice versa).
However, after the thirty-minute delay – once the memory of the substantive details of the
information presented in the poster faded, but the ‘gist’ of those statements remained – the

31 Ecker et al. 2011; Johnson and Seifert 1994; for a review see Lewandowsky et al. 2012.
32 Schwarz, Skurnick, and Yoon 2007.
33 Oppenheimer 2008, 237. Fluency is therefore a mental state arising between the interaction of an individual

person and information in the environment.
34 Tversky and Kahneman 1981.
35 Alter and Oppenheimer 2009.
36 Schwarz 2004.
37 Schwarz 2004; for a review, see Alter and Oppenheimer 2009. Fluency can be induced by any process that

makes it easier to process new information, including the color and font of the text. But the end result is the same.
As Alter and Oppenheimer aptly note in their review of research on fluency, ‘fluency is a general mechanism that
influences truth judgments independently of how it is instantiated’ (228).

38 Jacoby and Dallas 1981.
39 Begg, Anas, and Farinacci 1992; Gilbert, Tafarodi, and Malone 1993. In the realm of rumor, see Difonzo

and Bordia (2007).
40 Nyhan and Reifler 2009, 2010.
41 Schwarz, Skurnick, and Yoon 2007.
42 Schwarz, Skurnick, and Yoon 2007.
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subjects’ judgements began to show a systematic error pattern. Consistent with a psychological
state of increased fluency, these respondents were significantly more likely to misidentify the
‘myths’ as ‘truth’ than vice versa, and were less likely to say they would get a shot than the
participants who were asked their opinions immediately. In essence, the attempt to debunk
myths about the flu shot instead had the effect of further spreading mistruths by subconsciously
increasing the respondents’ recognition of those myths.43 We can draw upon the same dynamics
uncovered by Schwarz to understand the power of rumors.

SUMMARY AND SYNTHESIS

Together these seemingly disparate bodies of work explain the enduring power of political
rumors and provide some clues about potential correctives. Political rumors are powerful
because partisans are motivated to believe falsehoods about politicians and policies of the other
party. Moreover, the strategy most often employed to counter rumors – directly confronting the
rumor by repeating it, then debunking it – may serve to augment the processing fluency of the
rumor for individuals, thereby decreasing the likelihood that citizens will reject that rumor out
of hand. To discredit these rumors and correct misinformation, it is necessary to adopt a new
strategy – in particular by varying the partisanship of the authoritative source. It may be that
Republicans who debunk Democratic rumors (and Democrats who debunk Republican rumors)
will have more credibility than non-partisan actors. These politicized voices may have the
power to overwhelm the fluency effect and correct misinformed beliefs. In my experiments, I try
to break the vicious cycle of rumors with different presentational strategies.

EXPERIMENTS

In 2010, I conducted two studies to test the effects of different corrections on the beliefs
regarding rumors concerning the 2010 ACA. These studies varied the presentation of the rumor-
related information across three dimensions: (1) the pairing of rumor and correction, (2) the
partisanship of the source of the correction of the rumor and (3) the degree to which the
respondent was induced to rehearse the rumor. These experiments also explored the effect of
time on the power of the treatments, recording responses not only immediately following the
treatment, but also many days later. In all the experiments I was concerned with patterns of
rumor rejection – the rate at which subjects would definitively reject false information. The
psychological literature often takes the opposite approach, focusing on patterns of rumor
acceptance.44 I focus on rumor rejection because of the ambiguous nature of the ‘not sure’
response. From a political science perspective, any position short of outright rejecting a rumor –
even an expression of uncertainty about its veracity through a ‘don’t know’ or ‘not sure’
response – enhances the credibility of rumors and is normatively undesirable. The importance of
the ‘not sure’ responses can be seen in media reports of polls asking rumor questions. Such
responses are often reported to be as damning as acceptance of the rumors.45

The experiments described in this article are especially difficult tests of the power of rumors
because they exploit real-world (rather than constructed) rumors. Both of these experiments

43 As the researchers note, with a delay, the subjects retained an incomplete recollection of the statements on
the poster. When faced with such incomplete memories, people tend to think of recalled information as true,
regardless of the initial presentational context.

44 Lewandosky et al. 2012.
45 See, for example, http://www.usnews.com/opinion/blogs/robert-schlesinger/2011/02/16/poll-birthers-now-

make-up-a-majority-of-gop-primary-voters, accessed 2 April 2015.
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were conducted in the immediate wake of the passage of the controversial 2010 ACA and used
quotes and facts drawn from the debate surrounding the act. In doing so, I traded off the ability
to fully manipulate the information presented to respondents in order to maintain a realistic set
of treatments. In addition, given that these experiments were conducted during an ongoing
controversy, the effect sizes of my treatments will be smaller than if the information presented
in the stories was completely novel to the subjects. Thus, the experimental effects that I find
from exposure to my treatments are, by design, more muted than they would have been if I had
been able to control the full scope of the information presented.

Study 1

In May 2010, two months after the passage of the ACA, I ran a between-subjects design
experiment on an internet panel to test the efficacy of various corrective strategies.46 The
primary purpose of this experiment was to examine the impact of the partisan identity of the
provider of the rumor correction. I then used a delayed follow-up questionnaire to assess some
of Schwarz’s expectations regarding fluency.47

I randomized the presentation of different news stories that I constructed about health care
reform to subjects in four different experimental conditions (along with a control condition, in
which the subjects received no news story, but were merely asked if they believed the rumor).
The stories all dealt with the 2010 ACA, but presented different details about the debate
surrounding that plan (the full text of the treatments is presented in Appendix A).
In the first ‘rumor’ condition, subjects were presented with the rumor in the form of quotes by

opponents of the act, who warned of the possibility of death panels. In the second ‘rumor and
non-partisan correction’ condition, respondents were presented both the rumor information from
the first condition and a non-partisan correction of that rumor, in the form of a description of the
end-of-life provisions of the ACA and supporting quotes from the American Medical
Association (AMA) and the American Association of Retired Persons (AARP). The third and
fourth conditions introduced explicitly partisan information in addition to the non-partisan
correction. In the third ‘rumor and Republican correction’ condition, the text from the ‘rumor
and non-partisan correction’ condition text was reproduced, and a quote debunking the rumor
from Senator John Isakson (a Republican who helped draft the end-of-life provisions) was
added to the end of the story. In the fourth ‘rumor and Democratic correction’ condition, the
‘rumor and non-partisan correction’ was also reproduced and a separate quote containing the
correction was added to the end of the story. This quote was instead from Representative Earl
Blumenauer (a Democrat who helped draft the provision).48 The specific text of the quotes from
Isakson and Blumenauer differed (because they were drawn from actual quotes) but the spirit of
the corrections was the same.49 More generally, it should be noted that while the treatments

46 The survey was administered online to a large national sample of 1,701 American adults from 17–19 May
2010. The second wave of the survey was administered to 699 of the initial respondents from 25–29 May 2010.
The study was conducted by Survey Sampling International (SSI) of Shelton, CT. I did not employ quotas, but
asked SSI to construct a target population that matched the (eighteen and over) census population on education,
gender, age, geography and income. The resulting sample is not a probability sample, but is a diverse national
sample. The description of the sample characteristics is presented in Appendix B.

47 Schwarz 2004.
48 The treatment contained a typo, identifying Blumenauer’s home state as Georgia. Follow-up studies

indicate that this typo did not change the basic pattern of the results of the experiment.
49 I ran a study of 1,354 respondents on Mechanical Turk from 17–25 November 2014 to see if people

perceive the text of the Isakson and Blumenauer quotes as functionally the same – that is, if people view them as
equally strong denouncements of the rumor. I presented the full version of the ‘rumor + correction’ condition but
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differ in a number of ways, these differences are intentionally drawn to mirror the political
rhetoric surrounding the discussion of rumors concerning health care reform in the media.
Respondents were randomly assigned to one of five conditions (the four experimental

treatments and the control). They were then asked a series of questions concerning the veracity
of the death panel rumors and whether they support the health care plan. In the tables that
follow, I present the results of the analysis of the euthanasia rumor item, which most directly
taps the controversy surrounding the ACA provisions. It asks, ‘Do you think the changes to the
health care system have that have been enacted by Congress and the Obama administration
require elderly patients to meet with government officials to discuss “end of life” options
including euthanasia’?50 The results are very similar for the other rumor question, which asks
about death panels. To minimize the number of tables in the body of the article, I do not include
the analysis of this question below, but present the full results in Appendix B.51

In addition, I asked two questions that were designed to measure, in a general sense, how
closely the respondents followed the instructions on the survey. Specifically, I designed items
that serve as what Oppenheimer, Meyvis and Davidenko term an instructional manipulation
check (IMC).52 IMCs (or ‘screeners’) indirectly capture whether respondents are satisficing53 –
simply hurrying through the questionnaire as fast as possible (the full text of these questions is
presented in Appendix C). Approximately two-thirds of respondents passed each of the two
screener questions, and 55 per cent of the sample passed both of the questions. In the analyses
that follow, I present the results for the full sample, but focus on the ‘attentive sample’ – those
respondents who passed both screener questions. I focus on this subsample because the news
story treatments contain subtle differences in presentation that are likely to have their strongest
effect on respondents who pay closest attention to the survey.54 Berinsky, Margolis and Sances
show that the passage of screener questions leads to an increased power of textual treatments
because people who pass screeners read the text more closely.55 That said, because Berinsky,
Margolis and Sances also show that people who pass screener questions are different from those
who fail them, it is certainly possible that there is a heterogenous treatment effect between the

experimentally varied the final quote. Specifically I used a 3 × 2 design with one dimension as the relevant quotes
denouncing the rumor (‘Blatant Lie’ vs. ‘Nuts’) and the other dimension as the speaker of the quote (the
Republican Isakson vs. the Democrat Blumenauer vs. a third non-partisan speaker Ben Johnson, who was
identified as ‘the chairman of the Bipartisan Advisory Committee on Healthcare Reform’). I then asked
respondents to rate how strongly they thought that [Politician X] accepts or rejects the idea of ‘death panels’
being in the health care bill. I found that there were no statistically or substantively significant differences in the
perceived strength of the two corrections, regardless of the source of the quote.

50 Respondents were also asked: (1) ‘Do you think the changes to the health care system have that have been
enacted by Congress and the Obama administration create “death panels” which have the authority to determine
whether or not a gravely ill or injured person should receive health care based on their “level of productivity in
society?”’ (2) ‘Overall, given what you know about them, would you say you support or oppose the changes to
the health care system that have been enacted by Congress and the Obama administration’?

51 Simmons, Nelson, and Simonsohn 2011.
52 Oppenheimer, Meyvis, and Davidenko 2009.
53 Krosnick 1991.
54 The IMCs function much the same way as a ‘manipulation check’ in this regard (see Berinsky, Margolis,

and Sances 2014). There were no significant differences across the experimental conditions in levels of atten-
tiveness. The sample characteristics of this ‘attentive’ sample are presented in Appendix B.

55 Berinsky, Margolis, and Sances 2014. For example, people who pass screener questions are more likely to
demonstrate the framing effects uncovered by Tversky and Kahneman (1981). Those authors report that, when a
potential policy was framed in terms of ‘lives saved’, respondents were more likely to pick the certain choice.
When it was framed in terms of lives lost, respondents were more likely to pick the risky choice. However
Berinsky, Margolis, and Sances find that this effect only occurs among people who pass a screener question
asked immediately before the framing experiment. Subjects who fail the screener show no difference.
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attentive and inattentive subgroups. That is, even if the inattentive subgroup read the material
more closely, the effect of the treatment might not be the same for the two groups. The estimates
presented here for the attentive sample should therefore be best thought of as the average
treatment effect for this sample.
A second reason I focus on this subsample is that approximately one week after the initial

survey I conducted a second wave of the experiment. I recontacted only those respondents who
passed both of the screener questions. Of those contacted, about 60 per cent agreed to
participate in the second wave. Ultimately, I reinterviewed 699 subjects – 41 per cent of the
initial full sample. This reinterview sample was essentially identical to the initial attentive
sample on measures of gender, education, party identification and political information. During
the second wave, I again asked the rumor questions and support for the health care plan.
In Table 1, I present the answers to the euthanasia rumors question, broken down by

experimental condition. I present two sets of significance tests. The first is a χ2 test of overall
significance, which tests if there are any significant differences among any of the conditions.
The second set is a series of paired comparisons testing for significant differences between
conditions. Because there are five conditions, there are a total of ten comparisons. I present full
significance results for all the pairwise comparisons in a note at the bottom of the table.
Several conclusions are apparent. First, the differences among the conditions are highly

significant in a statistical sense, indicating that, taken together, the different presentations of the
information altered rumor rejection levels. Moving to the pairwise comparisons between the
different conditions, I find that presenting the rumor by itself decreases rumor rejection rates by
5 per cent relative to the control condition, though this difference is not statistically significant.

TABLE 1 Effect of Treatments on Euthanasia Rumor Belief, May 2010

Full Sample

Control
Rumor
Only

Rumor +Non-
partisan Correction

Rumor +Republican
Correction

Rumor +Democratic
Correction

Reject Rumor 50% 45% 57% 58% 54%
Accept Rumor 17 20 19 19 20
Not Sure 33 35 25 24 26
Total 100% 100% 100% 100% 100%

N = 1,596; χ2(8) = 19.24; Pr = 0.01.
Note: the top three rows present the percentage of respondents that rejects, accepts or is unsure about
each rumor. This is presented for each condition (represented by the column). The significance tests
are calculated across all response categories.
aControl is not statistically significantly different from Rumor Only (p = 0.306), or from Rumor +
Democratic Correction (p = 0.142).
bControl is marginally statistically significantly different from Rumor +Non-partisan Correction
(p = 0.093).
cControl is statistically significantly different from Rumor +Republican Correction (p = 0.029).
dRumor Only is statistically significantly different from Rumor +Non-partisan Correction
(p = 0.010), from Rumor +Republican Correction (p = 0.002) and from Rumor +Democratic Cor-
rection (p = 0.039).
eRumor +Non-partisan Correction is not statistically significantly different from Rumor +Republican
Correction (p = 0.895), or from Rumor +Democratic Correction (p = 0.810).
fRumor +Republican Correction is not statistically significantly different from Rumor +Democratic
Correction (p = 0.599).
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The correction conditions all seem to be effective, and increase the rates of rumor rejection by
ten points over the rumor-only condition, largely by reducing the levels of ‘not sure’ responses.
The pairwise differences between each of the three correction conditions and the ‘rumor only’

condition are all statistically significant at the 0.05 level. However, the differences among the
three correction conditions are not statistically significant.56 In addition, the ‘rumor and
Republican correction’ condition – which should be the strongest correction – increases rumor
rejection rates by 8 per cent relative to the control condition (58 vs. 50 per cent), a difference
that is statistically significant at the 0.05 level. Thus, the corrections seem to work by increasing
rumor rejection rates by reducing the level of uncertainty surrounding the rumor.
The magnitude of the differences among the conditions is magnified in the attentive sample.

As the bottom panel of Table 1 demonstrates, the baseline rumor rejection rates are somewhat
higher in the attentive sample, but the differences between conditions apparent in the full
sample emerge more sharply in the attentive sample. Among those respondents who paid close
attention to question wordings, the Republican correction – information from an unexpected
source – is the most effective treatment in increasing rates of rumor rejection. The size of the
differences between the ‘rumor and Republican correction’ condition and the other conditions is
larger in both a substantive and a statistical sense than in the full sample. The difference in
results between the full and attentive samples makes sense, because the key difference between
the Democratic and Republican correction conditions is the provider of the quote at the end of

Attentive Sample

Control
Rumor
Only

Rumor +Non-
partisan Correction

Rumor +Republican
Correction

Rumor +Democratic
Correction

Reject Rumor 57% 46% 60% 69% 60%
Accept Rumor 12 17 14 15 17
Not Sure 31 36 26 16 24
Total 100% 100% 100% 100% 100%

N = 876; χ2(8) = 23.95; Pr = 0.002.
Note: the top three rows present the percentage of respondents that rejects, accepts or is unsure about
each rumor. This is presented for each condition (represented by the column). The significance tests
are calculated across all response categories.
aControl is not statistically significantly different from Rumor Only (p = 0.145), or from Rumor +
Non-partisan Correction (p = 0.581) or from Rumor +Democratic Correction (p = 0.216).
bControl is statistically significantly different from Rumor +Republican Correction (p = 0.004).
cRumor Only is not statistically significantly different from Rumor +Non-partisan Correction
(p = 0.147).
dRumor Only is statistically significantly different from Rumor +Republican Correction (p = 0.000),
and from Rumor +Democratic Correction (p = 0.029).
eRumor +Non-partisan Correction is marginally statistically distinguishable from Rumor +
Republican Correction (p = 0.068).
fRumor +Non-partisan Correction is not statistically significantly different from Rumor +Democratic
Correction (p = 0.836).
gRumor +Republican Correction is not statistically significantly different from Rumor +Democratic
Correction (p = 0.147).

56 In this study, I used a three-category dependent variable. In other studies, I followed up this initial question
with a probe of belief strength to create a seven-point scale of rumor acceptance. The results in those studies are
essentially the same using the seven-point scale and the three-point scale.
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the article. People who merely skim through the treatment and do not read the stimulus are
likely to miss this critical difference. This result holds when we break up the sample into
partisan groups. Though the relatively small size of the subgroup samples precludes the
detection of statistically significant differences, there are strong patterns in the substantive size
of the effects (and sometimes these differences reach conventional levels of significance). Most
importantly, the Republican correction is the most powerful treatment for both Republican and
Democratic identifiers (see Appendix B for full results). Thus, a simple elite cueing story alone
cannot explain these results; after all, Democratic identifiers are more influenced by the
Republican correction than by the Democratic correction. Rather, it is the informational content
of the identity of the politician making the correction that matters.
These effects extend from rejection of the rumor to support for health care in the attentive

sample, as shown in Table 2.57 While the euthanasia rumor question presented in Table 1 measures
belief in the rumor, the policy item in Table 2 measures whether the respondent supports the
policies enacted by Obama’s health care reforms. Though the effects are modest in size, both
statistically and substantively, presenting the rumor by itself decreases support for the plan relative
to the control condition (51 per cent compared to 42 per cent). This nine-point difference barely
misses significance at the 0.10 level in the attentive sample. Presenting the rumor in combination
with a non-partisan correction or the Republican correction causes support to rebound, albeit
modestly. However, neither of these correction conditions is statistically distinct from the ‘rumor
only’ condition. But interestingly, introducing the Democratic correction creates a backlash,
reducing support for the plan to its lowest level across any condition.58

TABLE 2 Effect of Treatments on Health Care Policy Opinion, May 2010 (Attentive Sample)

Control
Rumor
Only

Rumor +Non-partisan
Correction

Rumor +Republican
Correction

Rumor +Democratic
Correction

Support 51% 42% 46% 48% 37%
Oppose 49 58 54 52 63
Total 100% 100% 100% 100% 100%

N = 876; χ2(4) = 9.00; Pr = 0.06.
Note: the top two rows present the percentages of respondents that supports or opposes each con-
dition (represented by the columns).
aControl is not statistically significantly different from Rumor Only (p = 0.102), from Rumor +Non-
partisan Correction (p = 0.337), from Rumor +Republican Correction (p = 0.600), or from
Rumor +Democratic Correction (p = 0.216).
bRumor Only is not statistically significantly different from Rumor +Non-partisan Correction
(p = 0.483), or from Rumor +Democratic Correction (p = 0.312).
cRumor Only is statistically significantly different from Rumor +Republican Correction (p = 0.000).
dRumor +Non-partisan Correction is not statistically significantly different from Rumor +Republican
Correction (p = 0.662).
eRumor +Non-partisan Correction is marginally statistically distinguishable from Rumor +
Democratic Correction (p = 0.077).
fRumor +Republican Correction is statistically distinguishable from Rumor +Democratic Correction
(p = 0.027).

57 The full sample results are presented in Appendix B.
58 Interestingly, this backlash effect does not occur among Republicans – probably because support for the

reform plan is so low across all conditions. It should also be noted that while rumor acceptance levels could
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As Table 3 shows, there is some evidence of a subsiding effect over time. The effects of the
different experimental conditions are clear, but these effects were all produced on items asked
immediately post-treatment. Based on Schwarz’s work, we would expect that fluency-based
backfire effects would occur after a delay.59 Specifically, respondents who were presented both
the rumor and the correction should be less likely to reject the rumor outright than people who
were given no information.
Here, I compare the responses on the euthanasia rumor question across the two waves for the

subset of respondents that was interviewed in both waves. As expected, the respondents in the
‘rumor only’ condition held steady in their beliefs. However, the effectiveness of the corrections
faded across the board during the week between the waves of the survey, largely because the
rates of ‘not sure’ responses increased for respondents in those conditions. As the χ2 test of
overall significance demonstrates, the differences among the experimental conditions were no
longer significant. Not surprisingly, given this result, the statistically significant differences
found in the pairwise comparison of conditions from the first wave disappear.60 The Republican

TABLE 3 Effect of Treatments on Euthanasia Rumor Belief Over Time for Respondents
Interviewed in Both Waves, May 2010

Wave 1

Control
Rumor
Only

Rumor +Non-
partisan Correction

Rumor +Republican
Correction

Rumor +Democratic
Correction

Reject Rumor 58% 43% 58% 68% 61%
Accept Rumor 13 18 13 15 18
Not Sure 30 38 29 18 21
Total 100% 100% 100% 100% 100%

N = 696; χ2(8) = 23.2; Pr = 0.03.
Note: full pairwise tests of statistical significance are presented in Appendix C (C8).

Wave 2

Control
Rumor
Only

Rumor +Non-
partisan Correction

Rumor +Republican
Correction

Rumor +Democratic
Correction

Reject Rumor 57% 43% 51% 58% 53%
Accept Rumor 12 18 15 16 21
Not Sure 31 38 34 26 25
Total 100% 100% 100% 100% 100%

N = 696; χ2(8) = 12.2; Pr = 0.14.
Note: full pairwise tests of statistical significance are presented in Appendix C (C9).

mediate the effect of rumor exposure on policy choice, I do not have the data necessary to test such a hypothesis.
59 Schwarz 2004.
60 To test for declining effects more formally, I estimated difference-in-differences OLS regressions for the

pairwise comparisons (the results were essentially the same using multinomial logits). Interaction terms are, of
course, difficult to infer much from, as they are often very imprecisely estimated. In this regression, all p-values
are greater than 0.1, but five are only slightly greater than 0.1. The tests are still somewhat suggestive of a
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correction remained the most effective treatment, but the rates of rumor rejection decreased by
about 10 per cent relative to the first wave. Furthermore, the rates of rumor rejection for both the
‘rumor and non-partisan correction’ and ‘rumor and Democratic correction’ conditions were
now lower than the control condition (though this difference is not statistically significant).
Thus, over time, providing people with correct information in conjunction with the rumor may
be no better than no information at all. These effects extended beyond rumor rejection to
support for health care. Respondents who were exposed to the rumor, either alone or in
combination with the non-partisan correction, remained less supportive than people who
received no information (see Appendix B for these results).

Study 2

Study 1 demonstrated that corrections from an unlikely source – Republicans debunking health
care rumors – are the most effective way to counter rumors. But the danger in debunking rumors
is that by reminding citizens of the rumor, the effectiveness of correcting that rumor could fade
over time. In order to build on the first study and more directly test the fluency hypothesis,
I fielded a second experiment as a module in the October/November 2010 Cooperative
Congressional Election Study (CCES), a panel study fielded by YouGov.61

The subject of these experiments was again rumors concerning Obama’s health plan. As in
Study 1, I randomized the presentation of treatments that consisted of (constructed) news stories
about health care reform. In this second study, I used a new design. The stories in these treatments
were modeled on the stories used in the May 2010 experiment and are presented in Appendix E.
I had three different experimental conditions. The first ‘rumor’ condition was identical to the rumor
condition in the May study. The second ‘correction only’ condition was a new treatment that did
not mention the rumors concerning the death panel, but only described the actual provisions in the
2010 ACA.62 I chose to hold the partisan content of the rumor correction at its most effective level,
using the Republican correction in the form of the Isakson quote from the May study. The third
‘rumor and correction’ was identical to the ‘rumor and Republican correction’ condition from the
May study and presented both the rumor information from the first condition and the correction
from the second condition. Unlike Study 1, I did not employ the screener IMC items.63

There was no control group in this experiment. Based on the results of Study 1, we have a
good sense of the power of the treatments relative to the baseline.64 I therefore compare the
effects of the different conditions to each other. This is an appropriate analytic strategy because
the purpose of the experiment is to explore the effects of differences in the presentation of
information, not the differences between the treatments and ‘no information’.
In addition to the corrective strategy treatment, I designed a two-condition ‘rehearsal

treatment’ to directly test the expectations regarding fluency from the Schwarz work.65

declining treatment effect. The full results are presented in Appendix B.
61 In July 2010, I ran an additional study with YouGov to directly test the expectations regarding the

effectiveness of different corrective strategies. The results of this experiment are consistent with the studies in
this article and are presented in Appendix D.

62 This treatment could also be thought of as the ‘correct information’ treatment.
63 It should be noted that I tried to develop IMC items for this survey, but they were not effectively deployed.

As a result, the IMCs did not effectively discriminate attentiveness according to the standards described in
Berinsky, Margolis, and Sances (2014).

64 I reran a limited version of this study with a control group from May to July 2011. The effects of the
treatment were similar to those found here, while the difference between the control and treatment groups was in
line with those found in earlier experiments.

65 Schwarz 2004.
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Respondents who received the rumor information – either alone or in combination with the
correction – were asked one of two types of recall questions after the story. The stated purpose
of the task was to test what they could recall from the story, but the true purpose was to see
whether rehearsing the rumors would increase their power. Half of the respondents were
assigned to an ‘irrelevant recall’ condition, in which they were asked a single recall question – a
multiple choice question asking what office was held by Betsy McCaughey (who was quoted in
the story) – while the other half was placed in a ‘long recall’ condition and received two
additional questions that asked them to identify the speaker of a particular quote that repeated
the content of the rumor. For instance, respondents were asked who said, ‘You have every right
to fear […] [You] should not have a government-run plan to decide when to pull the plug on
Grandma’ (exact text of these questions is presented in Appendix F).
I was not interested in the answers they gave to these questions per se; the simple task of

answering the recall questions ensured that they would again read the incorrect information.
This ‘rehearsal’ of the rumor immediately following the presentation of the study should
increase the fluency with which people process the information contained in the rumor.66 Based
on the psychological work on fluency, I expected this increased level of fluency to lower rumor
rejection levels, regardless of whether the rumor was paired with the correction.
CCES respondents were interviewed first in October, and then again in November. I asked

the rumor belief questions in both waves. I also asked about support for health care reform in
the first wave.67

In Table 4, I present the effects of the rumor information treatment on rumor rejection levels
(setting aside the recall treatments for the moment). The correction conditions – whether in
combination with the rumor or alone – led respondents to reject the euthanasia rumor at higher
rates than in the rumor-only condition, though only the rumor and correction condition is
statistically distinct from the rumor-only condition at the 0.05 level. Thus, at least in the
moment, the pairing of the rumor with the correction was a more effective strategy than simply
presenting the correct information on its own (though the differences between these two
conditions are not statistically significant).
But Schwarz’s work suggests that the effectiveness of corrections fades over time.68 Table 5

presents the distribution of responses for those individuals who completed both waves of the

TABLE 4 Effect of Treatments on Euthanasia Rumor Belief, October 2010

Rumor Only Correction Only Rumor +Correction

Reject Rumor 48% 54% 60%
Accept Rumor 29 23 20
Not Sure 23 23 20
Total 100% 100% 100%

N = 1,000; χ2(4) = 12.23; Pr = 0.02.
Note: full pairwise tests of statistical significance are presented in Appendix G (G7).

66 Admittedly, this second exposure to the rumor might have also triggered other cognitive mechanisms
besides fluency that would increase the treatment effect. However, the results presented here are consistent with
the mechanism of fluency.

67 The sample characteristics of the CCES study are presented in Appendix G.
68 Schwarz 2004.
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study (837 of the initial 1,000 subjects). Subjects who completed only the first wave of the
survey are excluded from the analysis. This table demonstrates that on a substantive level, by
the second wave, the gap between the ‘rumor only’ and ‘rumor and correction’ conditions had
diminished (see Appendix G for a more formal difference-in-difference test). As in Study 1, the
passage of time reduced the effectiveness of the correction relative to the rumor on the
euthanasia question. Neither of the correction conditions is statistically distinct from the rumor-
only condition in a pairwise comparison test. It should be noted that this effect is not merely the
result of the fading effectiveness of information over time; one month later, the distribution of
responses to the euthanasia question for respondents in the ‘rumor only’ condition is
unchanged. This differential pattern of information decay across conditions contrasts with the
typical pattern of treatment decay found in similar studies.69 Again, the effect of the treatments
extended from rejection of rumors to general support for health care (see Appendix G for
details).
To this point, Study 2 largely replicates the findings from Study 1. I next sought to see if the

rehearsal treatment had the intended effect. Findings about the effect of rumor rehearsal on
rumor acceptance are given in Table 6. The table presents four columns of data. The first two
columns pertain to the results among respondents assigned to the ‘rumor only’ story treatment.
The first column presents the distribution of responses to the euthanasia question among
subjects who were assigned to the ‘irrelevant recall’ version of the rehearsal treatment. These
respondents were only presented the McCaughey office identification question. The second

TABLE 5 Effect of Treatments on Euthanasia Rumor Belief Over Time, October–
November 2010

Wave 1, October

Rumor Only Correction Only Rumor +Correction

Reject Rumor 48% 55% 63%
Accept Rumor 27 24 19
Not Sure 25 21 18
Total 100% 100% 100%

N = 837; χ2(4) = 14.22; Pr = 0.01.
Note: full pairwise tests of statistical significance are presented in Appendix G (G8).

Wave 2, November

Rumor Only Correction Only Rumor +Correction

Reject Rumor 47% 53% 55%
Accept Rumor 26 26 23
Not Sure 27 21 22
Total 100% 100% 100%

N = 834; χ2(4) = 5.03 Pr = 0.28.
Note: full pairwise tests of statistical significance are presented in Appendix G (G9).

69 Druckman and Nelson 2003.
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column presents the distribution of the rumor question among those who were assigned to the
‘long recall’ version of the rehearsal treatment. In addition to the McCaughey question, these
respondents were given the two death panel quote identification questions.
My expectation was that respondents in this condition would be less likely to reject the rumor

because they have rehearsed its content, thus increasing its fluency. The next two columns of the
table repeat this presentation for respondents in the ‘rumor and correction’ story condition.
Since respondents in the ‘correction only’ condition all received a single recall question
unrelated to the rumor, the data from those respondents are omitted from the table.
Table 6 demonstrates that, as expected, increasing fluency by simply rehearsing the rumor by

answering the recall questions increased the power of the treatment across both questions. The
increased rehearsal of the rumor – in the absence of any information about its veracity – was
sufficient to decrease rumor rejection rates, even when the rumor was initially presented in
combination with a powerful correction. Admittedly, this effect is not extremely large, but it
was larger in the long-recall condition than the irrelevant recall condition for both respondents
in the rumor-only and the rumor and correction condition (though the differences are
statistically significant at the 0.10 level only in the ‘rumor only’ condition).70 Further, in line
with the ‘fluency’ hypothesis, Table 6 shows increases in rumor belief as well as uncertainty.
Respondents are not simply becoming more uncertain, but are actually more ready to believe the
rumor after repeated exposure.71

Because the rumor questions are asked in short succession to the treatment, it could be argued
that these results are as much evidence of priming as they are of fluency.72 Specifically, the
recall question might serve to ‘prime’ the consideration of the veracity of the rumor.
Table 7 provides suggestive evidence that this rehearsal effect persists over time, and is not

merely the influence of ephemeral priming. This table presents the Wave 1 and Wave 2 results
for respondents interviewed in both waves of the CCES. The differences on the euthanasia
question, which are substantively large (though, admittedly, not statistically significant), remain
nearly identical a month later.73 This table also provides some evidence that, over time, the
power of the correction diminishes. Though not statistically significant, the rumor rejection rates
drop for those respondents in the rumor and correction condition, especially for those in the

TABLE 6 Effect of Rumor Rehearsal on Euthanasia Rumor Belief, October 2010

Rumor Only Rumor +Correction

Irrelevant Recall Long Recall Irrelevant Recall Long Recall

Reject Rumor 54% 42% 62% 58%
Accept Rumor 26 32 18 21
Not Sure 20 26 19 21
Total 100% 100% 100% 100%

Rumor Only: N = 350; χ2(2) = 5.49; Rumor+Correction: Pr = 0.06; N = 342; χ2(2) = 0.67; Pr = 0.72.

70 The difference in the differences across the two conditions between the irrelevant-recall and long-recall
conditions is non-significant.

71 Results presented in Appendix G show that the substantive effect of the rehearsal treatment carries over
from beliefs about rumor to health care reform opinion, though these differences are not statistically significant.

72 Bargh et al. 1986.
73 A parametric difference-in-differences test for change in the difference over time shows that the differences

are stable (the results of this analysis are presented in Appendix G).
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long-recall condition. The pattern of responses for those in the rumor only condition, however,
remains stable. This is suggestive evidence that, in line with the expectations from Schwarz’s
work, merely increasing the fluency of a rumor increases its effectiveness.74 This result is
important because the long-recall condition more accurately represents the volume with which
rumors are repeated and magnified in today’s media environment.

DISCUSSION AND CONCLUSION

By understanding how and why people come to reject false beliefs, we can learn how to loosen
their hold on destructive pieces of misinformation. In two different studies using two separate
samples (one in which I measured general attentiveness to the survey, and one in which I did
not), I come to a similar conclusion. Though partisanship colors how citizens process
information about public policy, my studies show that under the right circumstances – with the
right arguments made by the right people – corrections can increase rumor rejection rates among
the mass public, regardless of their partisan predilections. In particular, corrections acquire
credibility when politicians make statements that run counter to their personal and political
interests.

TABLE 7 Effect of Rumor Rehearsal on Euthanasia Rumor Belief Over Time, October–
November 2010

Wave 1, October

Rumor Only Rumor +Correction

Irrelevant Recall Long Recall Irrelevant Recall Long Recall

Reject Rumor 54% 41% 65% 61%
Accept Rumor 25 30 18 19
Not Sure 21 29 17 19
Total 100% 100% 100% 100%

Rumor Only: N = 289; χ2(2) = 4.82; Pr = 0.09; Rumor+Correction: N = 285; χ2(2) = 0.52; Pr = 0.77.

Wave 2, November

Rumor Only Rumor +Correction

Irrelevant Recall Long Recall Irrelevant Recall Long Recall

Reject Rumor 52% 41% 59% 50%
Accept Rumor 25 28 22 24
Not Sure 23 31 19 25
Total 100% 100% 100% 100%

Rumor Only: N = 289; χ2(2) = 4.07; Rumor +Correction: Pr = 0.13; N = 285; χ2(2) = 2.45;
Pr = 0.29.

74 Schwarz 2004.
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These experiments present especially difficult tests of the power of corrections. In order to
most directly address the question of how best to dislodge rumors, I used real-world rumors.
However, as a result, my treatments competed against the rhetoric surrounding health reform in
the political world. As I discuss below, media coverage of death panels increased rumor fluency
by often repeating the rumor without an effective correction. That sustained media environment
may, therefore, make it difficult for a single experimental correction to significantly increase
rumor rejection rates. In addition, when constructing my treatments I limited myself to actual
statements made by politicians in the heat of the health care debate. Altogether, these factors
curb the power of any experimental effects; my results emerge despite – and not because of –
the political environment at the time.
As a result, though the substantive size of the effects in this article is admittedly modest, there

are important lessons to take from these results. To correct rumors, we must account for the
power of partisanship – and try to neutralize it. As noted above, politicians who attempt to
counter rumors often appeal to non-partisan authorities. For instance, to fight the death panel
rumors, experts from the AMA and the AARP were called in to ‘speak the truth’. But,
ironically, in a politically polarized time, those non-partisan ‘authoritative’ voices often lack
authority because they are easily drowned out by more politicized ones. In the modern political
environment, ‘independent’ sources that are credible to both Democrats and Republicans are
hard to find. Consider, for example, the AMA and the AARP. A September 2009 NPR/KFF/
Harvard telephone survey assessed the level of confidence that the public had in various groups
to ‘recommend the right thing for the country when it comes to health care’.75 Democrats and
Republicans indeed held similar views of the AMA. Among Democrats, 23 per cent of
respondents said they had a great deal of confidence in the AMA and 45 per cent had a fair
amount of confidence – not a ringing endorsement, but a reasonable level of trust. Republicans
expressed similar levels of trust – 20 per cent had a great deal of confidence and 45 per cent had
a fair amount of confidence. However, there were large partisan gaps in the assessment of the
AARP. Among Democrats, 29 per cent had a great deal of confidence and 40 per cent had a fair
amount of confidence. But among Republicans, only 16 per cent had a great deal of confidence
and 27 per cent had a fair amount of confidence – overall, a 26 percentage-point gap across the
two categories.
That said, under the right circumstances, partisanship can be harnessed as a force for truth. In

particular, politicized voices can help debunk false statements circulating in society. When
I paired the death panel story with a quote debunking the rumor from a Republican who helped
draft the end-of-life provisions, respondents – Republicans and Democrats alike – were far more
likely to reject the euthanasia rumor. In the real world, these types of corrections from
unexpected partisan sources exist, but they are admittedly rare. I performed a content analysis of
all evening news stories broadcast from January 2009 to December 2012 that mentioned ‘death
panels’ on ABC, CBS, NBC, CNN and FOX. While the rumor was presented without a
correction only 7 per cent of the time, corrections from unlikely sources were rare as well; only
10 per cent of the stories paired the rumor with a correction from a Republican source.76 Put
simply, the media created an environment that fostered the continued spread of death panel
rumors. However, this does not have to be the case. There are always partisans – like Senator

75 The survey was conducted from 27 August through 13 September 2009. A nationally representative sample
of 1,278 adults was interviewed by landline and cell phone.

76 There were fifty-two stories. In these stories, 30 per cent paired the rumor with a correction from a
Democratic source, 43 per cent paired the rumor with a correction from a journalist and 4 per cent of the
mentions paired the rumor with a non-partisan correction. The content analysis protocol and a detailed
description of the coding procedure are presented in Appendix H.
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Isakson on health care – who are interested in disseminating the truth. Perhaps amplifying those
voices could be effective. After all, though I find that the power of corrections fade and rumors
regain their strength over time, both studies demonstrated that the Republican correction
remained strong, even after weeks in the midst of a heated real-world debate about the future of
health care reform.
It may be hard to find such silver linings to other troubling results regarding the effects of

fluency. Fluency is a powerful force – one that may provide a mechanism for understanding
how rumors take hold and persist. Simply asking subjects to repeat the rumor to themselves –
without any indication that it is true – increases their willingness to believe the existence of
death panels, even weeks after they read the initial story. In the real world, rumors are repeated
and cemented in the echo chamber of the internet. This is true not simply in the United States,
but also in other countries.77 Thus, the effects found here may play out on a larger scale in a
variety of societies. But even given these findings, there may be hope. Perhaps the power of
fluency could be harnessed to increase the effectiveness of corrections. Just as rumors can
multiply their power through repetition, perhaps corrections can as well. Future work should
explore such possibilities.78 Until we know how to correct false information, rumors and
innuendo will remain powerful forces in politics around the world.
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