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What Is Amazon EC2?

Amazon Elastic Compute Cloud (Amazon EC2) provides scalable computing capacity in the Amazon
Web Services (AWS) cloud. Using Amazon EC2 eliminates your need to invest in hardware up front, so
you can develop and deploy applications faster. You can use Amazon EC2 to launch as many or as few
virtual servers as you need, configure security and networking, and manage storage. Amazon EC2 enables
you to scale up or down to handle changes in requirements or spikes in popularity, reducing your need
to forecast traffic.

For more information about cloud computing, see What is Cloud Computing?

Features of Amazon EC2

Amazon EC2 provides the following features:

Virtual computing environments, known as instances

Preconfigured templates for your instances, known as Amazon Machine Images (AMIs), that package
the bits you need for your server (including the operating system and additional software)

Various configurations of CPU, memory, storage, and networking capacity for your instances, known
as instance types

Secure login information for your instances using key pairs (AWS stores the public key, and you store
the private key in a secure place)

Storage volumes for temporary data that's deleted when you stop or terminate your instance, known
as instance store volumes

Persistent storage volumes for your data using Amazon Elastic Block Store (Amazon EBS), known as
Amazon EBS volumes

Multiple physical locations for your resources, such as instances and Amazon EBS volumes, known
as regions and Availability Zones

A firewall that enables you to specify the protocols, ports, and source IP ranges that can reach your
instances using security groups

Static IP addresses for dynamic cloud computing, known as Elastic IP addresses
Metadata, known as tags, that you can create and assign to your Amazon EC2 resources

Virtual networks you can create that are logically isolated from the rest of the AWS cloud, and that you
can optionally connect to your own network, known as virtual private clouds (VPCs)

For more information about the features of Amazon EC2, see the Amazon EC2 product page.
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For more information about running your website on AWS, see Websites & Website Hosting.

How to Get Started with Amazon EC2

The first thing you need to do is get set up to use Amazon EC2. After you are set up, you are ready to
complete the Getting Started tutorial for Amazon EC2. Whenever you need more information about a
feature of Amazon EC2, you can read the technical documentation.

Get Up and Running

¢ Setting Up with Amazon EC2 (p. 20)
¢ Getting Started with Amazon EC2 Linux Instances (p. 26)

Basics

¢ Instances and AMIs (p. 4)

¢ Regions and Availability Zones (p. 7)
¢ Instance Types (p. 105)

e Tags (p. 621)

Networking and Security

¢ Amazon EC2 Key Pairs (p. 402)

« Security Groups (p. 411)

¢ Elastic IP Addresses (EIP) (p. 493)

¢« Amazon EC2 and Amazon VPC (p. 460)

Storage

¢ Amazon EBS (p. 524)
¢ Instance Store (p. 589)

Working with Linux Instances

¢ Tutorial: Installing a LAMP Web Server on Amazon Linux (p. 38)
¢ Getting Started with AWS: Hosting a Web App for Linux

If you have questions about whether AWS is right for you, contact AWS Sales. If you have technical
questions about Amazon EC2, use the Amazon EC2 forum.

Related Services

You can provision Amazon EC2 resources, such as instances and volumes, directly using Amazon EC2.
You can also provision Amazon EC2 resources using other services in AWS. For more information, see
the following documentation:
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¢ Auto Scaling Developer Guide

AWS CloudFormation User Guide

AWS Elastic Beanstalk Developer Guide
* AWS OpsWorks User Guide

To automatically distribute incoming application traffic across multiple instances, use Elastic Load
Balancing. For more information, see Elastic Load Balancing Developer Guide.

To monitor basic statistics for your instances and Amazon EBS volumes, use Amazon CloudWatch. For
more information, see the Amazon CloudWatch Developer Guide.

To monitor the calls made to the Amazon EC2 API for your account, including calls made by the AWS
Management Console, command line tools, and other services, use AWS CloudTrail. For more information,
see the AWS CloudTrail User Guide.

To get a managed relational database in the cloud, use Amazon Relational Database Service (Amazon
RDS) to launch a database instance. Although you can set up a database on an EC2 instance, Amazon
RDS offers the advantage of handling your database management tasks, such as patching the software,
backing up, and storing the backups. For more information, see Amazon Relational Database Service
Developer Guide.

Accessing Amazon EC2

Amazon EC2 provides a web-based user interface, the Amazon EC2 console. If you've signed up for an
AWS account, you can access the Amazon EC2 console by signing into the AWS Management Console
and selecting EC2 from the console home page.

If you prefer to use a command line interface, you have several options:

AWS Command Line Interface (CLI)
Provides commands for a broad set of AWS products, and is supported on Windows, Mac, and Linux.
To get started, see AWS Command Line Interface User Guide. For more information about the
commands for Amazon EC2, see ec2 in the AWS Command Line Interface Reference.

Amazon EC2 Command Line Interface (CLI) Tools
Provides commands for Amazon EC2, Amazon EBS, and Amazon VPC, and is supported on Windows,
Mac, and Linux. To get started, see Setting Up the Amazon EC2 Command Line Interface Tools on
Linux and Commands (CLI Tools) in the Amazon EC2 Command Line Reference.

AWS Tools for Windows PowerShell
Provides commands for a broad set of AWS products for those who script in the PowerShell
environment. To get started, see the AWS Tools for Windows PowerShell User Guide. For more
information about the cmdlets for Amazon EC2, see the AWS Tools for Windows PowerShell
Reference.

Amazon EC2 provides a Query API. These requests are HTTP or HTTPS requests that use the HTTP
verbs GET or POST and a Query parameter named Act i on. For more information about the API actions
for Amazon EC2, see Actions in the Amazon EC2 API Reference.

If you prefer to build applications using language-specific APIs instead of submitting a request over HTTP
or HTTPS, AWS provides libraries, sample code, tutorials, and other resources for software developers.
These libraries provide basic functions that automate tasks such as cryptographically signing your requests,
retrying requests, and handling error responses, making it is easier for you to get started. For more
information, see AWS SDKs and Tools.
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Pricing for Amazon EC2

When you sign up for AWS, you can get started with Amazon EC2 for free using the AWS Free Tier.
Amazon EC2 provides the following purchasing options for instances:

On-Demand Instances
Pay for the instances that you use by the hour, with no long-term commitments or up-front payments.
Reserved Instances
Make a low, one-time, up-front payment for an instance, reserve it for a one- or three-year term, and
pay a significantly lower hourly rate for these instances.
Spot Instances
Specify the maximum hourly price that you are willing to pay to run a particular instance type. The
Spot Price fluctuates based on supply and demand, but you never pay more than the maximum price
you specified. If the Spot Price moves higher than your maximum price, Amazon EC2 shuts down
your Spot Instances.

For a complete list of charges and specific prices for Amazon EC2, see Amazon EC2 Pricing.

To calculate the cost of a sample provisioned environment, see AWS Economics Center.

To see your bill, go to your AWS Account Activity page. Your bill contains links to usage reports that
provide details about your bill. To learn more about AWS account billing, see AWS Account Billing.

If you have questions concerning AWS billing, accounts, and events, contact AWS Support.

For an overview of Trusted Advisor, a service that helps you optimize the costs, security, and performance
of your AWS environment, see AWS Trusted Advisor.

Instances and AMiIs

An Amazon Machine Image (AMI) is a template that contains a software configuration (for example, an
operating system, an application server, and applications). From an AMI, you launch an instance, which
is a copy of the AMI running as a virtual server in the cloud. You can launch multiple instances of an AMI,
as shown in the following figure.

Instance

Host computer

AMI

l‘:'-\‘
Launch instances \A

f t
o any type Instances

Host computer

Your instances keep running until you stop or terminate them, or until they fail. If an instance fails, you
can launch a new one from the AMI.
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Instances

You can launch different types of instances from a single AMI. An instance type essentially determines
the hardware of the host computer used for your instance. Each instance type offers different compute
and memory capabilities. Select an instance type based on the amount of memory and computing power
that you need for the application or software that you plan to run on the instance. For more information
about the hardware specifications for each Amazon EC2 instance type, see Instance Type Detalls.

After you launch an instance, it looks like a traditional host, and you can interact with it as you would any
computer. You have complete control of your instances; you can use sudo to run commands that require
root privileges.

Your AWS account has a limit on the number of instances that you can have running. For more information
about this limit, and how to request an increase, see How many instances can | run in Amazon EC2 in
the Amazon EC2 General FAQ.

In addition to the limit on running instances, there is a limit on the overall number of instances that you
can have (whether running, stopped, or in any other state except for terminated). This overall instance
limit is two times your running instance limit.

Storage for Your Instance

The root device for your instance contains the image used to boot the instance. For more information,
see Amazon EC2 Root Device Volume (p. 14).

Your instance may include local storage volumes, known as instance store volumes, which you can
configure at launch time with block device mapping. For more information, see Block Device

Mapping (p. 603). After these volumes have been added to and mapped on your instance, they are available
for you to mount and use. If your instance fails, or if your instance is stopped or terminated, the data on
these volumes is lost; therefore, these volumes are best used for temporary data. For important data,
you should use a replication strategy across multiple instances in order to keep your data safe, or store
your persistent data in Amazon S3 or Amazon EBS volumes. For more information, see Storage (p. 523).

Security Best Practices

¢ Use AWS ldentity and Access Management (IAM) to control access to your AWS resources, including
your instances. You can create IAM users and groups under your AWS account, assign security
credentials to each, and control the access that each has to resources and services in AWS. For more
information, see Controlling Access to Amazon EC2 Resources (p. 419).

¢ Restrict access by only allowing trusted hosts or networks to access ports on your instance. For example,
you can restrict SSH access by restricting incoming traffic on port 22. For more information, see Amazon
EC2 Security Groups for Linux Instances (p. 411).

¢ Review the rules in your security groups regularly, and ensure that you apply the principle of least
privilege—only open up permissions that you require. You can also create different security groups to
deal with instances that have different security requirements. Consider creating a bastion security group
that allows external logins, and keep the remainder of your instances in a group that does not allow
external logins.

« Disable password-based logins for instances launched from your AMI. Passwords can be found or
cracked, and are a security risk. For more information, see Disable Password-Based Logins for
Root (p. 67). For more information about sharing AMIs safely, see Shared AMIs (p. 60).

Stopping, Starting, and Terminating Instances

Stopping an instance
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When an instance is stopped, the instance performs a normal shutdown, and then transitions to a st opped
state. All of its Amazon EBS volumes remain attached, and you can start the instance again at a later
time.

You are not charged for additional instance hours while the instance is in a stopped state. A full instance
hour will be charged for every transition from a stopped state to a running state, even if this happens
multiple times within a single hour. If the instance type was changed while the instance was stopped, you
will be charged the rate for the new instance type after the instance is started. All of the associated Amazon
EBS usage of your instance, including root device usage, is billed using typical Amazon EBS prices.

When an instance is in a stopped state, you can attach or detach Amazon EBS volumes. You can also
create an AMI from the instance, and you can change the kernel, RAM disk, and instance type.

Terminating an instance

When an instance is terminated, the instance performs a normal shutdown, then the attached Amazon
EBS volumes are deleted unless the volume's del et eOnTer m nat i on attribute is setto f al se. The
instance itself is also deleted, and you can't start the instance again at a later time.

To prevent accidental termination, you can disable instance termination. If you do so, ensure that the

di sabl eApi Ter m nat i on attribute is settot r ue for the instance. To control the behavior of an instance
shutdown, such as shut down - h in Linux or shut down in Windows, set the

i nstancel ni ti at edShut downBehavi or instance attribute to st op ort er m nat e as desired. Instances
with Amazon EBS volumes for the root device default to st op, and instances with instance-store root
devices are always terminated as the result of an instance shutdown.

For more information, see Instance Lifecycle (p. 257).

AMIs

Amazon Web Services (AWS) publishes many Amazon Machine Images (AMIs) that contain common
software configurations for public use. In addition, members of the AWS developer community have
published their own custom AMIs. You can also create your own custom AMI or AMIs; doing so enables
you to quickly and easily start new instances that have everything you need. For example, if your application
is a website or a web service, your AMI could include a web server, the associated static content, and
the code for the dynamic pages. As a result, after you launch an instance from this AMI, your web server
starts, and your application is ready to accept requests.

All AMIs are categorized as either backed by Amazon EBS, which means that the root device for an
instance launched from the AMI is an Amazon EBS volume, or backed by instance store, which means
that the root device for an instance launched from the AMI is an instance store volume created from a
template stored in Amazon S3.

The description of an AMI indicates the type of root device (either ebs ori nst ance store).Thisis
important because there are significant differences in what you can do with each type of AMI. For more
information about these differences, see Storage for the Root Device (p. 54).
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Regions and Availability Zones

Amazon EC2 is hosted in multiple locations world-wide. These locations are composed of regions and

Availability Zones. Each region is a separate geographic area. Each region has multiple, isolated locations
known as Availability Zones. Amazon EC2 provides you the ability to place resources, such as instances,
and data in multiple locations. Resources aren't replicated across regions unless you do so specifically.

Amazon operates state-of-the-art, highly-available data centers. Although rare, failures can occur that
affect the availability of instances that are in the same location. If you host all your instances in a single
location that is affected by such a failure, none of your instances would be available.

Note

Some AWS resources might not be available in all regions and Availability Zones. Ensure that
you can create the resources you need in the desired regions or Availability Zone before deploying
your applications.

Topics
¢ Region and Availability Zone Concepts (p. 7)
¢ Describing Your Regions and Availability Zones (p. 9)
¢ Specifying the Region for a Resource (p. 11)
¢ Launching Instances in an Availability Zone (p. 12)
¢ Migrating an Instance to Another Availability Zone (p. 13)

Region and Availability Zone Concepts

Each region is completely independent. Each Availability Zone is isolated, but the Availability Zones in a
region are connected through low-latency links. The following diagram illustrates the relationship between
regions and Availability Zones.

e ~,
Amazon Web Services

Region Availability

Zong
Availability Availability

Zone Zone

Region Availability

Zone
Availability Availability

Zone Zone

AN

Amazon EC2 resources are either global, tied to a region, or tied to an Availability Zone. For more
information, see Resource Locations (p. 617).

Regions

Each Amazon EC2 region is designed to be completely isolated from the other Amazon EC2 regions.
This achieves the greatest possible fault tolerance and stability.

Amazon EC2 provides multiple regions so that you can launch Amazon EC2 instances in locations that
meet your requirements. For example, you might want to launch instances in Europe to be closer to your
European customers or to meet legal requirements. The following table lists the regions that provide
support for Amazon EC2.
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Code Name

ap-northeast-1 Asia Pacific (Tokyo)

ap- sout heast -1 Asia Pacific (Singapore)
ap- sout heast - 2 Asia Pacific (Sydney)
eu-central -1 EU (Frankfurt)

eu-west -1 EU (Ireland)

sa-east-1 South America (Sao Paulo)
us-east-1 US East (N. Virginia)
us-west -1 US West (N. California)
us-west -2 US West (Oregon)

When you view your resources, you'll only see the resources tied to the region you've specified. This is
because regions are isolated from each other, and we don't replicate resources across regions
automatically.

When you work with an instance using the command line interface or API actions, you must specify its
regional endpoint. For more information about the regions and endpoints for Amazon EC2, see Regions
and Endpoints in the Amazon Web Services General Reference. For more information about endpoints
and protocols in AWS GovCloud (US), see AWS GovCloud (US) Endpoints in the AWS GovCloud (US)
User Guide.

When you launch an instance, you must select an AMI that's in the same region. If the AMI is in another
region, you can copy the AMI to the region you're using. For more information, see Copying an AMI (p. 86).

All communications between regions is across the public Internet. Therefore, you should use the appropriate
encryption methods to protect your data. Data transfer between regions is charged at the Internet data
transfer rate for both the sending and the receiving instance. For more information, see Amazon EC2
Pricing - Data Transfer.

Availability Zones

You can list the Availability Zones that are available to your account. For more information, see Describing
Your Regions and Availability Zones (p. 9).

When you launch an instance, you can select an Availability Zone or let us choose one for you. If you
distribute your instances across multiple Availability Zones and one instance fails, you can design your
application so that an instance in another Availability Zone can handle requests.

You can also use Elastic IP addresses to mask the failure of an instance in one Availability Zone by rapidly
remapping the address to an instance in another Availability Zone. For more information, see Elastic IP
Addresses (EIP) (p. 493).

To ensure that resources are distributed across the Availability Zones for a region, we independently map
Availability Zones to identifiers for each account. For example, your Availability Zone us- east - 1a might
not be the same location as us- east - 1a for another account. Note that there's no way for you to
coordinate Availability Zones between accounts.

As Availability Zones grow over time, our ability to expand them can become constrained. If this happens,
we might restrict you from launching an instance in a constrained Availability Zone unless you already
have an instance in that Availability Zone. Eventually, we might also remove the constrained Availability
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Zone from the list of Availability Zones for new customers. Therefore, your account might have a different
number of available Availability Zones in a region than another account.

Describing Your Regions and Availability Zones

You can use the AWS Management Console or the command line interface to determine which regions
and Availability Zones are available for your use. For more information about these command line
interfaces, see Accessing Amazon EC2 (p. 3).

To find your regions and Availability Zones using the AWS Management Console

1. Openthe AWS Management Console.
2. From the navigation bar, view the options in the region selector.

COregon =

LIS East (M. Virginia)
US West (Oregon)

LIS West (M. California)
EU {Ireland)

EU (Frankfurt)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (S8o Paulo)

3. Open the Amazon EC2 console. Your Availability Zones are listed on the dashboard under Service
Health, under Availability Zone Status.
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Service Health

Service Status:

US East (N. Virginia):

This service is operating normally

Availability Zone Status:

I@ us-east-1b:

Availability zone is operating normally

I@ us-east-1c:

Availability zone is operating normally

@ us-east-1d:

Availability zone is operating normally

To find your regions and Availability Zones using the AWS CLI

1. Use the describe-regions command as follows to describe your regions.

{

"Regi ons": |

{

"Endpoi nt":

" Regi onNane" :
}
{

"Endpoi nt":

" Regi onNane" :
}
{

"Endpoi nt":

" Regi onNane" :

$ aws ec2 descri be-regions

"ec2. us-east - 1. amazonaws. cont' ,

"us-east-1"

"ec2. ap- sout heast - 1. anazonaws. cont',

"ap- sout heast - 1"

"ec2. ap- sout heast - 2. amazonaws. cont',

"ap- sout heast - 2"

2. Use the describe-availability-zones command as follows to describe your Availability Zones within
the us- east - 1 region.

{

"Avail abi li tyZones":

$ aws ec2 describe-availability-zones --region us-east-1

[

{
"State": "avail abl e",
"Regi onNane": "us-east-1",
"Messages": [],
"ZoneNane": "us-east-1b"
b
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{
"State": "avail abl e",
"Regi onNane": "us-east-1",
"Messages": [],
"ZoneNane": "us-east-1c"

}

{
"State": "avail abl e",
"Regi onNane": "us-east-1",
"Messages": [],
"ZoneNane": "us-east-1d"

}

To find your regions and Availability Zones using the Amazon EC2 CLI

1.

Use the ec2-describe-regions command as follows to describe your regions.

PROVPT> ec2-descri be-regi ons

REG ON us-east-1 ec2.us-east-1. amazonaws. com

REG ON ap-northeast-1 ec2.ap-northeast-1.amazonaws. com
REG ON ap-southeast-1 ec2. ap-southeast-1. amazonaws. com

Use the ec2-describe-availability-zones command as follows to describe your Availability Zones
within the us- east - 1 region.

PROWPT> ec2-describe-availability-zones --region us-east-1
AVAI LABI LI TYZONE us-east-1a avail able us-east-1
AVAI LABI LI TYZONE us-east-1b avail abl e us-east-1
AVAI LABI LI TYZONE us-east-1c avail able us-east-1
AVAI LABI LI TYZONE us-east-1d avail abl e us-east-1

Specifying the Region for a Resource

Every time you create an Amazon EC2 resource, you can specify the region for the resource. You can
specify the region for a resource using the AWS Management Console or the command line.

To specify the region for a resource using the console

1.
2.

Open the Amazon EC2 console.
Use the region selector in the navigation bar.
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LIS East (M. Virginia)

US West {Oregon)

LIS West (M. California)
EU {Ireland)

EU (Frankfurt)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (S8o Paulo)

To specify the default region using the command line

You can set the value of an environment variable to the desired regional endpoint (for example,
https://ec2. us-west-1. anazonaws. con):

 AWS_DEFAULT_REG ON (AWS CLI)
¢ EC2_URL (Amazon EC2 CLI)

Alternatively, you can use the - - r egi on command line option with each individual command. For example,
--region us-west-1.

For more information about the endpoints for Amazon EC2, see Amazon Elastic Compute Cloud Endpoints.

Launching Instances in an Availability Zone

When you launch an instance, select a region that puts your instances closer to specific customers, or
meets the legal or other requirements you have. By launching your instances in separate Availability
Zones, you can protect your applications from the failure of a single location.

When you launch an instance, you can optionally specify an Availability Zone in the region that you are
using. If you do not specify an Availability Zone, we select one for you. When you launch your initial
instances, we recommend that you accept the default Availability Zone, because this enables us to select
the best Availability Zone for you based on system health and available capacity. If you launch additional
instances, only specify an Availability Zone if your new instances must be close to, or separated from,
your running instances.

To specify an Availability Zone for your instance using the console

1. Open the Amazon EC2 console.
2. On the dashboard, click Launch Instance.
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3. Follow the directions for the wizard. On the Configure Instance Details page, do the following:

» [EC2-Classic] Select one of the Availability Zone options from the list, or select No Preference to
enable us to select the best one for you.

Availability Zone (j Mo preference -

* [EC2-VPC] Select one of the subnet options from the list, or select No preference (default subnet
in any Availability Zone) to enable us to select the best one for you.

Subnet (j Mo preference (default subnet in any Availability Zong) - Create new subr

To specify an Availability Zone for your instance using the AWS CLI
You can use the run-instances command with one of the following options:

¢ [EC2-Classic] - - pl acenent
¢ [EC2-VPC]--subnet-id

To specify an Availability Zone for your instance using the Amazon EC2 CLI
You can use the ec2-run-instances command with one of the following options:

¢ [EC2-Classic] - - avai | abi l i ty-zone
¢ [EC2-VPC] - - subnet

Migrating an Instance to Another Availability Zone

If you need to, you can migrate an instance from one Availability Zone to another. For example, if you
are trying to modify the instance type of your instance and we can't launch an instance of the new instance
type in the current Availability Zone, you could migrate the instance to an Availability Zone where we can
launch an instance of that instance type.

The migration process involves creating an AMI from the original instance, launching an instance in the
new Availability Zone, and updating the configuration of the new instance, as shown in the following
procedure.

To migrate an instance to another Availability Zone

1. Create an AMI from the instance. The procedure depends on the operating system and the type of
root device volume for the instance. For more information, see the documentation that corresponds
to your operating system and root device volume:

¢ Creating an Amazon EBS-Backed Linux AMI (p. 74)
¢ Creating an Instance Store-Backed Linux AMI (p. 77)
¢ Creating an Amazon EBS-Backed Windows AMI

¢ Creating an Instance Store-Backed Windows AMI

2. [EC2-VPC]If you need to preserve the private IP address of the instance, you must delete the subnet
in the current Availability Zone and then create a subnet in the new Availability Zone with the same
IP address range as the original subnet. Note that you must terminate all instances in a subnet before
you can delete it. Therefore, you should move all instances in the current subnet to the new subnet.
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3. Launch an instance from the AMI that you just created, specifying the new Availability Zone or subnet.
You can use the same instance type as the original instance, or select a new instance type. For more
information, see Launching Instances in an Availability Zone (p. 12).

4. If the original instance has an associated Elastic IP address, associate it with the new instance. For
more information, see Associating an Elastic IP Address with a Different Running Instance (p. 496).

5. If the original instance is a Reserved Instance, change the Availability Zone for your reservation. (If
you also changed the instance type, you can also change the instance type for your reservation.)
For more information, see Submitting Modification Requests (p. 195).

6. (Optional) Terminate the original instance. For more information, see Terminating an Instance (p. 287).

Amazon EC2 Root Device Volume

When you launch an instance, the root device volume contains the image used to boot the instance.
When we introduced Amazon EC2, all AMIs were backed by Amazon EC2 instance store, which means
the root device for an instance launched from the AMI is an instance store volume created from a template
stored in Amazon S3. After we introduced Amazon EBS, we introduced AMls that are backed by Amazon
EBS. This means that the root device for an instance launched from the AMI is an Amazon EBS volume
created from an Amazon EBS snapshot. You can choose between AMIs backed by Amazon EC2 instance
store and AMlIs backed by Amazon EBS. We recommend that you use AMIs backed by Amazon EBS,
because they launch faster and use persistent storage.

Topics
¢ Root Device Storage Concepts (p. 14)
¢ Choosing an AMI by Root Device Type (p. 16)
¢ Determining the Root Device Type of Your Instance (p. 17)
¢ Changing the Root Device Volume to Persist (p. 17)

Root Device Storage Concepts

You can launch an instance from one of two types of AMIs: an instance store-backed AMI or an Amazon
EBS-backed AMI. The description of an AMI includes which type of AMI it is; you'll see the root device
referred to in some places as either ebs (for Amazon EBS-backed) or i nst ance st or e (for instance
store-backed). This is important because there are significant differences between what you can do with
each type of AMI. For more information about these differences, see Storage for the Root Device (p. 54).

Instance Store-backed Instances

Instances that use instance stores for the root device automatically have instance store volumes available,
with one serving as the root device volume. When an instance is launched, the image that is used to boot
the instance is copied to the root volume (typically sdal). Any data on the instance store volumes persists
as long as the instance is running, but this data is deleted when the instance is terminated (instance
store-backed instances do not support the Stop action) or if it fails (such as if an underlying drive has
issues).
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After an instance store-backed instance fails or terminates, it cannot be restored. If you plan to use
Amazon EC2 instance store-backed instances, we highly recommend that you distribute the data on your
instance stores across multiple Availability Zones. You should also back up the data on your instance
store volumes to persistent storage on a regular basis.

For more information, see Amazon EC2 Instance Store (p. 589).
Amazon EBS-backed Instances

Instances that use Amazon EBS for the root device automatically have an Amazon EBS volume attached.
When you launch an Amazon EBS-backed instance, we create an Amazon EBS volume for each Amazon
EBS snhapshot referenced by the AMI you use. You can optionally use other Amazon EBS volumes or
instance store volumes.
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An Amazon EBS-backed instance can be stopped and later restarted without affecting data stored in the
attached volumes. There are various instance— and volume-related tasks you can do when an Amazon
EBS-backed instance is in a stopped state. For example, you can modify the properties of the instance,
you can change the size of your instance or update the kernel it is using, or you can attach your root
volume to a different running instance for debugging or any other purpose.

By default, the root device volume and the other Amazon EBS volumes attached when you launch an
Amazon EBS-backed instance are automatically deleted when the instance terminates. For information
about how to change this behavior when you launch an instance, see Changing the Root Device Volume
to Persist (p. 17).

By default, any Amazon EBS volumes that you attach to a running instance are detached with their data
intact when the instance terminates. You can attach a detached volume to any running instance.

If an Amazon EBS-backed instance fails, you can restore your session by following one of these methods:

¢ Stop and then start again (try this method first).
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» Automatically snapshot all relevant volumes and create a new AMI. For more information, see Creating
an Amazon EBS-Backed Linux AMI (p. 74).

¢ Attach the volume to the new instance by following these steps:
1. Create a snapshot of the root volume.

2. Register a new AMI using the snapshot.
3. Launch a new instance from the new AMI.
4. Detach the remaining Amazon EBS volumes from the old instance.

5. Reattach the Amazon EBS volumes to the new instance.

Choosing an AMI by Root Device Type

The AMI that you specify when you launch your instance determines the type of root device volume that
your instance has.

To choose an Amazon EBS-backed AMI using the console

1. Open the Amazon EC2 console.
2. In the navigation pane, click AMIs.

3. From the filter lists, select the image type (such as Public images). In the search bar click Platform
to select the operating system (such as Amazon Linux), and Root Device Type to select EBS
images.

4. (Optional) To get additional information to help you make your choice, click the Show/Hide Columns
icon, update the columns to display, and click Close.

5. Choose an AMI and write down its AMI ID.

To choose an instance store-backed AMI using the console

1. Open the Amazon EC2 console.
2. In the navigation pane, click AMIs.

3. From the filter lists, select the image type (such as Public images). In the search bar, click Platform
to select the operating system (such as Amazon Linux), and Root Device Type to select Instance
store.

4. (Optional) To get additional information to help you make your choice, click the Show/Hide Columns
icon, update the columns to display, and click Close.

5. Choose an AMI and write down its AMI ID.

To verify the type of the root device volume of an AMI using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ describe-images (AWS CLI)
e ec2-describe-images (Amazon EC2 CLI)
¢ Get-EC2Image (AWS Tools for Windows PowerShell)
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Determining the Root Device Type of Your Instance

To determine the root device type of an instance using the console

1. Open the Amazon EC2 console.
2. Inthe navigation pane, click Instances, and select the instance.
3. Check the value of Root device type in the Description tab as follows:

« If the value is ebs, this is an Amazon EBS-backed instance.
« |fthe value isi nst ance st or e, this is an instance store-backed instance.

To determine the root device type of an instance using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ describe-instances (AWS CLI)
¢ ec2-describe-instances (Amazon EC2 CLI)
¢ Get-EC2Instance (AWS Tools for Windows PowerShell)

Changing the Root Device Volume to Persist

By default, the root device volume for an AMI backed by Amazon EBS is deleted when the instance
terminates. To change the default behavior, set the Del et eOnTer ni nat i on attribute to f al se using a
block device mapping.

Changing the Root Volume to Persist Using the Console

Using the console, you can change the Del et eOnTer i nat i on attribute when you launch an instance.
To change this attribute for a running instance, you must use the command line.

To change the root device volume of an instance to persist at launch using the console

1. Open the Amazon EC2 console.

2. From the Amazon EC2 console dashboard, click Launch Instance.

3. Onthe Choose an Amazon Machine Image (AMI) page, choose the AMI to use and click Select.

4. Follow the wizard to complete the Choose an Instance Type and Configure Instance Details
pages.

5. Onthe Add Storage page, deselect the Delete On Termination check box for the root volume.

6. Complete the remaining wizard pages, and then click Launch.

You can verify the setting by viewing details for the root device volume on the instance's details pane.
Next to Block devices, click the entry for the root device volume. By default, Delete on termination is
Tr ue. If you change the default behavior, Delete on termination is Fal se.
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Changing the Root Volume of an Instance to Persist Using
the AWS CLI

Using the AWS CLI, you can change the Del et eOnTer mi nat i on attribute when you launch an instance
or while the instance is running. The root device is typically / dev/ sdal (Linux) or xvda (Windows).

Example at Launch

Use the run-instances command to preserve the root volume by including a block device mapping that
sets its Del et eOnTer mi nat i on attribute for to f al se.

$ aws ec2 run-instances --image-id am -1a2b3c4d --bl ock-devi ce- mappi ngs
"[{"Devi ceNane": "/ dev/sdal", "Ebs": {"Del eteOnTermi nation":fal se}}]' other para
nmeters. ..

You can confirm that Del et eOnTer mi nati on is f al se by using the describe-instances command and
looking for the Bl ockDevi ceMappi ngs entry for / dev/ sdal in the command output, as shown here.

"Bl ockDevi ceMappi ngs": [

{
"Devi ceNane": "/dev/sdal",
"Ebs": {
"Status": "attached",
"Del eteOnTerm nation": fal se,
"Vol unel d": "vol -877166c¢c8",
"AttachTine": "2013-07-19T02: 42: 39. 000"
}
}

Example While the Instance is Running

Use the modify-instance-attribute command to preserve the root volume by including a block device
mapping that sets its Del et eOnTer mi nat i on attribute to f al se.

$ aws ec2 nodify-instance-attribute --instance-id i-5203422c --bl ock-device-
mappi ngs ' [{"Devi ceNane":"/dev/sdal", "Ebs":{"Del eteOnTerni nation":fal se}}]"’

Changing the Root Volume of an Instance to Persist Using
the Amazon EC2 CLI

Using the Amazon EC2 CLI, you can change the Del et eOnTer mi nat i on attribute when you launch an
instance or while the instance is running. The root device is typically / dev/ sdal (Linux) or xvda
(Windows).

Example at Launch

Use the ec2-run-instances command to include a block device mapping that sets the
Del et eOnTer m nat i on flag for the root device to f al se. Include the - v option to run the command in
verbose mode.
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$ ec2-run-instances am -1la2b3c4d -b "/dev/sdal=::false" other paraneters...
-V

By running the command in verbose mode, you can see the underlying request and response, and confirm
that Del et eOnTer mi nat i on is f al se, as shown here.

<bl ockDevi ceMappi ng>
<itenp
<devi ceNane>/ dev/ sdal</ devi ceNane>
<ebs>
<del et eOnTer m nat i on>f al se</ del et eOnTer m nati on>
</ ebs>
</litenpr
</ bl ockDevi ceMappi ng>

Example While the Instance is Running

Use the ec2-modify-instance-attribute command to preserve the root volume by setting its
Del et eOnTer mi nat i on attribute to f al se.

$ ec2-nodify-instance-attribute i-5203422c -b "/dev/sdal=::fal se"
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Setting Up with Amazon EC2

If you've already signed up for Amazon Web Services (AWS), you can start using Amazon EC2 immediately.
You can open the Amazon EC2 console, click Launch Instance, and follow the steps in the launch wizard
to launch your first instance.

If you haven't signed up for AWS yet, or if you need assistance launching your first instance, complete
the following tasks to get set up to use Amazon EC2:

. Sign Up for AWS (p. 20)

. Create an IAM User (p. 21)

. Create a Key Pair (p. 22)

. Create a Virtual Private Cloud (VPC) (p. 23)

a A W N -

. Create a Security Group (p. 24)

Sign Up for AWS

When you sign up for Amazon Web Services (AWS), your AWS account is automatically signed up for
all services in AWS, including Amazon EC2. You are charged only for the services that you use.

With Amazon EC2, you pay only for what you use. If you are a new AWS customer, you can get started
with Amazon EC2 for free. For more information, see AWS Free Tier.

If you have an AWS account already, skip to the next task. If you don't have an AWS account, use the
following procedure to create one.

To create an AWS account

1. Open http://aws.amazon.com/, and then click Sign Up.
2. Follow the on-screen instructions.

Part of the sign-up procedure involves receiving a phone call and entering a PIN using the phone
keypad.

Note your AWS account number, because you'll need it for the next task.
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Create an IAM User

Services in AWS, such as Amazon EC2, require that you provide credentials when you access them, so
that the service can determine whether you have permission to access its resources. The console requires
your password. You can create access keys for your AWS account to access the command line interface
or API. However, we don't recommend that you access AWS using the credentials for your AWS account;
we recommend that you use AWS Identity and Access Management (IAM) instead. Create an IAM user,
and then add the user to an IAM group with administrative permissions or and grant this user administrative
permissions. You can then access AWS using a special URL and the credentials for the IAM user.

If you signed up for AWS but have not created an IAM user for yourself, you can create one using the
IAM console. If you aren't familiar with using the console, see Working with the AWS Management Console
for an overview.

To create the Administrators group

1. Signinto the AWS Management Console and open the IAM console at https://
console.aws.amazon.com/iam/.

2. In the navigation pane, click Groups, then click Create New Group.
3. Inthe Group Name box, type Adni ni strat or s and then click Next Step.

4. Inthe list of policies, select the check box next to the AdministratorAccess policy. You can use the
Filter menu and the Search box to filter the list of policies.

5. Click Next Step, then click Create Group.

Your new group is listed under Group Name.

To create an IAM user for yourself, add the user to the Administrators group, and create
a password for the user

1. Inthe navigation pane, click Users and then click Create New Users.

2. Inbox 1, enter a user name. Clear the check box next to Generate an access key for each user,
then click Create.

3. Inthe list of users, click the name (not the check box) of the user you just created. You can use the
Search box to search for the user name.

In the Groups section, click Add User to Groups.
Select the check box next to the Administrators group, then click Add to Groups.
Scroll down to the Security Credentials section. Under Sign-In Credentials, click Manage Password.

Select Assign a custom password, then enter a password in the Password and Confirm Password
boxes. When you are finished, click Apply.

N o oA

To sign in as this new IAM user, sign out of the AWS console, then use the following URL, where
your_aws_account_id is your AWS account number without the hyphens (for example, if your AWS
account number is 1234- 5678- 9012, your AWS account ID is 123456789012):

https://your_aws_account _i d. si gni n. aws. amazon. conm consol e/

Enter the IAM user name and password that you just created. When you're signed in, the navigation bar
displays "your_user_name @ your_aws_account_id".

If you don't want the URL for your sign-in page to contain your AWS account ID, you can create an account
alias. From the 1AM dashboard, click Customize and enter an alias, such as your company name. To
sign in after you create an account alias, use the following URL:
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https://your_account_alias. signin.aws. amazon. coni consol e/

To verify the sign-in link for IAM users for your account, open the IAM console and check under IAM
users sign-in link on the dashboard.

For more information about IAM, see IAM and Amazon EC2 (p. 419).

Create a Key Pair

AWS uses public-key cryptography to secure the login information for your instance. A Linux instance
has no password; you use a key pair to log in to your instance securely. You specify the name of the key
pair when you launch your instance, then provide the private key when you log in using SSH.

If you haven't created a key pair already, you can create one using the Amazon EC2 console. Note that
if you plan to launch instances in multiple regions, you'll need to create a key pair in each region. For
more information about regions, see Regions and Availability Zones (p. 7).

To create a key pair

1. Signinto AWS using the URL that you created in the previous section. Open the Amazon EC2
console.

2. From the navigation bar, select a region for the key pair. You can select any region that's available
to you, regardless of your location. However, key pairs are specific to a region; for example, if you
plan to launch an instance in the US West (Oregon) region, you must create a key pair for the instance
in the US West (Oregon) region.

LIS East (M. Virginia)
US West (Oregon)

LIS West (M. California)
EU (Ireland)

EU (Frankfurt)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (S8o0 Paulo)

3. Click Key Pairs in the navigation pane.
4. Click Create Key Pair.

5. Enter a name for the new key pair in the Key pair name field of the Create Key Pair dialog box, and
then click Create. Choose a name that is easy for you to remember, such as your IAM user name,
followed by - key- pai r, plus the region name. For example, me-key-pair-uswest2.
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The private key file is automatically downloaded by your browser. The base file name is the name
you specified as the name of your key pair, and the file name extension is . pem Save the private
key file in a safe place.

Important

This is the only chance for you to save the private key file. You'll need to provide the name
of your key pair when you launch an instance and the corresponding private key each time
you connect to the instance.

If you will use an SSH client on a Mac or Linux computer to connect to your Linux instance, use the
following command to set the permissions of your private key file so that only you can read it.

$ chnmod 400 your _user_nane- key- pai r-regi on_nane. pem

For more information, see Amazon EC2 Key Pairs (p. 402).

To connect to your instance using your key pair

To your Linux instance from a computer running Mac or Linux, you'll specify the . pemfile to your SSH
client with the - i option and the path to your private key. To connect to your Linux instance from a
computer running Windows, you can use either MindTerm or PuTTY. If you plan to use PuTTY, you'll
need to install it and use the following procedure to convert the . pemfile to a . ppk file.

(Optional) To prepare to connect to a Linux instance from Windows using PuTTY

1.

Download and install PUTTY from http://www.chiark.greenend.org.uk/~sgtatham/putty/. Be sure to
install the entire suite.

Start PuTTYgen (for example, from the Start menu, click All Programs > PuTTY > PuTTYgen).
Under Type of key to generate, select SSH-2 RSA.

Parameters

Type of key to generate:
() §SH-1 (RSA) @ SSH-2 RSA () SSH-2 DSA

Number of bits in a generated key: 1024

Click Load. By default, PuTTYgen displays only files with the extension . ppk. To locate your . pem
file, select the option to display files of all types.

File name: - [Pu'I'I'Y Private Key Files (*.ppk) ']

PuTTY Private Ki Files (*.iik)

Select the private key file that you created in the previous procedure and click Open. Click OK to
dismiss the confirmation dialog box.

Click Save private key. PuTTYgen displays a warning about saving the key without a passphrase.
Click Yes.

Specify the same name for the key that you used for the key pair. PUTTY automatically adds the
. ppk file extension.

Create a Virtual Private Cloud (VPC)

Amazon VPC enables you to launch AWS resources into a virtual network that you've defined. If you
have a default VPC, you can skip this section and move to the next task, Create a Security Group (p. 24).
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To determine whether you have a default VPC, see Supported Platforms in the Amazon EC2
Console (p. 465). Otherwise, you can create a nondefault VPC in your account using the steps below.

Important
If your account supports EC2-Classic in a region, then you do not have a default VPC in that
region. T2 instances must be launched into a VPC.

To create a nondefault VPC

1. Open the Amazon VPC console at https://console.aws.amazon.com/vpc/.

2. From the navigation bar, select a region for the VPC. VPCs are specific to a region, so you should
select the same region in which you created your key pair.

3. Onthe VPC dashboard, click Start VPC Wizard.

4. Onthe Step 1: Select a VPC Configuration page, ensure that VPC with a Single Public Subnet
is selected, and click Select.

5. Onthe Step 2: VPC with a Single Public Subnet page, enter a friendly name for your VPC in the
VPC name field. Leave the other default configuration settings, and click Create VPC. On the
confirmation page, click OK.

For more information about Amazon VPC, see What is Amazon VPC? in the Amazon VPC User Guide.

Create a Security Group

Security groups act as a firewall for associated instances, controlling both inbound and outbound traffic
at the instance level. You must add rules to a security group that enable you to connect to your instance
from your IP address using SSH. You can also add rules that allow inbound and outbound HTTP and
HTTPS access from anywhere.

Note that if you plan to launch instances in multiple regions, you'll need to create a security group in each
region. For more information about regions, see Regions and Availability Zones (p. 7).

Prerequisites

You'll need the public IP address of your local computer, which you can get using a service. For example,
we provide the following service: http://checkip.amazonaws.com/. To locate another service that provides
your IP address, use the search phrase "what is my IP address." If you are connecting through an Internet
service provider (ISP) or from behind a firewall without a static IP address, you need to find out the range
of IP addresses used by client computers.

To create a security group with least privilege

1. Openthe Amazon EC2 console.
Tip
Alternatively, you can use the Amazon VPC console to create a security group. However,
the instructions in this procedure don't match the Amazon VPC console. Therefore, if you
switched to the Amazon VPC console in the previous section, either switch back to the

Amazon EC2 console and use these instructions, or use the instructions in Set Up a Security
Group for Your VPC in the Amazon VPC Getting Started Guide.

2. From the navigation bar, select a region for the security group. Security groups are specific to a
region, so you should select the same region in which you created your key pair.
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LIS East (M. Virginia)

US West {Oregon)

LIS West (M. California)
EU {Ireland)

EU (Frankfurt)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (S8o Paulo)

3. Click Security Groups in the navigation pane.

4. Click Create Security Group.

5. Enter a name for the new security group and a description. Choose a name that is easy for you to
remember, such as your IAM user name, followed by _SG_, plus the region name. For example,
me_SG_uswest?2.

6. Inthe VPC list, select your VPC. If you have a default VPC, it's the one that is marked with an asterisk
).

Note
If your account supports EC2-Classic, select the VPC that you created in the previous task.

7. Onthe Inbound tab, create the following rules (click Add Rule for each new rule), and then click
Create:

e Select HTTP from the Type list, and make sure that Source is set to Anywhere (0. 0. 0. 0/ 0).
¢ Select HTTPS from the Type list, and make sure that Source is set to Anywhere (0. 0. 0. 0/ 0).

¢ Select SSH from the Type list. In the Source box, ensure Custom IP is selected, and specify the
public IP address of your computer or network in CIDR notation. To specify an individual IP address
in CIDR notation, add the routing prefix / 32. For example, if your IP address is 203. 0. 113. 25,
specify 203. 0. 113. 25/ 32. If your company allocates addresses from a range, specify the entire
range, such as 203. 0. 113. 0/ 24.

Caution
For security reasons, we don't recommend that you allow SSH access from all IP addresses
(0. 0. 0. 0/ 0) to your instance, except for testing purposes and only for a short time.

For more information, see Amazon EC2 Security Groups for Linux Instances (p. 411).
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Getting Started with Amazon EC2
Linux Instances

Let's get started with Amazon Elastic Compute Cloud (Amazon EC2) by launching, connecting to, and
using a Linux instance. We'll use the AWS Management Console, a point-and-click web-based interface,
to launch and connect to a Linux instance.

Important
Before you begin, be sure that you've completed the steps in Setting Up with Amazon EC2.

The instance is an Amazon EBS-backed instance (meaning that the root volume is an Amazon EBS
volume). We'll also create and attach an additional Amazon EBS volume. You can either specify the
Availability Zone in which to launch your instance, or let us select an Availability Zone for you. When you
launch your instance, you secure it by specifying a key pair and security group. (You created these when
getting set up.) When you connect to your instance, you must specify the private key of the key pair that
you specified when launching your instance.

5 ¢
Internet’

Instance
Security Group

Private key

Pl | i
Root Volume
Amazon EBS

— e /I
To complete this exercise, perform the following tasks:

1. Launch an Amazon EC2 Instance (p. 27)

2. Connect to Your Instance (p. 28)

3. (Optional) Add a Volume to Your Instance (p. 31)
4. Clean Up Your Instance and Volume (p. 34)
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Related Topics

« If you'd prefer to launch a Windows instance, see this tutorial in the Amazon EC2 User Guide for
Microsoft Windows Instances: Getting Started with Amazon EC2 Windows Instances.

« If you'd prefer to use the AWS CLI, see this tutorial in the AWS Command Line Interface User Guide:
Using Amazon EC2 through the AWS CLI.

« If you'd prefer to use the Amazon EC2 CLI, see this tutorial in the Amazon EC2 Command Line
Reference: Launching an Instance Using the Amazon EC2 CLI.

Launch an Amazon EC2 Instance

You can launch a Linux instance using the AWS Management Console as described in this topic. Before
you begin, be sure that you've completed the steps in Get Set Up for Amazon EC2. After you've launched
your instance, you can connect to it and use it. For more information, see Connect to Your Instance (p. 28).

If you'd prefer to launch and connect to a Windows instance, see Getting Started with Amazon EC2
Windows Instances.

Important

When you sign up for AWS, you can get started with Amazon EC2 for free using the AWS Free
Tier. If you created your AWS account less than 12 months ago, and have not already exceeded
the free tier benefits for Amazon EC2 and Amazon EBS, it will not cost you anything to complete
this tutorial, because we help you select options that are within the free tier benefits. Otherwise,
you'll incur the standard Amazon EC2 usage fees from the time that you launch the instance
until you terminate the instance (which is the final task of this tutorial), even if it remains idle.
The total charges to complete this tutorial are minimal (typically only a few dollars).

The following procedure is intended to help you launch your first instance quickly and doesn't go through
all possible options. For more information about the advanced options, see Launching an Instance.

To launch an instance

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. From the console dashboard, click Launch Instance.

3. The Choose an Amazon Machine Image (AMI) page displays a list of basic configurations, called
Amazon Machine Images (AMIs), that serve as templates for your instance. Select the HVM edition
of the Amazon Linux AMI. Notice that this configuration is marked "Free tier eligible."

4. Onthe Choose an Instance Type page, you can select the hardware configuration of your instance.
Select one of the following instance types, which are the only instance types eligible for the free tier.

e t2. m cro (which is selected by default)

e tl.mcro(select Al generations from the filter list instead of Current generati on, and
then selectt 1. mi cr o)

5. (t2.m cro) T2 instances, such ast 2. m cr o, must be launched into a VPC. If your AWS account
supports EC2-Classic and you do not have a VPC in the selected region, the launch wizard creates
a VPC for you and you can continue to the next step in this procedure. Otherwise, if you have one
or more VPCs (such as a default VPC), the Review and Launch button is disabled and you must
do the following:

Click Next: Configure Instance Details.
Select your VPC from the Network list and select a subnet from the Subnet list.

c. Select Enabl e from Auto-assign Public IP. Note that Enabl e is the default only if the VPC is
a default VPC.
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10.

11.

Click Review and Launch to let the wizard complete the other configuration settings for you.

On the Review Instance Launch page, under Security Groups, you'll see that the wizard created
and selected a security group for you. Instead, select the security group that you created when getting
set up using the following steps:

a. Click Edit security groups.

b. Onthe Configure Security Group page, ensure the Select an existing security group option
is selected.

c. Selectyour security group from the list of existing security groups, and click Review and Launch.

On the Review Instance Launch page, click Launch.

In the Select an existing key pair or create a new key pair dialog box, select Choose an existing
key pair, then select the key pair you created when getting set up.

Alternatively, you can create a new key pair. Select Create a new key pair, enter a name for the
key pair, and then click Download Key Pair. This is the only chance for you to save the private key
file, so be sure to download it. Save the private key file in a safe place. You'll need to provide the
name of your key pair when you launch an instance and the corresponding private key each time
you connect to the instance.

A key pair enables you to connect to a Linux instance through SSH. Therefore, don't select the
Proceed without a key pair option. If you launch your instance without a key pair, then you can't
connect to it.

When you are ready, select the acknowledgment check box, and then click Launch Instances.

A confirmation page lets you know that your instance is launching. Click View Instances to close
the confirmation page and return to the console.

On the Instances screen, you can view the status of your instance. It takes a short time for an
instance to launch. When you launch an instance, its initial state is pendi ng. After the instance
starts, its state changes to r unni ng, and it receives a public DNS name. (If the Public DNS column
is hidden, click the Show/Hide icon and select Public DNS.)

After you launch your instance, you can connect to it and use it the way that you'd use a computer sitting
in front of you.

Note

It may take a couple of minutes after launch for your running instance to finish provisioning so
that you can connect to it. Check that your instance has passed its status checks - you can view
this information in the Status Checks column on the Instances page. If you receive an error
while attempting to connect to your instance, see Troubleshooting Connecting to Your Instance.

Before you try to connect to your instance, be sure that you've completed the following tasks:

* Get the public DNS name of the instance
You can get the public DNS for your instance using the Amazon EC2 console (check the Public DNS
column; if this column is hidden, click the Show/Hide icon and select Public DNS). If you prefer, you
can use the describe-instances (AWS CLI) or ec2-describe-instances (Amazon EC2 CLI) command.

» Locate the private key
You'll need the fully-qualified path of the . pemfile for the key pair that you specified when you launched
the instance.

¢ Enable inbound SSH traffic from your IP address to your instance
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Ensure that the security group associated with your instance allows incoming SSH traffic from your IP
address. For more information, see Authorizing Network Access to Your Instances.

Important
Your default security group does not allow incoming SSH traffic by default.

There are several ways to connect to a Linux instance. Choose the method that meets your needs:

¢ Option 1: Connect Using Your Browser (p. 29)
¢ Option 2: Connect from Windows Using PuTTY (p. 30)
¢ Option 3: Connect from Mac or Linux Using an SSH Client (p. 31)

Next Step
After you've successfully launched and connected to your instance, you can do any of the following:

¢ Continue to the next step in this tutorial, Add a VVolume to Your Instance (p. 31).

« Continue using this instance with a different tutorial, such as Installing a LAMP Web Server or Hosting
a WordPress Blog.

¢ Skip to the last step in this tutorial, Clean Up Your Instance and Volume (p. 34), to terminate the instance
so that you don't continue to incur charges.

Option 1: Connect Using Your Browser

You must have Java installed and enabled in the browser. If you don't have Java already, you can contact
your system administrator to get it installed, or follow the steps outlined in the following pages: Install
Java and Enable Java in your web browser.

To connect to your Linux instance using a web browser

From the Amazon EC2 console, click Instances in the navigation pane.
Select the instance, and then click Connect.
Click A Java SSH client directly from my browser (Java required).

Amazon EC2 automatically detects the public DNS name of your instance and populates Public
DNS for you. It also detects the key pair that you specified when you launched the instance. Complete
the following, and then click Launch SSH Client.

P obdPE

a. InUser name, enter ec2- user.
Tip
For Amazon Linux, the user name is ec2- user . For RHEL5, the user name is either
r oot or ec2- user . For Ubuntu, the user name is ubunt u. For Fedora, the user name
is either f edor a or ec2- user . For SUSE Linux, the user name is r oot . Otherwise, if
ec2-user and r oot don't work, check with your AMI provider.

b. In Private key path, enter the fully qualified path to your private key (. pen file, including the
key pair name; for example:

C:. \ KeyPai r s\ ny- key- pai r. pem
c. (Optional) Click Store in browser cache to store the location of the private key in your browser

cache. This enables Amazon EC2 to detect the location of the private key in subsequent browser
sessions, until you clear your browser's cache.
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5. If necessary, click Yes to trust the certificate, and click Run to run the MindTerm client.

6. If this is your first time running MindTerm, a series of dialog boxes asks you to accept the license
agreement, to confirm setup for your home directory, and to confirm setup of the known hosts directory.
Confirm these settings.

7. Adialog prompts you to add the host to your set of known hosts. If you do not want to store the host
key information on your local computer, click No.

8. A window opens and you are connected to your instance.

Note
If you clicked No in the previous step, you'll see the following message, which is expected:

Verification of server key disabled in this session.

Option 2: Connect from Windows Using PuTTY

PuUTTY doesn't use . pemfiles, it uses . ppk files. If you haven't already generated a . ppk file, do so now.
For more information, see To prepare to connect to a Linux instance from Windows using PuTTY.

To connect to your Linux instance using PuTTY

1. Start PUTTY (from the Start menu, click All Programs > PuTTY > PuTTY).
2. Inthe Category pane, select Session and complete the following fields:

a. Inthe Host Name box, enter ec2-user@public_dns_name.
b. Under Connection type, select SSH.
c. Ensure that Port is 22.

#2 PUTTY Configuration l X
Category:
]+ Session Basic options for your PuTTY session
E| ) T;;mLiA;galgIng Specify the destination you want to connect to
Keyboard Host Name (or IP address) Port
Bel ec2user@ec2-198 511001 compute-1. - 22
Features Connection type:
- Window () Raw () Telnet () Rlogin @ SSH () Serial
: ggﬁ::::;:e Load, save or delete a stored session
Translation Saved Sessions

Selection
Colours
(=) Connection

. Prosy
- Telnet
. Hlogin
[-55H
- Serial Close window on ext:
() Always  (C) Never @ Only on clean exit
I
Com I = ) e e

3. Inthe Category pane, expand Connection, expand SSH, and then select Auth. Complete the
following:

a. Click Browse.
b. Select the . ppk file that you generated for your key pair, and then click Open.
c. Click Open to start the PUuTTY session.
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Category:

ﬁ PuTTY Configuration

=) Teminal
Keyboard
Bell
- Features

- Window

- Appearance
Behaviour
Translation
Selection

i b Colours

- Connection

m

(7 el

Options controling 55H authentication

[ Bypass authentication entirely (SSH-2 only)
Display pre-authertication banner (SSH-2 anly)

Authentication methods

Attempt authertication using Pageant

[7] Attempt TIS or CryptoCard auth (SSH-1)
Attempt "keyboard-interactive” auth (SSH-2)

Authentication parameters
[7] Mlow agent forwarding
[7] Mllow attempted changes of usemame in S5H-2

Private key file for authentication:
C:\Keys'my-key-pair.ppk

Open ] [ Cancel

]

4. If this is the first time you have connected to this instance, PUTTY displays a security alert dialog
box that asks whether you trust the host you are connecting to. Click Yes. A window opens and you
are connected to your instance.

Option 3: Connect from Mac or Linux Using an

SSH Client

Your Mac or Linux computer most likely includes an SSH client by default. You can check for an SSH
client by typing ssh at the command line. If your computer doesn't recognize the command, the OpenSSH
project provides a free implementation of the full suite of SSH tools. For more information, see
http://www.openssh.org.

Open your command shell and run the following command:

$ ssh -i

/ pat h/ key_pai r. pem ec2-user @ubl i c_dns_nane

Tip

For Amazon Linux, the user name is ec2- user . For RHELD5, the user name is either r oot or

ec2- user . For Ubuntu, the user name is ubunt u. For Fedora, the user name is either f edor a
or ec2-user . For SUSE Linux, the user name is r oot . Otherwise, if ec2- user and r oot don't
work, check with your AMI provider.

Add aVolume to Your Instance

Now that you've launched and connected to your Linux instance, you can run the following command on
your instance to view its mounted volumes.

[ec2-user ~]$ df -h

For a micro instance, your output should look something like this.

APl Version 2014-10-01

31


http://www.openssh.org/

Amazon Elastic Compute Cloud User Guide for Linux
Step 3: Add aVolume

Fi |l esystem Si ze Used Avail Use% Mounted on
/ dev/ xvdal 8.0G6 1.1G 6.9G 14%/
tnpfs 298M 0 298M 0%/ dev/shm

The / dev/ xvdal volume is the root device volume. It contains the image used to boot the instance.
Notice that there's some room to install additional software on your instance (only 14% of the file system
is being used above). For example, you can use the yum command to download and install packages.

If you need additional storage for your data, a simple solution is to add Amazon EBS volumes to your
instance. An Amazon EBS volume serves as network-attached storage for your instance. Let's add a
volume to the Linux instance that you've launched. First we'll use the EC2 console to create the volume
and attach it to the instance, and then we'll mount the volume to make it available.

To create and attach an Amazon EBS volume

1.
2.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

In the navigation bar, select the region in which you created your instance, and then click Instances
in the navigation pane.

The console displays the list of current instances in that region. Select your Linux instance. In the
Description tab in the bottom pane note the Availability Zone for the instance.

In the navigation pane, under Elastic Block Store, click Volumes.
Click Create Volume.

Configure the following, and then click Create:

¢ Select the General Purpose (SSD) volume type to create a General Purpose (SSD) EBS volume.

Note

Some AWS accounts created before 2012 might have access to Availability Zones in
us-east-1, us-west-1, or ap-northeast-1 that do not support SSD volumes such as
Provisioned IOPS (SSD) and General Purpose (SSD). If you are unable to create an SSD
volume (or launch an instance with an SSD volume in its block device mapping) in one
of these regions, try a different Availability Zone in the region. You can verify that an
Availability Zone supports General Purpose (SSD) and Provisioned IOPS (SSD) volumes
by creating a 1 GiB General Purpose (SSD) volume in that zone.

< Enter the size of the volume you want to create. The free tier benefits for Amazon EBS include up
to 30 GiB of storage; therefore, to avoid being charged for this tutorial, choose a volume size that
will keep you from exceeding that limit. For example, if the boot volume for the instance you created
uses an 8 GiB Amazon EBS volume, then make sure to create a volume that is less than or equal
to 22 GiB.

¢ Select the same Availability Zone that you used when you created your instance. Otherwise, you
can't attach the volume to your instance.

In the navigation pane, under Elastic Block Store, click Volumes. Notice that your newly created
volume appears there and the state of the volume is avai | abl e, so it's ready to be attached to an
instance.

Right-click the newly created volume and select Attach Volume.

In the Attach Volume dialog box, configure the following, and then click Attach:

« Start typing in the name or ID of your instance, then select it from the list of suggested options.

¢ Specify an unused device name for that instance. We'll use / dev/ sdf in this tutorial. If you select
a different device name, be sure to note it as you'll need this information in the next procedure.
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You'll notice that in the Details pane for your volume, the state of the volume is i n- use, and the volume
is attached to your instance with the device name / dev/ sdf . However, if you return to your instance and
run the df -h command again, you won't see the volume yet. That's because we need to mount the volume
for df -h to see it. The Isblk command, however, can see all block devices attached to the instance.

Note
Some Linux distributions do not provide the Isblk command by default. If the Isblk command
does not work, you can use sudo fdisk -l | grep Disk instead.

[ec2-user ~]$ Isblk

NANVE MAJ: MN RM SI ZE RO TYPE MOUNTPO NT
xvdf 202: 80 0 22G 0 disk

xvdal 202:1 0 8G O disk /

In the above example, Isblk reports that there are two block devices attached to the instance; xvdal is
mounted as the root file system (note the MOUNTPQO NT value of / ) and xvdf is not mounted at all.

To make a volume available

1. Identify the device to mount. In the previous procedure, the new volume was attached to / dev/ sdf .
Depending on the block device drivers on your instance's operating system, the device may appear
at a different location (such as / dev/ xvdf in the previous example) than what you specified in the
console (/ dev/ sdf ); in some cases, even the trailing letter may change (for example, / dev/ xvdj ).
Amazon Linux instances always create links from the device path that you specified in the console
to the new device path, but other distributions (such as Ubuntu or Red Hat) are not as predictable.

Use the Isblk command to list the available devices.

Note
Some Linux distributions do not provide the Isblk command by default. If the Isblk command
does not work, you can use sudo fdisk -l | grep Disk instead.

[ec2-user ~]$ |sblk

NANVE MAJ: M N RM SIZE RO TYPE MOUNTPO NT
xvdf 202: 80 0 22G 0 disk

xvdal 202:1 0 8G 0 disk /

In the above example, the xvdf device is not mounted. Sometimes when you create a volume from
a snapshot, the data on the volume is contained in a partition (such as / dev/ xvdf 1) instead of the
root of the volume. In such a case, you would mount the / dev/ xvdf 1 partition (the Isblk command
output omits the / dev/ portion of the file path). In this example, there is an empty volume with no
partition, so you will mount / dev/ xvdf .

2. Because you created an empty volume instead of restoring a volume from a snapshot in the previous
procedure, you need to format the volume using mkfs before you can mount it. Use the following
command to create an ext4 file system on the volume. Substitute the device name you used if you
did not use / dev/ xvdf when you attached the volume.

Caution

This step assumes that you're mounting an empty volume. If you're mounting a volume that
already has data on it (for example, a volume that was restored from a snapshot), don't use
mkfs before mounting the volume (skip to the next step instead). Otherwise, you'll format
the volume and delete the existing data. For more information, see Making the Volume
Available on Linux.

Note
SUSE Linux Enterprise Server 11 does not fully support ext4 file systems. If you chose a
SLES 11 AMI for your instance, use ext 3 in the following command instead.
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[ec2-user ~]$ sudo nkfs -t ext4 /dev/xvdf

3. To mount the device as / mt / ny- dat a, run the following commands.

[ec2-user ~]$ sudo nkdir /mt/mnmy-data
[ec2-user ~]$ sudo nount /dev/xvdf /mmt/ny-data

Be sure to specify the device name you identified in Step 1 (p. 33); otherwise, you might receive the
following error when you run this mount command: "nount : you nust specify the fil esystem
t ype". If you see this error, repeat Step 1 (p. 33) and use the correct device path (remember to add
the / dev/ to the device name you get from the Isblk command).

4.  Now when you run the df -h command, you'll see output like the following.

[ec2-user ~]$ df -h

Fi |l esystem Size Used Avail Use% Mounted on

/ dev/ xvdal 7.9G 1.1G 6.8G 14%/

tnpfs 298M 0 298M 0% /dev/shm

/ dev/ xvdf 22G 0 22G 0%/mt/ny-data

5. To view the contents of the new volume, run the following command.

[ec2-user ~]$ Is /mt/ny-data

At this point, you have completed the example architecture for this tutorial. You can continue to customize
and use your instance for as long as you wish.

Important

Remember, if you stayed within the free tier benefits, there are no charges. Otherwise, as soon
as your instance starts to boot, you're billed for each hour or partial hour that you keep the
instance running, even if the instance is idle. You'll stop incurring charges for a regular instance
as soon as the instance status changes to shut ti ng down or t er m nat ed.

When you're finished with your instance, don't forget to clean up any resources you've used and terminate
the instance, as shown in the next step, Clean Up Your Instance and Volume (p. 34).

Clean Up Your Instance and Volume

After you've finished with the instance and the Amazon EBS volume that you created for this tutorial, you
should clean up. First, terminate the instance, which detaches the volume from the instance, and then
delete the volume.

Terminating an instance effectively deletes it because you can't reconnect to an instance after you've
terminated it. This differs from stopping the instance; when you stop an instance, it is shut down and you
are not billed for hourly usage or data transfer (but you are billed for any Amazon EBS volume storage).
Also, you can restart a stopped instance at any time. For more information about the differences between
stopping and terminating an instance, see Stopping Instances.

To terminate the instance

1. Locate your instance in the list of instances on the Instances page. If you can't find your instance,
verify that you have selected the correct region.
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2. Right-click the instance, select Instance State, and then click Terminate.
3. Click Yes, Terminate when prompted for confirmation.

EBS volumes can persist even after your instance is terminated. If you created and attached an EBS
volume in the previous step, it was detached when you terminated the instance. However, you must
delete the volume, or you'll be charged for volume storage if the storage amount exceeds the benefits of
the free tier. After you delete a volume, its data is gone and the volume can't be attached to any instance.

To delete the volume

1. Locate the volume that you created in the list of volumes on the Volumes page. If you can't find your
volume, verify that you have selected the correct region.

2. Right-click the volume, and then click Delete Volume.

3. Click Yes, Delete when prompted for confirmation.
Amazon EC2 begins deleting the volume.
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Best Practices for Amazon EC2

This checklist is intended to help you get the maximum benefit from and satisfaction with Amazon EC2.

Security and Network

Manage access to AWS resources and APIs using identity federation, IAM users, and IAM roles.
Establish credential management policies and procedures for creating, distributing, rotating, and revoking
AWS access credentials. For more information, see IAM Best Practices in the Using IAM guide.

Implement the least permissive rules for your security group. For more information, see Security Group
Rules (p. 412).

Regularly patch, update, and secure the operating system and applications on your instance. For more
information about updating Amazon Linux, see Managing Software on Your Linux Instance. For more
information about updating your Windows instance, see Updating Your Windows Instance in the Amazon
EC2 User Guide for Microsoft Windows Instances.

Launch your instances into a VPC instead of EC2-Classic. Note that if you created your AWS account

after 2013-12-04, we automatically launch your instances into a VPC. For more information about the
benefits, see Amazon EC2 and Amazon Virtual Private Cloud (p. 460).

Storage

Understand the implications of the root device type for data persistence, backup, and recovery. For
more information, see Storage for the Root Device (p. 54).

Use separate Amazon EBS volumes for the operating system versus your data. Ensure that the volume
with your data persists after instance termination.
Use the instance store available for your instance to store temporary data. Remember that the data

stored in instance store is deleted when you stop or terminate your instance. If you use instance store
for database storage, ensure that you have a cluster with a replication factor that ensures fault tolerance.

Resource Management

Use instance metadata and custom resource tags to track and identify your AWS resources. For more
information, see Instance Metadata and User Data (p. 225) and Tagging Your Amazon EC2
Resources (p. 621).

View your current limits for Amazon EC2. Plan to request any limit increases in advance of the time
that you'll need them. For more information, see Amazon EC2 Service Limits (p. 630).
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Backup and Recovery

* Regularly back up your instance using Amazon EBS snapshots (p. 566) or a backup tool.

« Deploy critical components of your application across multiple Availability Zones, and replicate your
data appropriately.

¢ Design your applications to handle dynamic IP addressing when your instance restarts. For more
information, see Amazon EC2 Instance IP Addressing (p. 483).

* Monitor and respond to events. For more information, see Monitoring Amazon EC2 (p. 325).

« Ensure that you are prepared to handle failover. For a basic solution, you can manually attach a network
interface or Elastic IP address to a replacement instance. For more information, see Elastic Network
Interfaces (ENI) (p. 498). For an automated solution, you can use Auto Scaling. For more information,
see the Auto Scaling Developer Guide.

* Regularly test the process of recovering your instances and Amazon EBS volumes if they fail.
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Tutorial: Installing a LAMP Web
Server on Amazon Linux

The following procedures help you install the Apache web server with PHP and MySQL support on your
Amazon Linux instance (sometimes called a LAMP web server or LAMP stack). You can use this server
to host a static website or deploy a dynamic PHP application that reads and writes information to a
database.

Prerequisites

This tutorial assumes that you have already launched an instance with a public DNS name that is reachable
from the Internet. For more information, see Launch an Amazon EC2 Instance (p. 27). You must also
have configured your security group to allow SSH (port 22), HTTP (port 80), and HTTPS (port 443)
connections. For more information about these prerequisites, see Setting Up with Amazon EC2 (p. 20).

Important

These procedures are intended for use with Amazon Linux, but the commands and file locations
are similar for Red Hat 6 and CentOS 6. For more information about other distributions, see their
specific documentation. If you are trying to set up a LAMP web server on an Ubuntu instance,
this tutorial will not work for you. For information about LAMP web servers on Ubuntu, go to
the Ubuntu community documentation ApacheMySQLPHP topic.

To install and start the LAMP web server on Amazon Linux

1. Connect to your instance (p. 28).

2. To ensure that all of your software packages are up to date, perform a quick software update on your
instance. This process may take a few minutes, but it is important to make sure you have the latest
security updates and bug fixes.

Note
The -y option installs the updates without asking for confirmation. If you would like to
examine the updates before installing, you can omit this option.

[ec2-user ~]$ sudo yum update -y

3. Now that your instance is current, you can install the Apache web server, MySQL, and PHP software
packages. Use the yum install command to install multiple software packages and all related
dependencies at the same time.
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[ec2-user ~]$ sudo yuminstall

-y httpd24 php56 nysql 55-server php56-nmysql nd

Start the Apache web server.

[ec2-user ~]$ sudo service httpd start

Starting httpd:

[ X ]

Use the chkconfig command to configure the Apache web server to start at each system boot.

[ec2-user ~]$ sudo chkconfig httpd on

Tip

The chkconfig command does not provide any confirmation message when you successfully
enable a service. You can verify that httpd is on by running the following command.

[ec2-user ~]$ chkconfig --1ist

htt pd 0: of f

ht t pd
2:0n 3:0n 4: 0n 5:0n 6: of f

Here, httpd is on in runlevels 2, 3, 4, and 5 (which is what you want to see).

Test your web server. In a web browser, enter the public DNS address (or the public IP address) of
your instance; you should see the Apache test page. You can get the public DNS for your instance
using the Amazon EC2 console (check the Public DNS column; if this column is hidden, click the
Show/Hide icon and select Public DNS).

Tip

If you are unable to see the Apache test page, check that the security group you are using
contains a rule to allow HTTP (port 80) traffic. For information about adding an HTTP rule to
your security group, see Adding Rules to a Security Group (p. 416).

Important

If you are not using Amazon Linux, you may also need to configure the firewall on your
instance to allow these connections. For more information about how to configure the firewall,
see the documentation for your specific distribution.

Amazon Linux AMI Test Page

This page is used 1o test the proper operation of the Apache HTTP server after it has been installed. If you can read
this page, it means that the web server installed at this site is working properly, but has not yet been configured.

If you are a member of the general public:

The fact that you are seeing this page indicates that
the website you just visited is either experiencing
problems, or is undergoing routine maintenance.

If you would like to let the administrators of this
website know that you've seen this page instead of the
page you expected, you should send them e-malil. In
general, mail sent to the name "webmaster" and
directed to the website's domain should reach the
appropriate person.

For example, if you experienced problems while
visiting www.example.com, you should send e-mail to
“webmaster@example.com”.

The Amazon Linux AM| is a supported and maintained
Linux image provided by Amazon Web Services for
use on Amazon Elastic Compute Cloud (Amazon
EC2). It is designed to provide a stable, secure, and
high performance execution environment for
applications running on Amazon EC2. It also includes
packages that enable easy integration with AWS,
including launch configuration tools and many popular
AWS libraries and tools. Amazon Web Services
provides ongoing security and maintenance updates
1o all instances running the Amazon Linux AMI. The.
Amazon Linux AMI is provided at no additional charge
1o Amazon EC2 users.

If you are the website administrator:

‘You may now add content to the directory /var /www
/htm1/. Note that until you do so, people visiting your
website will see this page, and not your content. To
prevent this page from ever being used, follow the
instructions in the file /etc/httpd/conf.d
fwelcome.conf.

YYou are free to use the images below on Apache and
Amazon Linux AMI powered HTTP servers. Thanks
for using Apache and the Amazon Linux AMI!

wered by
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Note

This test page appears only when there is no content in / var / ww/ ht m . When you add
content to the document root, your content appears at the public DNS address of your
instance instead of this test page.

Apache httpd serves files that are kept in a directory called the Apache document root. The Amazon
Linux Apache document root is / var / ww/ ht ml , which is owned by r oot by default.

[ec2-user ~]1$ Is -1 /var/ww
tot al

dr wxr - xr-x
dr wxr - xr-x
dr wxr - xr-x
dr wxr - xr-x

16

root root 4096 Jul 12 01:00 cgi-bin
root root 4096 Aug 7 00:02 error
root root 4096 Jan 6 2012 htm
root root 4096 Aug 7 00:02 icons

WNWN

To allow ec2- user to manipulate files in this directory, you need to modify the ownership and permissions
of the directory. There are many ways to accomplish this task; in this tutorial, you add a www group to
your instance, and you give that group ownership of the / var / ww directory and add write permissions
for the group. Any members of that group will then be able to add, delete, and modify files for the web

server.

To set file permissions

1.

Add the www group to your instance.

[ec2-user ~]$ sudo groupadd www

Add your user (in this case, ec2- user) to the www group.

[ec2-user ~]$ sudo usernmpd -a -G www ec2- user

Important
You need to log out and log back in to pick up the new group. You can use the exit command,
or close the terminal window.

Log out and then log back in again, and verify your membership in the www group.

a.

Log out.

[ec2-user ~]$ exit

Reconnect to your instance, and then run the following command to verify your membership in
the ww group.

[ec2-user ~]$ groups
ec2-user wheel ww

Change the group ownership of / var / ww and its contents to the ww group.

[ec2-user ~]$ sudo chown -R root:ww /var/ww
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Change the directory permissions of / var / wwand its subdirectories to add group write permissions
and to set the group ID on future subdirectories.

[ec2-user ~]$ sudo chnod 2775 /var/ww

[ec2-user ~]$ find /var/ww -type d -exec sudo chnod 2775 {} +

6. Recursively change the file permissions of / var / www and its subdirectories to add group write

permissions.

[ec2-user ~]$ find /var/ww -type f -exec sudo chnod 0664 {} +

Now ec2_user (and any future members of the www group) can add, delete, and edit files in the Apache
document root. Now you are ready to add content, such as a static website or a PHP application.

To test your LAMP web server

If your server is installed and running, and your file permissions are set correctly, your ec2- user account
should be able to create a simple PHP file in the / var / ww/ ht m directory that will be available from

the Internet.

1. Create a simple PHP file in the Apache document root.

[ec2-user ~]$ echo

"<?php phpinfo(); ?>" > /var/ww/ htnl/phpinfo. php

Tip

If you get a "Per mi ssi on deni ed" error when trying to run this command, try logging out
and logging back in again to pick up the proper group permissions that you configured in

To set file permissions (p. 40).

In a web browser, enter the URL of the file you just created. This URL is the public DNS address of
your instance followed by a forward slash and the file name. For example:

http://ny. public. dns. amazonaws. conf phpi nf o. php

You should see the PHP information page.

PHP Version 5.6.6 php
System Linux ip-172-31-7-35 3.14.35-28.38.amzn1.x86_64 #1 SMP Wed Mar 11 22:50:37 UTC 2015 xB6_64
' Build Date Mar 5 2015 23:26:53

Server AP Apache 2.0 Handler

Virtual Directory Support disabled
| Configuration File (php.ini) Path et

Loaded Configuration File fetoiphp.ini

Scan this dir for additional .ini files fetciphp-5.6.d

[ Additional .ini files parsed

jetciphp-5.6.4/20-b22.in, /ete/php-5.6.4/20-calendar. ini, fetc/php-5.6.d/20-ctype.ini, la:::phps 6.0/20-curlini,
mlupnps 5 mnmm in, Jatc/php-5.6.d/20-exil.ini, feic/php-5.6.0/20-fileinio.ini, /etciphp-5.6.d/20-fip.ini, /eic/php-
8.d/20-gettexL ini, felciphp-5.6.d/20-i lcunv inl, fetc/php-5.6.4/20-mysqind.ni, fsm’php -5.6.0/201-pdo. n, /etc/p
s 6.0/20- nnar ni, ialdpnpssdl?ﬂ i i, fetc/php-5.6.0 p.ini, Famfp Lini, fetciphp-
5.6.d/20-50ckets. ini, /etc/php-5.6.1 deIWES ini, fete/php-5.6. UD" 5.6.4/20- ini,
fetciphp-5.6. msysvshm ini, fetciphp-5.6.d/20-tokenizer.ini, Ie'ncfphp—ﬁ ﬁﬂ?o—xm\ ini, fetc/php-5.6.0/20-
xrnlwriterini, fete/php-5.6.4/20-xsl ini, /ete/php-5.8. ﬂrzo-zup ml Jete/php-5.6.4/30-mysql.ini, felclpnp-s 6.4/30-

mrysqliini, /812/php-5.6.6/30-pdo_mysal.ini, /eleionp-5.6.6/30-pdo_sqite. ni, /ete/php-5.6.4/30-week.ini, /eteiphp-
5.6.4/30-xmireader.ini, /e1c/php-5.6.1 a.mu +{son.ini, Jeu:mm-5 6.diphp.ini

PHP API 20131106

PHP Extension 20131226

' Zand Extension

220131226

Zend Extension Build

API220131226NTS

PHP Extension Build

API20131226,NTS

3. Delete the phpi nf o. php file. Although this can be useful information to you, it should not be broadcast
to the Internet for security reasons.
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[ec2-user ~]$ rm/var/ww/ htm /phpi nfo. php

To secure the MySQL server

The default installation of the MySQL server has several features that are great for testing and development,
but they should be disabled or removed for production servers. The mysql_secure_installation command
walks you through the process of setting a root password and removing the insecure features from your
installation. Even if you are not planning on using the MySQL server, performing this procedure is a good
idea.

1.

Start the MySQL server so that you can run mysqgl_secure_installation.

[ec2-user ~]$ sudo service nysqld start

Initializing MyYSQL database: Installing MySQL systemtables...
(03¢

Filling help tables...

(03¢

To start mysqld at boot time you have to copy
support-files/nmysqgl.server to the right place for your system

PLEASE REMEMBER TO SET A PASSWORD FOR THE MySQL root USER !

Starting nysqld: [ &K ]

Run mysql_secure_installation.

[ec2-user ~]$ sudo nysql _secure_installation

a. When prompted, enter a password for the r oot account.

i.  Enter the current r oot password. By default, the r oot account does not have a password
set, so press Enter.

i. TypeY to seta password, and enter a secure password twice. For more information about
creating a secure password, go to http://www.pctools.com/guides/password/. Make sure to
store this password in a safe place.

Type Y to remove the anonymous user accounts.

Type Y to disable remote r oot login.

Type Y to remove the test database.

Type Y to reload the privilege tables and save your changes.

®© 2 0 T

(Optional) Stop the MySQL server if you do not plan to use it right away. You can restart the server
when you need it again.

[ec2-user ~]$ sudo service nysqgld stop
St oppi ng nysql d: [ O ]

(Optional) If you want the MySQL server to start at every boot, enter the following command.
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[ ec2-user ~]$ sudo chkconfig nysqgld on

You should now have a fully functional LAMP web server. If you add content to the Apache document
root at / var / ww/ ht nl , you should be able to view that content at the public DNS address for your
instance.

Related Topics

For more information on transferring files to your instance or installing a WordPress blog on your web
server, see the following topics:

¢ Transferring Files to Your Linux Instance Using WinSCP (p. 278)
« Transferring Files to Linux Instances from Linux Using SCP (p. 272)
¢ Tutorial: Hosting a WordPress Blog with Amazon Linux (p. 44)

For more information about the Apache web server, go to http://httpd.apache.org/. For more information
about the MySQL database server, go to http://www.mysql.com/. For more information about the PHP
programming language, go to http://php.net/.

If you are interested in registering a domain name for your web server, or transferring an existing domain
name to this host, see Creating and Migrating Domains and Subdomains to Amazon Route 53 in the
Amazon Route 53 Developer Guide.
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Tutorial: Hosting aWordPress Blog
with Amazon Linux

The following procedures will help you install, configure, and secure a WordPress blog on your Amazon
Linux instance.

Important

These procedures are intended for use with Amazon Linux, but the commands and file locations
are similar for Red Hat 6 and CentOS 6. For more information about other distributions, see their
specific documentation.

This tutorial is a good introduction to using Amazon EC2 in that you have full control over a web server
that hosts your WordPress blog, which is not typical with a traditional hosting service. Of course, that
means that you are responsible for updating the software packages and maintaining security patches for
your server as well. For a more automated WordPress installation that does not require direct interaction
with the web server configuration, the AWS CloudFormation service provides a WordPress template that
can also get you started quickly. For more information, see Get Started in the AWS CloudFormation User
Guide. If you'd prefer to host your WordPress blog on a Windows instance, see Deploying a WordPress
Blog on Your Amazon EC2 Windows Instance in the Amazon EC2 User Guide for Microsoft Windows
Instances.

Prerequisites

This tutorial assumes that you have launched an Amazon Linux instance with a functional web server
with PHP and MySQL support by following all of the steps in Tutorial: Installing a LAMP Web Server on
Amazon Linux (p. 38). This tutorial also has steps for configuring a security group to allow HTTP and
HTTPS traffic, as well as several steps to ensure that file permissions are set properly for your webserver.
If you have not already done so, see Tutorial: Installing a LAMP Web Server on Amazon Linux (p. 38) to
meet these prerequisites and then return to this tutorial to install WordPress. For information about adding
rules to your security group, see Adding Rules to a Security Group (p. 416).

Important
Many steps in this tutorial do not work on Ubuntu instances. For help installing WordPress on
an Ubuntu instance, see WordPress in the Ubuntu documentation.

To download and unzip the WordPress installation package

1. Download the latest WordPress installation package with the wget command. The following command
should always download the latest release.
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[ec2-user ~]$ wget https://wordpress.org/latest.tar.gz

--2013-08-09 17:19:01--  https://wordpress.org/latest.tar.gz

Resol vi ng wordpress.org (wordpress.org)... 66.155.40.249, 66.155.40.250
Connecting to wordpress.org (wordpress.org)| 66. 155. 40. 249| : 443. .. connect ed.
HTTP request sent, awaiting response... 200 K

Length: 4028740 (3.8M [application/x-gzip]

Saving to: latest.tar.gz

100% >] 4,028,740 20.1MB/s in 0.2s

2013-08-09 17:19:02 (20.1 MB/s) - latest.tar.gz saved [4028740/4028740]

Unzip and unarchive the installation package. The installation folder is unzipped to a folder called
wor dpr ess.

[ec2-user ~]$ tar -xzf latest.tar.gz
[ec2-user ~]$ Is
|atest.tar.gz wordpress

To create a MySQL user and database for your WordPress installation

Your WordPress installation needs to store information, such as blog post entries and user comments,
in a database. This procedure will help you create a database for your blog and a user that is authorized
to read and save information to that database.

1.

Start the MySQL server.

[ec2-user ~]$ sudo service nysqgld start

Log in to the MySQL server as the r oot user. Enter your MySQL r oot password when prompted,;
this may be different than your r oot system password, or it may even be empty if you have not
secured your MySQL server.

Important
If you have not secured your MySQL server yet, it is very important that you do so. For more
information, see To secure the MySQL server (p. 42).

[ec2-user ~]$ nysql -u root -p
Ent er password:

Create a user and password for your MySQL database. Your WordPress installation uses these
values to communicate with your MySQL database. Enter the following command, substituting a
unique user name and password.

nmysql > CREATE USER ' wor dpress-user' @I ocal host' | DENTI FI ED BY
"your _strong_password';
Query OK, 0 rows affected (0.00 sec)

Make sure that you create a strong password for your user. Do not use the single quote character (
") in your password, because this will break the preceding command. For more information about
creating a secure password, go to http://www.pctools.com/guides/password/. Do not reuse an existing
password, and make sure to store this password in a safe place.
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Create your database. Give your database a descriptive, meaningful name, such as wor dpr ess- db.

Note

The punctuation marks surrounding the database name in the command below are called
backticks. The backtick (*) key is usually located above the Tab key on a standard keyboard.
Backticks are not always required, but they allow you to use otherwise illegal characters,
such as hyphens, in database names.

nmysql > CREATE DATABASE " wor dpress-db”;
Query OK, 1 row affected (0.01 sec)

Grant full privileges for your database to the WordPress user you created earlier.

nysql > GRANT ALL PRI VI LEGES ON “wordpress-db™.* TO "wordpress-user" @I ocal
host";
Query OK, 0 rows affected (0.00 sec)

Flush the MySQL privileges to pick up all of your changes.

nysql > FLUSH PRI VI LEGES;
Query OK, O rows affected (0.01 sec)

Exit the mysql client.

nysqgl > exit
Bye

To create and edit the wp-config.php file

The WordPress installation folder contains a sample configuration file called wp- conf i g- sanpl e. php.
In this procedure, you copy this file and edit it to fit your specific configuration.

1.

Copy the wp- confi g- sanpl e. php file to a file called wp- conf i g. php. This creates a new
configuration file and keeps the original sample file intact as a backup.

[ec2-user ~]$ cd wordpress/
[ ec2-user wordpress]$ cp wp-config-sanple. php wp-config. php

Edit the wp- conf i g. php file with your favorite text editor (such as nano or vim) and enter values
for your installation. If you do not have a favorite text editor, nano is much easier for beginners to
use.

[ec2-user wordpress]$ nano wp-config. php

a. Find the line that defines DB_NAME and change dat abase_nane_her e to the database name
you created in Step 4 (p. 46) of To create a MySQL user and database for your WordPress
installation (p. 45).

define(' DB_NAME' , 'wordpress-db');
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Find the line that defines DB_USER and change user nane_her e to the database user you
created in Step 3 (p. 45) of To create a MySQL user and database for your WordPress
installation (p. 45).

define(' DB_USER , 'wordpress-user');

Find the line that defines DB_PASSWORD and change passwor d_her e to the strong password
you created in Step 3 (p. 45) of To create a MySQL user and database for your WordPress
installation (p. 45).

define(' DB_PASSWORD , 'your_strong_password');

Find the section called Aut henti cati on Uni que Keys and Sal ts.These KEY and SALT
values provide a layer of encryption to the browser cookies that WordPress users store on their
local machines. Basically, adding long, random values here makes your site more secure. Visit
https://api.wordpress.org/secret-key/1.1/salt/ to randomly generate a set of key values that you
can copy and paste into your wp- confi g. php file. To paste text into a PUTTY terminal, place
the cursor where you want to paste the text and right-click your mouse inside the PuUTTY terminal.

For more information about security keys, go to http://codex.wordpress.org/
Editing_wp-config.php#Security_Keys.

Note
The values below are for example purposes only; do not use these values for your
installation.
define(' AUTH_KEY', " O#USSH[ RXNB: bM- L O(WU_+ c+Wrkl ~c] o] -
bHwW+) / Aj [ WTWSi Z<Qb[ nghEXcRh-");
define(' SECURE_AUTH KEY', 'Zsz. P=l/|y.Lq) X | kwS1ly5NJ76E6EJ. AVOpCK
ZZB, *~*r ?60P%$eJT@ +(ndLg');
defi ne(' LOGGED | N_KEY', "jugw e3vF+8f _zOW ?{LI GsQ Ye@JIh", 8x>)Y

| (M 1w Pi +LGFAAR?7N YB3' ) ;

defi ne(' NONCE_KEY'

" P(g62HeZxEes| Lnl i =H, [ XwK9l &[ 2s| : 20N} VIMR; v2v] v+; +29eXUahg@: G ') ;
define(' AUTH_SALT',

' C$DpB4H [ JK: ?{ gl "~ sRva: {: 7yShy(9A@wg+" JJIVb1f k% - Bx* MAd(qc[ QW T! h');
define(' SECURE_AUTH SALT',

" d! uRu#} +q#{ f $Z?Z9UFPG. ${ +S{ n~1MBY@ gL>U>NV<zpD @- Es7QLO bp28EKV' ) ;
define(' LOGGED_ | N _SALT', ;] {00P* owZf ) kVD+FVLN- ~

>, | YQJg4#l M* LVA9QeZN &XnK| e( 76m CH&W&+"NOP/ ' ) ;

defi ne(' NONCE_SALT',

"-97r*V/ cgxLnp?Zy4zUU4r 99QQ r Gs2LTduP; | _elt S)8 B/, . 6] =UK<J_y9?JWG ) ;

Save the file and exit your text editor.

To move your WordPress installation to the Apache document root

Now that you've unzipped the installation folder, created a MySQL database and user, and customized
the WordPress configuration file, you are ready to move your installation files to your web server document
root so you can run the installation script that completes your installation. The location of these files
depends on whether you want your WordPress blog to be available at the root of your web server (for
example, ny. publ i c. dns. amazonaws. com) or in a subdirectory or folder (for example,

ny. publ i c. dns. amazonaws. con bl og).
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¢ Choose the location where you want your blog to be available and only run the mv associated with
that location.

Important
If you run both sets of commands below, you will get an error message on the second mv
command because the files you are trying to move are no longer there.

e To make your blog available at ny. publ i c. dns. anazonaws. com move the files in the
wor dpr ess folder (but not the folder itself) to the Apache document root (/ var / www/ ht m on
Amazon Linux instances).

[ec2-user wordpress]$ nv * /var/ww htnm/

¢« OR, to make your blog available at my. publ i c. dns. anmazonaws. coni bl og instead, create
a new folder called bl og inside the Apache document root and move the files in the wor dpr ess
folder (but not the folder itself) to the new bl og folder.

[ec2-user wordpress]$ nkdir /var/ww/ htm /bl og
[ec2-user wordpress]$ nmv * /var/ww html /bl og

Important

If you are not moving on to the next procedure immediately, stop the Apache web server (ht t pd)
now for security purposes. After you move your installation to the Apache document root, the
WordPress installation script is unprotected and an attacker could gain access to your blog if
the Apache web server were running. To stop the Apache web server, enter the command sudo
service httpd stop. If you are moving on to the next procedure, you do not need to stop the
Apache web server.

To fix file permissions for the Apache web server

Some of the available features in WordPress require write access to the Apache document root (such as
uploading media though the Administration screens). The web server runs as the apache user, so you
need to add that user to the www group that was created in the LAMP web server tutorial (p. 38).

1. Add the apache user to the www group.

[ec2-user wordpress]$ sudo usernod -a -G www apache

2. Change the file ownership of / var / waww and its contents to the apache user.

[ec2-user wordpress]$ sudo chown -R apache /var/ww

3. Change the group ownership of / var / www and its contents to the www group.

[ec2-user wordpress]$ sudo chgrp -R ww /var/ww

4. Change the directory permissions of / var / ww and its subdirectories to add group write permissions
and to set the group ID on future subdirectories.

[ec2-user wordpress]$ sudo chnod 2775 /var/ww
[ec2-user wordpress]$ find /var/ww -type d -exec sudo chnod 2775 {} +
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5. Recursively change the file permissions of / var / www and its subdirectories to add group write
permissions.

[ec2-user wordpress]$ find /var/ww -type f -exec sudo chnod 0664 {} +

6. Restart the Apache web server to pick up the new group and permissions.

[ec2-user wordpress]$ sudo service httpd restart
St oppi ng htt pd: [ K ]
Starting httpd: [ &K

To run the WordPress installation script

1. Use the chkconfig command to ensure that the ht t pd and nmysql d services start at every system
boot.

[ec2-user wordpress]$ sudo chkconfig httpd on
[ec2-user wordpress]$ sudo chkconfig nysqgld on

2. Verify that the MySQL server (mysql d) is running.

[ec2-user wordpress]$ sudo service nysqld status
mysqld (pid 4746) is running...

If the nysql d service is not running, start it.

[ec2-user wordpress]$ sudo service nysqgld start
Starting nysql d: [ O ]

3. Verify that your Apache web server (ht t pd) is running.

[ec2-user wordpress]$ sudo service httpd status
httpd (pid 502) is running...

If the ht t pd service is not running, start it.

[ec2-user wordpress]$ sudo service httpd start
Starting httpd: [ &K ]

4. In aweb browser, enter the URL of your WordPress blog (either the public DNS address for your
instance, or that address followed by the bl og folder). You should see the WordPress installation
screen.

http://my.public.dns. amazonaws. com
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@WORDPRESS

Welcome

Welcome to the famous five minute WordPress installation process! You may want to browse the ReadlMe
documentation at your leisure. Otherwise, just fill in the information below and you'll be on your way fo using the
most extendable and powerful personal publishing platform in the world.

Information needed

Please provide the following information. Don't worry, you can always change these settings later,

Site Title Amazon EC2 WordPress Blog

Username |

Usernames can have only alphanumeric characters, spaces, underscores, hyphens, periods and the @
.

5. Enter the remaining installation information into the WordPress installation wizard.

Field Value
Site Title Enter a name for your WordPress site.
Username Enter a name for your WordPress administrator.

For security purposes you should choose a
unigue name for this user, since this will be more
difficult to exploit than the default user name,
admi n.

Password Enter a strong password, and then enter it again
to confirm. Do not reuse an existing password,
and make sure to store this password in a safe
place.

Your E-mail Enter the email address you want to use for noti-
fications.

6. Click Install WordPress to complete the installation.

Congratulations, you should now be able to log into your WordPress blog and start posting entries.

If your WordPress blog becomes popular and you need more compute power, you might consider migrating
to a larger instance type; for more information, see Resizing Your Instance (p. 141). If your blog requires
more storage space than you originally accounted for, you could expand the storage space on your
instance; for more information, see Expanding the Storage Space of an EBS Volume on Linux (p. 551). If
your MySQL database needs to grow, you could consider moving it to Amazon RDS to take advantage
of the service's autoscaling abilities.
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For information about WordPress, see the WordPress Codex help documentation at http://
codex.wordpress.org/. For more information about troubleshooting your installation, go to http://
codex.wordpress.org/Installing_WordPress#Common_Installation_Problems. For information about
making your WordPress blog more secure, go to http://codex.wordpress.org/Hardening_WordPress. For
information about keeping your WordPress blog up-to-date, go to http://codex.wordpress.org/
Updating_WordPress.
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Amazon Machine Images (AMI)

An Amazon Machine Image (AMI) provides the information required to launch an instance, which is a
virtual server in the cloud. You specify an AMI when you launch an instance, and you can launch as many
instances from the AMI as you need. You can also launch instances from as many different AMIs as you
need.

An AMI includes the following:

¢ Atemplate for the root volume for the instance (for example, an operating system, an application server,
and applications)

¢ Launch permissions that control which AWS accounts can use the AMI to launch instances
¢ A block device mapping that specifies the volumes to attach to the instance when it's launched

Using an AMI

The following diagram summarizes the AMI lifecycle. After you create and register an AMI, you can use
it to launch new instances. (You can also launch instances from an AMI if the AMI owner grants you
launch permissions.) You can copy an AMI to the same region or to different regions. When you are
finished launching instance from an AMI, you can deregister the AMI.

launch—
. X Instance
create —>'—reg ister—»
template for the AMI #1
root volume opYy——»
l AMI #2
deregister

You can search for an AMI that meets the criteria for your instance. You can search for AMIs provided
by AWS or AMIs provided by the community. For more information, see AMI Types (p. 54) and Finding
a Linux AMI (p. 58).

When you are connected to an instance, you can use it just like you use any other server. For information
about launching, connecting, and using your instance, see Amazon EC2 Instances (p. 105).
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Creating Your Own AMI

You can customize the instance that you launch from a public AMI and then save that configuration as a
custom AMI for your own use. Instances that you launch from your AMI use all the customizations that
you've made.

The root storage device of the instance determines the process you follow to create an AMI. The root
volume of an instance is either an Amazon EBS volume or an instance store volume. For information,
see Amazon EC2 Root Device Volume (p. 14).

To create an Amazon EBS-backed AMI, see Creating an Amazon EBS-Backed Linux AMI (p. 74). To
create an instance store-backed AMI, see Creating an Instance Store-Backed Linux AMI (p. 77).

To help categorize and manage your AMIs, you can assign custom tags to them. For more information,
see Tagging Your Amazon EC2 Resources (p. 621).

Buying, Sharing, and Selling AMIs

After you create an AMI, you can keep it private so that only you can use it, or you can share it with a
specified list of AWS accounts. You can also make your custom AMI public so that the community can
use it. Building a safe, secure, usable AMI for public consumption is a fairly straightforward process, if
you follow a few simple guidelines. For information about how to create and use shared AMIs, see Shared
AMls (p. 60).

You can purchase an AMIs from a third party, including AMIs that come with service contracts from
organizations such as Red Hat. You can also create an AMI and sell it to other Amazon EC2 users. For
more information about buying or selling AMIs, see Paid AMIs (p. 70).

Deregistering Your AMI

You can deregister an AMI when you have finished with it. After you deregister an AMI, you can't use it
to launch new instances. For more information, see Deregistering Your AMI (p. 91).

Amazon Linux

The Amazon Linux AMI is a supported and maintained Linux image provided by AWS. The following are
some of the features of Amazon Linux:

« A stable, secure, and high-performance execution environment for applications running on Amazon
EC2.

¢ Provided at no additional charge to Amazon EC2 users.

¢ An Amazon EBS-backed, PV-GRUB AMI that includes Linux 3.4, AWS tools, and repository access to
multiple versions of MySQL, PostgreSQL, Python, Ruby, and Tomcat.

¢ Updated on a regular basis to include the latest components, and these updates are also made available
in the yum repositories for installation on running instances.

« Includes packages that enable easy integration with AWS services, such as the Amazon EC2 API and
AMI tools, the Boto library for Python, and the Elastic Load Balancing tools.

For more information, see Amazon Linux (p. 93).

APl Version 2014-10-01
53



Amazon Elastic Compute Cloud User Guide for Linux
AMI Types

AMI Types

You can select an AMI to use based on the following characteristics:
¢ Region (see Regions and Availability Zones (p. 7))

¢ Operating system

¢ Architecture (32-bit or 64-bit)

¢ Launch Permissions (p. 54)

¢ Storage for the Root Device (p. 54)

Launch Permissions

The owner of an AMI determines its availability by specifying launch permissions. Launch permissions
fall into the following categories.

Launch Permis- Description

sion

public The owner grants launch permissions to all AWS accounts.
explicit The owner grants launch permissions to specific AWS accounts.
implicit The owner has implicit launch permissions for an AMI.

Amazon and the Amazon EC2 community provide a large selection of public AMIs. For more information,
see Shared AMIs (p. 60). Developers can charge for their AMIs. For more information, see Paid
AMIs (p. 70).

Storage for the Root Device

All AMIs are categorized as either backed by Amazon EBS or backed by instance store. The former
means that the root device for an instance launched from the AMI is an Amazon EBS volume created
from an Amazon EBS snapshot. The latter means that the root device for an instance launched from the
AMI is an instance store volume created from a template stored in Amazon S3. For more information,
see Amazon EC2 Root Device Volume (p. 14).

This section summarizes the important differences between the two types of AMIs. The following table
provides a quick summary of these differences.

Characteristic Amazon EBS-Backed Amazon Instance Store-Backed
Boot time Usually less than 1 minute Usually less than 5 minutes

Size limit 1TiB 10 GiB

Root device volume Amazon EBS volume Instance store volume
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Storage for the Root Device

Characteristic

Data persistence

Upgrading

Charges

AMI creation/bundling

Stopped state

Amazon EBS-Backed

By default, the root volume is deleted
when the instance terminates.* Data
on any other Amazon EBS volumes
persists after instance termination by
default. Data on any instance store
volumes persists only during the life
of the instance.

The instance type, kernel, RAM disk,
and user data can be changed while
the instance is stopped.

You're charged for instance usage,
Amazon EBS volume usage, and
storing your AMI as an Amazon EBS
shapshot.

Uses a single command/call
Can be placed in stopped state where

instance is not running, but the root
volume is persisted in Amazon EBS

Amazon Instance Store-Backed

Data on any instance store volumes
persists only during the life of the in-
stance. Data on any Amazon EBS
volumes persists after instance termin-
ation by default.

Instance attributes are fixed for the life
of an instance.

You're charged for instance usage and
storing your AMI in Amazon S3.

Requires installation and use of AMI
tools

Cannot be in stopped state; instances
are running or terminated

* By default, Amazon EBS-backed instance root volumes have the Del et eOnTer mi nat i on flag set to
t r ue. For information about how to change this flag so that the volume persists after termination, see
Changing the Root Device Volume to Persist (p. 17).

Determining the Root Device Type of Your AMI

To determine the root device type of an AMI using the console

1. Open the Amazon EC2 console.
2. Inthe navigation pane, click AMIs, and select the AMI.
3. Check the value of Root Device Type in the Details tab as follows:

» [f the value is ebs, this is an Amazon EBS-backed AMI.
» |fthe value isi nst ance st or e, this is an instance store-backed AMI.

To determine the root device type of an AMI using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ describe-images (AWS CLI)
* ec2-describe-images (Amazon EC2 CLI)
¢ Get-EC2Image (AWS Tools for Windows PowerShell)
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Stopped State

You can stop an Amazon EBS-backed instance, but not an Amazon EC2 instance store-backed instance.
Stopping causes the instance to stop running (its status goes from r unni ng to st oppi ng to st opped).
A stopped instance persists in Amazon EBS, which allows it to be restarted. Stopping is different from
terminating; you can't restart a terminated instance. Because Amazon EC2 instance store-backed AMIs
can't be stopped, they're either running or terminated. For more information about what happens and
what you can do while an instance is stopped, see Stop and Start Your Instance (p. 280).

Default Data Storage and Persistence

Instances that use an instance store volume for the root device automatically have instance store available
(the root volume contains the root partition and you can store additional data). Any data on an instance
store volume is deleted when the instance fails or terminates (except for data on the root device). You
can add persistent storage to your instance by attaching one or more Amazon EBS volumes.

Instances that use Amazon EBS for the root device automatically have an Amazon EBS volume attached.
The volume appears in your list of volumes like any other. The instances don't use any available instance
store volumes by default. You can add instance storage or additional Amazon EBS volumes using a block
device mapping. For more information, see Block Device Mapping (p. 603). For information about what
happens to the instance store volumes when you stop an instance, see Stop and Start Your

Instance (p. 280).

Boot Times

Amazon EBS-backed AMIs launch faster than Amazon EC2 instance store-backed AMIs. When you
launch an Amazon EC2 instance store-backed AMI, all the parts have to be retrieved from Amazon S3
before the instance is available. With an Amazon EBS-backed AMI, only the parts required to boot the
instance need to be retrieved from the snapshot before the instance is available. However, the performance
of an instance that uses an Amazon EBS volume for its root device is slower for a short time while the
remaining parts are retrieved from the snapshot and loaded into the volume. When you stop and restart
the instance, it launches quickly, because the state is stored in an Amazon EBS volume.

AMI Creation

To create Linux AMIs backed by instance store, you must create an AMI from your instance on the instance
itself, but there aren't any API actions to help you.

AMI creation is much easier for AMIs backed by Amazon EBS. The Cr eat el mage API action creates
your Amazon EBS-backed AMI and registers it. There's also a button in the AWS Management Console
that lets you create an AMI from a running instance. For more information, see Creating an Amazon
EBS-Backed Linux AMI (p. 74).

How You're Charged

With AMIs backed by instance store, you're charged for AMI storage and instance usage. With AMIs
backed by Amazon EBS, you're charged for volume storage and usage in addition to the AMI and instance
usage charges.

With Amazon EC2 instance store-backed AMIs, each time you customize an AMI and create a new one,
all of the parts are stored in Amazon S3 for each AMI. So, the storage footprint for each customized AMI
is the full size of the AMI. For Amazon EBS-backed AMIs, each time you customize an AMI and create
a new one, only the changes are stored. So the storage footprint for subsequent AMIs you customize
after the first is much smaller, resulting in lower AMI storage charges.

When an Amazon EBS-backed instance is stopped, you're not charged for instance usage; however,
you're still charged for volume storage. We charge a full instance hour for every transition from a stopped
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state to a running state, even if you transition the instance multiple times within a single hour. For example,
let's say the hourly instance charge for your instance is $0.10. If you were to run that instance for one
hour without stopping it, you would be charged $0.10. If you stopped and restarted that instance twice
during that hour, you would be charged $0.30 for that hour of usage (the initial $0.10, plus 2 x $0.10 for
each restart).

Linux AMI Virtualization Types

Amazon Machine Images use one of two types of virtualization: paravirtual (PV) or hardware virtual
machine (HVM). The main difference between PV and HVM AMis is the way in which they boot and
whether they can take advantage of special hardware extensions (CPU, network, and storage) for better
performance.

All current generation instance types support HYM AMIs. Some previous generation instance types, such
asT1, C1, M1, and M2 do not support Linux HYM AMIs. Some current generation instance types, such
as T2, 12, R3, G2, and C4 do not support PV AMls.

For the best performance, we recommend that you use current generation instance types and HVM AMIs
when you launch new instances. For more information on current generation instance types, see the
Amazon EC2 Instances detail page. If you are using previous generation instance types and you are
curious about upgrade paths, see Upgrade Paths.

PV AMIs

PV AMIs boot with a special boot loader called PV-GRUB, which starts the boot cycle and then chain
loads the kernel specified in the nenu. | st file on your image. Paravirtual guests can run on host hardware
that does not have explicit support for virtualization, but they cannot take advantage of special hardware
extensions such as enhanced networking or GPU processing. Historically, PV guests had better
performance than HVM guests in many cases, but because of enhancements in HVM virtualization and
the availability of PV drivers for HYM AMIs, this is no longer true.

To find a PV AMI, verify that the virtualization type of the AMI is set to par avi r t ual , using the console
or the describe-images command.

For more information on PV-GRUB and its use in Amazon EC2, see PV-GRUB (p. 99).
HVM AMls

HVM AMis are presented with a fully virtualized set of hardware and boot by executing the master boot
record of the root block device of your image. This virtualization type provides the ability to run an operating
system directly on top of a virtual machine without any modification, as if it were run on the bare-metal
hardware. The Amazon EC2 host system emulates some or all of the underlying hardware that is presented
to the guest.

Unlike PV guests, HVM guests can take advantage of hardware extensions that provide fast access to
the underlying hardware on the host system. For more information on CPU virtualization extensions
available in Amazon EC2, see Server Virtualization on the Intel website. HYM AMIs are required to take
advantage of enhanced networking and GPU processing. In order to pass through instructions to specialized
network and GPU devices, the OS needs to be able to have access to the native hardware platform; HVM
virtualization provides this access. For more information, see Enhanced Networking (p. 511) and Linux
GPU Instances (p. 127).

To find an HVM AMI, verify that the virtualization type of the AMI is set to hvm using the console or the
describe-images command.

PV on HVM

APl Version 2014-10-01
57


http://aws.amazon.com/ec2/instance-types/
http://aws.amazon.com/ec2/previous-generation/#Upgrade_Paths
http://docs.aws.amazon.com/cli/latest/reference/ec2/describe-images.html
http://www.intel.com/content/www/us/en/virtualization/processors-extend-virtualization-benefits.html
http://docs.aws.amazon.com/cli/latest/reference/ec2/describe-images.html

Amazon Elastic Compute Cloud User Guide for Linux
Finding a Linux AMI

Paravirtual guests traditionally performed better with storage and network operations than HVM guests
because they could leverage special drivers for I/O that avoided the overhead of emulating network and
disk hardware, whereas HVM guests had to translate these instructions to emulated hardware. Now these
PV drivers are available for HVYM guests, so operating systems that cannot be ported to run in a
paravirtualized environment (such as Windows) can still see performance advantages in storage and
network I/O by using them. With these PV on HVM drivers, HVM guests can get the same, or better,
performance than paravirtual guests.

Finding a Linux AMI

Before you can launch an instance, you must select an AMI to use. As you select an AMI, consider the
following requirements you might have for the instances that you'll launch:

¢ The region

¢ The operating system

¢ The architecture: 32-bit (i 386) or 64-bit (x86_64)

¢ The root device type: Amazon EBS or instance store

¢ The provider: Amazon Web Services, Oracle, IBM, Microsoft, or the community

If you need to find a Windows AMI, see Finding a Windows AMI in the Amazon EC2 User Guide for
Microsoft Windows Instances.

Contents
¢ Finding a Linux AMI Using the Amazon EC2 Console (p. 58)
¢ Finding an AMI Using the AWS CLI (p. 59)
¢ Finding an AMI Using the Amazon EC2 CLI (p. 59)

Finding a Linux AMI Using the Amazon EC2
Console

You can find Linux AMIs using the Amazon EC2 console. You can search through all available AMIs
using the Images page, or select from commonly used AMIs on the Quick Launch tab when you use
the console to launch an instance.

To find a Linux AMI using the Images page

1. Open the Amazon EC2 console.

2. From the navigation bar, select a region. You can select any region that's available to you, regardless
of your location. This is the region in which you'll launch your instance.

3. Inthe navigation pane, click AMIs.

4. (Optional) Use the Filter options to scope the list of displayed AMIs to see only the AMIs that interest
you. For example, to list all Linux AMIs provided by AWS, select Public images. Click the Search
bar and select Owner from the menu, then select Amazon images. Click the Search bar again to
select Platform and then the operating system from the list provided.

5. (Optional) Click the Show/Hide Columns icon to select which image attributes to display, such as

the root device type. Alternatively, you can select an AMI from the list and view its properties in the
Details tab.
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6. Before you select an AMI, it's important that you check whether it's backed by instance store or by
Amazon EBS and that you are aware of the effects of this difference. For more information, see
Storage for the Root Device (p. 54).

7. To launch an instance from this AMI, select it and then click Launch. For more information about
launching an instance using the console, see Launching Your Instance from an AMI (p. 263). If you're
not ready to launch the instance now, write down the AMI ID (ami-xxxxxxxx) for later.

To find a Linux AMI when you launch an instance

1. Open the Amazon EC2 console.
2. From the console dashboard, click Launch Instance.

3. Onthe Choose an Amazon Machine Image (AMI) page, on the Quick Start tab, select from one
of the commonly used AMls in the list. If you don't see the AMI that you need, select the AWS
Marketplace or Community AMIs tab to find additional AMIs.

Finding an AMI Using the AWS CLI

You can use command line parameters to list only the types of AMIs that interest you. For example, you
can use the describe-images command as follows to find public AMIs owned by you or Amazon.

$ aws ec2 describe-images --owners self anazon

Add the following filter to the previous command to display only AMIs backed by Amazon EBS:

--filters "Nane=root-device-type, Val ues=ebs"

After locating an AMI that meets your needs, write down its ID (ami-xxxxxxxx). You can use this AMI to
launch instances. For more information, see Launching an Instance Using the AWS CLI in the AWS
Command Line Interface User Guide.

Finding an AMI Using the Amazon EC2 CLI

You can use command line parameters to list only the types of AMIs that interest you. For example, you
can use the ec2-describe-images command as follows to find public AMIs owned by you or Amazon.

$ ec2-describe-inmages -o self -o amazon

Add the following filter to the previous command to display only AMIs backed by Amazon EBS:

--filter "root-device-type=ebs"

After locating an AMI that meets your needs, write down its ID (ami-xxxxxxxx). You can use this AMI to
launch instances. For more information, see Launching an Instance Using the Amazon EC2 CLlI in the
Amazon EC2 Command Line Reference.
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Shared AMIs

A shared AMI is an AMI that a developer created and made available for other developers to use. One
of the easiest ways to get started with Amazon EC2 is to use a shared AMI that has the components you
need and then add custom content.

You use a shared AMI at your own risk. Amazon can't vouch for the integrity or security of AMIs shared
by other Amazon EC2 users. Therefore, you should treat shared AMIs as you would any foreign code
that you might consider deploying in your own data center and perform the appropriate due diligence.

We recommend that you get an AMI from a trusted source. If you have questions or observations about
a shared AMI, use the AWS forums.

Amazon's public images have an aliased owner, which appears as amazon in the account field. This
enables you to find AMIs from Amazon easily. Other users can't alias their AMIs.

Topics
¢ Finding Shared AMIs (p. 60)
¢ Making an AMI Public (p. 63)
¢ Sharing an AMI with Specific AWS Accounts (p. 64)
¢ Using Bookmarks (p. 66)
¢ Guidelines for Shared Linux AMIs (p. 66)

Finding Shared AMIs

You can use the Amazon EC2 console or the command line to find shared AMIs.

Finding a Shared AMI Using the Console

To find a shared private AMI using the console

1. Open the Amazon EC2 console.
2. Inthe navigation pane, click AMIs.

3. Inthe first filter, select Private images. All AMIs that have been shared with you are listed. To
granulate your search, click the Search bar and use the filter options provided in the menu.

To find a shared public AMI using the console

1. Open the Amazon EC2 console.
2. Inthe navigation pane, click AMIs.

3. To find shared AMls, select Public images from the Filter list. To granulate your search, click the
Search bar and use the filter options provided in the menu.

4. Use filters to list only the types of AMIs that interest you. For example, select Amazon images to
display only Amazon's public images.

Finding a Shared AMI Using the AWS CLI

To find a shared public AMI using the command line tools

Use the describe-images command to list AMIs. You can scope the list to the types of AMIs that interest
you, as shown in the following examples.
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The following command lists all public AMIs using the - - execut abl e- user s option. This list includes
any public AMIs that you own.

$ aws ec2 descri be-images --executabl e-users all

The following command lists the AMIs for which you have explicit launch permissions. This list excludes
any such AMIs that you own.

$ aws ec2 descri be-i mages -executabl e-users self

The following command lists the AMIs owned by Amazon. Amazon's public AMIs have an aliased owner,
which appears as anazon in the account field. This enables you to find AMIs from Amazon easily. Other
users can't alias their AMIs.

$ aws ec2 describe-inmages --owners anmazon

The following command lists the AMIs owned by the specified AWS account.

$ aws ec2 describe-inmages --owners 123456789012

To reduce the number of displayed AMIs, use a filter to list only the types of AMIs that interest you. For
example, use the following filter to display only EBS-backed AMIs.

--filters "Nane=root-device-type, Val ues=ebs"

Finding a Shared AMI Using the Amazon EC2 CLI

To find a shared public AMI using the command line tools

Use the ec2-describe-images command to list AMIs. You can scope the list to the types of AMIs that
interest you, as shown in the following examples.

The following command lists all public AMIs using the - x al | option. This list includes any public AMIs
that you own.

$ ec2-describe-inmges -x all

The following command lists the AMIs for which you have explicit launch permissions. This list excludes
any such AMIs that you own.

$ ec2-describe-images -x self

The following command lists the AMIs owned by Amazon. Amazon's public AMIs have an aliased owner,
which appears as anazon in the account field. This enables you to find AMIs from Amazon easily. Other
users can't alias their AMIs.

$ ec2-describe-images -0 amazon

The following command lists the AMIs owned by the specified AWS account.
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$ ec2-describe-inmages -0 <target_uid>

The <t ar get _ui d> is the account ID that owns the AMIs for which you are looking.

To reduce the number of displayed AMiIs, use a filter to list only the types of AMIs that interest you. For
example, use the following filter to display only EBS-backed AMls.

--filter "root-device-type=ebs"

Using Shared AMIs

Before you use a shared AMI, take the following steps to confirm that there are no pre-installed credentials
that would allow unwanted access to your instance by a third party and no pre-configured remote logging
that could transmit sensitive data to a third party. Check the documentation for the Linux distribution used
by the AMI for information about improving the security of the system.

To ensure that you don't accidentally lose access to your instance, we recommend that you initiate two
SSH sessions and keep the second session open until you've removed credentials that you don't recognize
and confirmed that you can still log into your instance using SSH.

1. Identify and disable any unauthorized public SSH keys. The only key in the file should be the key you
used to launch the AMI. The following command locates aut hori zed_keys files:

$ sudo find / -nane "authorized_keys" -print -exec cat {} \;

2. Disable password-based authentication for the root user. Open the ssh_conf i g file and edit the
PermitRootLogin line as follows:

Per m t Root Logi n wi t hout - passwor d

Alternatively, you can disable the ability to log into the instance as root:

Per mi t Root Logi n No

Then restart the sshd service.

3. Check whether there are any other user accounts that are able to log in to your instance. Accounts
with superuser privileges are particularly dangerous. Remove or lock the password of any unknown
accounts.

4. Check for open ports that you aren't using and running network services listening for incoming
connections.

5. To prevent preconfigured remote logging, you should delete the existing configuration file and restart
the rsyslog service. For example:

$ sudo rm/etc/rsyslog.config
$ sudo service rsyslog restart

6. Verify that all cron jobs are legitimate.

If you discover a public AMI that you feel presents a security risk, contact the AWS security team. For
more information, see the AWS Security Center.
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Making an AMI Public

Amazon EC2 enables you to share your AMIs with other AWS accounts. You can allow all AWS accounts
to launch the AMI (make the AMI public), or only allow a few specific accounts to launch the AMI. You
are not billed when your AMI is launched by other AWS accounts; only the accounts launching the AMI
are billed.

Before you share an AMI, make sure to read the security considerations in Guidelines for Shared Linux
AMis (p. 66).

Note
If an AMI has a product code, you can't make it public. You must share the AMI with only specific
AWS accounts.

Sharing a Public AMI Using the Console

To share a public AMI using the console

Open the Amazon EC2 console.

In the navigation pane, click AMIs.

Select your AMI in the list, and then select Modify Image Permissions from the Actions list.
Select the Public radio button, and then click Save.

AwNPE

Sharing a Public AMI Using the AWS CLI

Each AMI has a | aunchPer ni ssi on property that controls which AWS accounts, besides the owner's,
are allowed to use that AMI to launch instances. By modifying the | aunchPer nmi ssi on property of an
AMI, you can make the AMI public (which grants launch permissions to all AWS accounts) or share it
with only the AWS accounts that you specify.

You can add or remove account IDs from the list of accounts that have launch permissions for an AMI.
To make the AMI public, specify the al | group. You can specify both public and explicit launch permissions.

To make an AMI public

Use the modify-image-attribute command as follows to add the al | group to the | aunchPer m ssi on
list for the specified AMI.

$ aws ec2 nodify-image-attribute --image-id am -2bb65342 --1aunch-perm ssion
"{\"Add\":[{\"Goup\":\"alI\"}]}"

To verify the launch permissions of the AMI, use the following describe-image-attribute command.

$ aws ec2 describe-image-attribute --inmage-id am -2bb65342 --attribute | aunch
Per m ssi on

(Optional) To make the AMI private again, remove the al | group from its launch permissions. Note that
the owner of the AMI always has launch permissions and is therefore unaffected by this command.

$ aws ec2 nodify-inmage-attribute --inmage-id am -2bb65342 "{\"Re
move\": [{\"Goup\":\"all\"}]}"
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Sharing a Public AMI Using the Amazon EC2 CLI

Each AMI has a | aunchPer mi ssi on property that controls which AWS accounts, besides the owner's,
are allowed to use that AMI to launch instances. By modifying the | aunchPer i ssi on property of an
AMI, you can make the AMI public (which grants launch permissions to all AWS accounts or share it with
only the AWS accounts that you specify.

You can add or remove account IDs from the list of accounts that have launch permissions for an AMI
To make the AMI public, specify the al | group. You can specify both public and explicit launch permissions.

To make an AMI public

Use the ec2-modify-image-attribute command as follows to add the al I group tothe | aunchPer mi ssi on
list for the specified AMI.

$ ec2-nodify-image-attribute am -2bb65342 --1launch-perm ssion -a all

To verify the launch permissions of the AMI, use the following command.

$ ec2-describe-image-attribute am -2bb65342 -|

To make the AMI private again, remove the al | group from its launch permissions. Note that the owner
of the AMI always has launch permissions and is therefore unaffected by this command.

$ ec2-nodify-inage-attribute am -2bb65342 -1 -r all

Sharing an AMI with Specific AWS Accounts

You can share an AMI with specific AWS accounts without making the AMI public. All you need are the
AWS account IDs.

Sharing an AMI Using the Console

To grant explicit launch permissions using the console

Open the Amazon EC2 console.
In the navigation pane, click AMIs.
Select your AMI in the list, and then select Modify Image Permissions from the Actions list.

Specify the AWS account number of the user with whom you want to share the AMI in the AWS
Account Number field, then click Add Permission.

PwNPE

To share this AMI with multiple users, repeat the above step until you have added all the required
users.

5. To allow create volume permissions for snapshots, check Add "create volume" permissions to
the following associated snapshots when creating permissions.

Note

You do not need to share the Amazon EBS snapshots that an AMI references in order to
share the AMI. Only the AMI itself needs to be shared; the system automatically provides
the instance access to the referenced Amazon EBS snapshots for the launch.

6. Click Save when you are done.
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Sharing an AMI Using the AWS CLI

Use the modify-image-attribute command to share an AMI as shown in the following examples.
To grant explicit launch permissions

The following command grants launch permissions for the specified AMI to the specified AWS account.

$ aws ec2 nodify-image-attribute --image-id am -2bb65342 --1aunch- perm ssi on
"{\"Add\":[{\"Userld\":\"123456789012\"}]}"

To remove launch permissions for an account

The following command removes launch permissions for the specified AMI from the specified AWS
account:

$ aws ec2 nodify-inmage-attribute --inmage-id am -2bb65342 "{\"Re
move\": [{\"Userld\":\"123456789012\"}]}"

To remove all launch permissions

The following command removes all public and explicit launch permissions from the specified AMI. Note
that the owner of the AMI always has launch permissions and is therefore unaffected by this command.

$ aws ec2 reset-image-attribute --inmage-id am -2bb65342 --attribute | aunchPer
m ssion

Sharing an AMI Using the Amazon EC2 CLI

Use the ec2-modify-image-attribute command to share an AMI as shown in the following examples.
To grant explicit launch permissions

The following command grants launch permissions for the specified AMI to the specified AWS account.

$ ec2-nodify-inmage-attribute am -2bb65342 -1 -a 111122223333

To remove launch permissions for an account

The following command removes launch permissions for the specified AMI from the specified AWS
account:

$ ec2-nodify-image-attribute am -2bb65342 -1 -r 111122223333

To remove all launch permissions

The following command removes all public and explicit launch permissions from the specified AMI. Note
that the owner of the AMI always has launch permissions and is therefore unaffected by this command.

$ ec2-reset-image-attribute am -2bbh65342 -1
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Using Bookmarks

If you have created a public AMI, or shared an AMI with another AWS user, you can create a bookmark
that allows a user to access your AMI and launch an instance in their own account immediately. This is
an easy way to share AMI references, so users don't have to spend time finding your AMI in order to use
it.

Note that your AMI must be public, or you must have shared it with the user to whom you want to send
the bookmark.

To create a bookmark for your AMI

1. Type a URL with the following information, where <r egi on> is the region in which your AMI resides,
and <am _i d> is the ID of the AMI:

https://consol e. aws. anazon. coni ec2/ v2/ home?r egi on=<r egi on>#Launchl nst anceW z
ard: am =<am _i d>

For example, this URL launches an instance from the ami-2bb65342 AMI in the us-east-1 region:

https://consol e. ans. anazon. conl ec2/ v2/ hone?r egi on=us- east - 1#Launchl nst anceW z
ard: am =ami - 2bb65342

2. Distribute the link to users who want to use your AMI.

3. To use a bookmark, click the link or copy and paste it into your browser. The launch wizard opens,
with the AMI already selected.

Guidelines for Shared Linux AMIs

If you follow these guidelines, you'll provide a better user experience and make your users' instances
less vulnerable to security issues.

Topics
¢ Update the AMI Tools at Boot Time (p. 67)
¢ Disable Password-Based Logins for Root (p. 67)
¢ Disable Root Access (p. 67)
¢ Remove SSH Host Key Pairs (p. 68)
« Install Public Key Credentials (p. 68)
¢ Disabling sshd DNS Checks (Optional) (p. 69)
« |dentify Yourself (p. 69)
¢ Protect Yourself (p. 69)

If you are building AMIs for AWS Marketplace, see Building AMIs for AWS Marketplace for guidelines,
policies and best practices.
For additional information about sharing AMIs safely, see the following articles:

« How To Share and Use Public AMIs in A Secure Manner
¢ Public AMI Publishing: Hardening and Clean-up Requirements
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Update the AMI Tools at Boot Time

For AMIs backed by instance store, we recommend that your AMIs download and upgrade the Amazon
EC2 AMI creation tools during startup. This ensures that new AMIs based on your shared AMIs have the
latest AMI tools.

For Amazon Linux, add the followingto/etc/rc. | ocal :

# Update the Amazon EC2 AM tools
echo " + Updating EC2 AM t ool s"
yum update -y aws-anitool s-ec2
echo " + Updated EC2 AM tools"

Use this method to automatically update other software on your image.

Note

When deciding which software to automatically update, consider the amount of WAN traffic that
the update will generate (your users will be charged for it) and the risk of the update breaking
other software on the AMI.

For other distributions, make sure you have the latest AMI tools.

Disable Password-Based Logins for Root

Using a fixed root password for a public AMI is a security risk that can quickly become known. Even
relying on users to change the password after the first login opens a small window of opportunity for
potential abuse.

To solve this problem, disable password-based logins for the root user. Additionally, we recommend you
disable root access.

To disable password-based logins for root

1. Openthe/etc/ssh/sshd_confi g file with a text editor and locate the following line:

#Per m t Root Logi n yes

2. Change the line to:

Per m t Root Logi n wi t hout - passwor d

The location of this configuration file might differ for your distribution, or if you are not running
OpenSSH. If this is the case, consult the relevant documentation.

Disable Root Access

When you work with shared AMls, it is a known best practice to have a secure environment; one of the
elements associated with a secure environment is ensuring that the root password is not empty. To do
this, log into your running instance and issue the following command to disable root access:

[ec2-user ~]$ sudo passwd -1 root
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Note
This command does not impact the use of sudo.

Remove SSH Host Key Pairs

If you plan to share an AMI derived from a public AMI, remove the existing SSH host key pairs located
in / et ¢/ ssh. This forces SSH to generate new unique SSH key pairs when someone launches an
instance using your AMI, improving security and reducing the likelihood of "man-in-the-middle" attacks.

The following list shows the SSH files to remove.

¢ ssh_host_dsa_key

¢ ssh_host_dsa_key.pub
¢ ssh_host_key

¢ ssh_host_key.pub

¢ ssh_host_rsa_key

¢ ssh_host_rsa_key.pub

You can securely remove all of these files with the following command.

[ec2-user ~]$ sudo shred -u /etc/ssh/*_key /etc/ssh/*_key. pub

Important

If you forget to remove the existing SSH host key pairs from your public AMI, our routine auditing
process notifies you and all customers running instances of your AMI of the potential security
risk. After a short grace period, we mark the AMI private.

Install Public Key Credentials

After configuring the AMI to prevent logging in using a password, you must make sure users can log in
using another mechanism.

Amazon EC2 allows users to specify a public-private key pair name when launching an instance. When
a valid key pair name is provided to the Runl nst ances API call (or through the command line API tools),
the public key (the portion of the key pair that Amazon EC2 retains on the server after a call to

Cr eat eKeyPai r or | npor t KeyPai r) is made available to the instance through an HTTP query against
the instance metadata.

To log in through SSH, your AMI must retrieve the key value at boot and append it to
/root/.ssh/aut hori zed_keys (or the equivalent for any other user account on the AMI). Users can
launch instances of your AMI with a key pair and log in without requiring a root password.

Many distributions, including Amazon Linux and Ubuntu, use the cl oud-i ni t package to inject public
key credentials for a configured user. If your distribution does not support cl oud- i ni t, you can add the
following code to a system start-up script (such as/ et c/ r c. | ocal ) to pull in the public key you specified
at launch for the r oot user.

if [ ! -d/root/.ssh ] ; then
nkdir -p /root/.ssh
chnod 700 /root/.ssh
fi
# Fetch public key using HTTP
curl http://169. 254. 169. 254/ | at est/ et a- dat a/ publ i c- keys/ 0/ openssh- key > /t np/ ny-
key
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if [ $2 -eq 0] ; then
cat /tnp/ny-key >> /root/.ssh/authorized_keys
chnod 700 /root/.ssh/authorized_keys
rm/tnp/ ny-key

fi

This can be applied to any user account; you do not need to restrict it to r oot .

Note

Rebundling an instance based on this AMI includes the key with which it was launched. To
prevent the key's inclusion, you must clear out (or delete) the aut hor i zed_keys file or exclude
this file from rebundling.

Disabling sshd DNS Checks (Optional)

Disabling sshd DNS checks slightly weakens your sshd security. However, if DNS resolution fails, SSH
logins still work. If you do not disable sshd checks, DNS resolution failures prevent all logins.

To disable sshd DNS checks

1. Openthe/ et c/ ssh/ sshd_confi g file with a text editor and locate the following line:

#UseDNS yes

2. Change the line to:

UseDNS no

Note
The location of this configuration file can differ for your distribution or if you are not running
OpenSSH. If this is the case, consult the relevant documentation.

Identify Yourself

Currently, there is no easy way to know who provided a shared AMI, because each AMI is represented
by an account ID.

We recommend that you post a description of your AMI, and the AMI ID, in the Amazon EC2 forum. This
provides a convenient central location for users who are interested in trying new shared AMIs. You can
also post the AMI to the Amazon Machine Images (AMIs) page.

Protect Yourself

The previous sections described how to make your shared AMIs safe, secure, and usable for the users
who launch them. This section describes guidelines to protect yourself from the users of your AMI.

We recommend against storing sensitive data or software on any AMI that you share. Users who launch
a shared AMI might be able to rebundle it and register it as their own. Follow these guidelines to help you
to avoid some easily overlooked security risks:

« Always delete the shell history before bundling. If you attempt more than one bundle upload in the
same AMI, the shell history contains your secret access key. The following example should be the last
command executed before bundling from within the instance.
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[ec2-user ~]$ shred -u ~/.*history

AWS recommends using the - - excl ude di r ect ory option on ec2- bundl e- vol to skip any directories
and subdirectories that contain secret information that you would not like to include in your bundle. For
more information, see ec2-bundle-vol in the Amazon EC2 Command Line Reference.

¢ Bundling a running instance requires your private key and X.509 certificate. Put these and other
credentials in a location that is not bundled (such as the instance store).

¢ Exclude the SSH authorized keys when bundling the image. The Amazon public AMIs store the public
key used to launch an instance with its SSH authorized keys file.

Note
Unfortunately, it is not possible for this list of guidelines to be exhaustive. Build your shared AMIs
carefully and take time to consider where you might expose sensitive data.

AMIs

A paid AMI is an AMI that you can purchase from a developer.

Amazon EC2 integrates with AWS Marketplace, enabling developers to charge other Amazon EC2 users
for the use of their AMIs or to provide support for instances.

The AWS Marketplace is an online store where you can buy software that runs on AWS; including AMIs
that you can use to launch your EC2 instance. The AWS Marketplace AMIs are organized into categories,
such as Developer Tools, to enable you to find products to suit your requirements. For more information
about AWS Marketplace, see the AWS Marketplace site.

Launching an instance from a paid AMI is the same as launching an instance from any other AMI. No
additional parameters are required. The instance is charged according to the rates set by the owner of
the AMI, as well as the standard usage fees for the related web services; for example, the hourly rate for
running a ml.small instance type in Amazon EC2. The owner of the paid AMI can confirm whether a
specific instance was launched using that paid AMI.

Important

Amazon DevPay is no longer accepting new sellers or products. AWS Marketplace is now the
single, unified e-commerce platform for selling software and services through AWS. For
information about how to deploy and sell software from AWS Marketplace, see Selling on AWS
Marketplace. AWS Marketplace supports AMIs backed by Amazon EBS.

Topics
¢ Selling Your AMI (p. 71)
¢ Finding a Paid AMI (p. 71)
¢ Purchase a Paid AMI (p. 72)
¢ Getting the Product Code for Your Instance (p. 72)
¢ Using Paid Support (p. 73)
« Bills for Paid and Supported AMiIs (p. 73)
¢ Managing Your AWS Marketplace Subscriptions (p. 73)
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Selling Your AMI

You can sell your AMI using AWS Marketplace. AWS Marketplace offers an organized shopping experience.
Additionally, AWS Marketplace also supports AWS features such as Amazon EBS-backed AMIs, Reserved
Instances, and Spot Instances.

For information about how to sell your AMI on AWS Marketplace, see Selling on AWS Marketplace.

Finding a Paid AMI

There are several ways that you can find AMIs that are available for you to purchase. For example, you
can use AWS Marketplace, the Amazon EC2 console, or the command line. Alternatively, a developer
might let you know about a paid AMI themselves.

Finding a Paid AMI Using the Console

To find a paid AMI using the console

1. Openthe Amazon EC2 console.
2. In the navigation pane, click AMls.

3. Select Public images from the first Filter list. Click the Search bar and select Product Code, then
Marketplace. Click the Search bar again, select Platform and then choose the operating system
from the list.

Finding a Paid AMI Using AWS Marketplace

To find a paid AMI using AWS Marketplace

Open AWS Marketplace.

Enter the name of the operating system in the search box, and click Go.

To scope the results further, use one of the categories or filters.

Each product is labeled with its product type: either AM or Sof tware as a Servi ce.

P onNPE

Finding a Paid AMI Using the AWS CLI

You can find a paid AMI using the describe-images command as follows.

$ ec2-describe-images --owners aws-marketpl ace

This command returns numerous details that describe each AMI, including the product code for a paid
AMI. The output from descr i be- i mages includes an entry for the product code like the following:

"Product Codes": [

{
"Product Codel d": "product _code",

"Product CodeType": "narket pl ace"
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Finding a Paid AMI Using the Amazon EC2 CLI

You can find a paid AMI using the ec2-describe-images command as follows.

$ ec2-describe-images -o aws- mar ket pl ace

This command returns numerous details that describe each AMI, including the product code for a paid
AMI. The following example output from ec2- descri be- i mages includes a product code.

I MAGE am - a5bf59cc i mage_source 123456789012 avai | abl e public
product _code x86_64 machi ne instance-store

Purchase a Paid AMI

You must sign up for (purchase) a paid AMI before you can launch an instance using the AMI.

Typically a seller of a paid AMI presents you with information about the AMI, including its price and a link
where you can buy it. When you click the link, you're first asked to log into AWS, and then you can
purchase the AMI.

Purchasing a Paid AMI Using the Console

You can purchase a paid AMI by using the Amazon EC2 launch wizard. For more information, see
Launching an AWS Marketplace Instance (p. 268).

Subscribing to a Product Using AWS Marketplace

To use the AWS Marketplace, you must have an AWS account. To launch instances from AWS Marketplace
products, you must be signed up to use the Amazon EC2 service, and you must be subscribed to the
product from which to launch the instance. There are two ways to subscribe to products in the AWS
Marketplace:

« AWS Marketplace website: You can launch preconfigured software quickly with the 1-Click deployment
feature.

¢ Amazon EC2 launch wizard: You can search for an AMI and launch an instance directly from the
wizard. For more information, see Launching an AWS Marketplace Instance (p. 268).

Purchasing a Paid AMI From a Developer

The developer of a paid AMI can enable you to purchase a paid AMI that isn't listed in AWS Marketplace.
The developer provides you with a link that enables you to purchase the product through Amazon. You
can sign in with your Amazon.com credentials and select a credit card that's stored in your Amazon.com
account to use when purchasing the AMI.

Getting the Product Code for Your Instance

You can retrieve the AWS Marketplace product code for your instance using its instance metadata. For
more information about retrieving metadata, see Instance Metadata and User Data (p. 225).

To retrieve a product code, use the following query:

$ CGET http://169.254.169. 254/ | at est / met a- dat a/ pr oduct - codes
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If the instance has a product code, Amazon EC2 returns it. For example:

774FAFF8

Using Paid Support

Amazon EC2 also enables developers to offer support for software (or derived AMIs). Developers can
create support products that you can sign up to use. During sign-up for the support product, the developer
gives you a product code, which you must then associate with your own AMI. This enables the developer
to confirm that your instance is eligible for support. It also ensures that when you run instances of the
product, you are charged according to the terms for the product specified by the developer.

Important
You can't use a support product with Reserved Instances. You always pay the price that's
specified by the seller of the support product.

To associate a product code with your AMI, use one of the following commands, where ami_id is the ID
of the AMI and product_code is the product code:

¢ modify-image-attribute (AWS CLI)

$ aws ec2 nodify-inmage-attribute --image-id am _id --product-codes
"product _code"

¢ ec2-modify-image-attribute (Amazon EC2 CLI)

$ ec2-nodify-image-attribute am _id --product-code product_code

After you set the product code attribute, it cannot be changed or removed.

Bills for Paid and Supported AMIs

At the end of each month, you receive an email with the amount your credit card has been charged for
using any paid or supported AMIs during the month. This bill is separate from your regular Amazon EC2
bill. For more information, see Paying For AWS Marketplace Products.

Managing Your AWS Marketplace Subscriptions

On the AWS Marketplace website, you can check your subscription details, view the vendor's usage
instructions, manage your subscriptions, and more.

To check your subscription details

Log in to the AWS Marketplace.
Click Your Account.
Click Manage Your Software Subscriptions.

All your current subscriptions are listed. Click Usage Instructions to view specific instructions for
using the product, for example, a user name for connecting to your running instance.

P onNPE
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To cancel an AWS Marketplace subscription
1. Ensure that you have terminated any instances running from the subscription.

Open the Amazon EC2 console.
In the navigation pane, click Instances.

c. Selectthe instance, click Actions, select Instance State, and select Terminate. When prompted,
click Yes, Terminate.

2. Login to the AWS Marketplace, and click Your Account, then Manage Your Software
Subscriptions.

3. Click Cancel subscription. You are prompted to confirm your cancellation.
Note
After you've canceled your subscription, you are no longer able to launch any instances

from that AMI. To use that AMI again, you need to resubscribe to it, either on the AWS
Marketplace website, or through the launch wizard in the Amazon EC2 console.

Creating an Amazon EBS-Backed Linux AMI

To create an Amazon EBS-backed Linux AMI, start from an instance that you've launched from an existing
Amazon EBS-backed Linux AMI. After you've customized the instance to suit your needs, create and
register a new AMI, which you can use to launch new instances with these customizations.

If you need to create an Amazon EBS-backed Windows AMI, see Creating an Amazon EBS-Backed
Windows AMI in the Amazon EC2 User Guide for Microsoft Windows Instances.

The AMI creation process is different for instance store-backed AMIs. For more information about the
differences between Amazon EBS-backed and instance store-backed instances, and how to determine
the root device type for your instance, see Storage for the Root Device (p. 54). If you need to create an
instance store-backed Linux AMI, see Creating an Instance Store-Backed Linux AMI (p. 77).

Topics
¢ Overview of the Creation Process for Amazon EBS-Backed AMIs (p. 74)
¢ Creating the AMI from an Instance (p. 75)
¢ Creating an AMI from a Snapshot (p. 76)

Overview of the Creation Process for Amazon
EBS-Backed AMIs

The following diagram summarizes the creation process for Amazon EBS-backed AMls.

__launch > _:mate+- rsgistalF __ launch >
instance image ' image instance
AMI #1 Instaice #1 EBES snapshot AMI #2 Instaice #2
v v
EBS roat volume EBS root volume

First, launch an instance from an AMI that's similar to the AMI that you'd like to create. You can connect
to your instance and customize it. When the instance is set up the way you want it, it's best to stop the
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instance before you create an AMI to ensure data integrity. Then, you can create the image. When you
create an Amazon EBS-backed AMI, we automatically register it for you.

Amazon EC2 powers down the instance before creating the AMI to ensure that everything on the instance
is stopped and in a consistent state during the creation process. If you're confident that your instance is
in a consistent state appropriate for AMI creation, you can tell Amazon EC2 not to power down and reboot
the instance. Some file systems, such as xfs, can freeze and unfreeze activity, making it safe to create
the image without rebooting the instance.

During the AMI creation process, Amazon EC2 creates snapshots of your instance's root volume and
any other Amazon EBS volumes attached to your instance. If any volumes attached to the instance are
encrypted, the new AMI will only launch successfully on instances that support Amazon EBS encryption.
For more information, see Amazon EBS Encryption (p. 571).

Note

AMls with encrypted volumes cannot be copied using the AWS Management Console. Instead,
you must copy each volume's snapshot to the target region and create a new AMI in that region
using the copied snapshots in the block device mappings.

Depending on the size of the volumes, it may take several minutes for the entire AMI creation process
to complete (sometimes up to 24 hours). To help speed up this process, we recommend that you create
snapshots of your volumes immediately before creating an AMI. For more information, see Creating an
Amazon EBS Snapshot (p. 566).

After the process completes, you have a new AMI and snapshot created from the root volume of the
instance. When you launch an instance using the new AMI, we create a new Amazon EBS volume for
its root volume using the snapshot. Both the AMI and the snapshot incur charges to your account until
you delete them. For more information, see Deregistering Your AMI (p. 91).

If you add instance-store volumes or Amazon EBS volumes to your instance in addition to the root device
volume, the block device mapping for the new AMI contains information for these volumes, and the block
device mappings for instances that you launch from the new AMI automatically contain information for
these volumes. The instance-store volumes specified in the block device mapping for the new instance
are new and don't contain any data from the instance store volumes of the instance you used to create
the AMI. The data on Amazon EBS volumes persists. For more information, see Block Device

Mapping (p. 603).

Creating the AMI from an Instance

You can create an AMI using the AWS Management Console or the command line.
To create an AMI from an instance using the console

1. Open the Amazon EC2 console.

2. Ifyou don't have a running instance that uses an Amazon EBS volume for the root device, you must
launch one. For instructions, see Launching an Instance (p. 261).

3. (Optional) Connect to the instance and customize it. For example, you can install software and
applications, copy data, or attach additional Amazon EBS volumes. For more information about
connecting to an instance, see Connect to Your Linux Instance (p. 270).

4. (Optional) Create snapshots of all the volumes attached your instance. This may help reduce the
time it takes to create the AMI. For more information about creating snapshots, see Creating an
Amazon EBS Snapshot (p. 566).

5. In the navigation pane, click Instances and select your instance. Click Actions, select Image, and
then click Create Image.

Tip
If this option is disabled, your instance isn't an Amazon EBS-backed instance.

6. Inthe Create Image dialog box, specify the following, and then click Create Image.
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a. A unigue name for the image.
(Optional) A description of the image, up to 255 characters.

c. By default, Amazon EC2 shuts down the instance, takes snapshots of any attached volumes,
creates and registers the AMI, and then reboots the instance. Select No reboot if you don't want
your instance to be shut down.

Warning
If you select No reboot, we can't guarantee the file system integrity of the created
image.

d. (Optional) You can modify the root volume, Amazon EBS volumes, and instance store volumes
as follows:

» To change the size of the root volume, locate the Root volume in the Type column, and fill in
the Size field.

» To suppress an Amazon EBS volume specified by the block device mapping of the AMI used
to launch the instance, locate the EBS volume in the list and click Delete.

* To add an Amazon EBS volume, click Add New Volume, select EBS from the Type list, and
fill in the fields. When you then launch an instance from your new AMI, these additional volumes
are automatically attached to the instance. Empty volumes must be formatted and mounted.
Volumes based on a snapshot must be mounted.

» To suppress an instance store volume specified by the block device mapping of the AMI used
to launch the instance, locate the volume in the list and click Delete.

« To add an instance store volume, click Add New Volume, select Instance Store from the
Type list, and select a device name from the Device list. When you launch an instance from
your new AMI, these additional volumes are automatically initialized and mounted. These
volumes don't contain data from the instance store volumes of the running instance from which
you based your AMI.

7. Click AMIs in the navigation pane to view the status of your AMI. While the new AMI is being created,
its status is pendi ng. This process typically takes a few minutes to finish, and then the status of
your AMI is avai | abl e.

8. (Optional) Click Snapshots in the navigation pane to view the snapshot that was created for the new
AMI. When you launch an instance from this AMI, we use this snapshot to create its root device
volume.

To create an AMI from an instance using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

e create-image (AWS CLI)
e ec2-create-image (Amazon EC2 CLI)
¢ New-EC2Image (AWS Tools for Windows PowerShell)

Creating an AMI from a Snapshot

If you have a snapshot of the root device volume of an instance, you can create an AMI from this snapshot
using the AWS Management Console or the command line.

APl Version 2014-10-01
76


http://docs.aws.amazon.com/cli/latest/reference/ec2/create-image.html
http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/ApiReference-cmd-CreateImage.html
http://docs.aws.amazon.com/powershell/latest/reference/items/New-EC2Image.html

Amazon Elastic Compute Cloud User Guide for Linux
Creating an Instance Store-Backed Linux AMI

To create an AMI from a snapshot using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, under Elastic Block Store, choose Shapshots.
Choose the snapshot, and then choose Create Image from the Actions list.

In the Create Image from EBS Snapshot dialog box, complete the fields to create your AMI, then
choose Create. If you're re-creating a parent instance, then choose the same options as the parent
instance.

PN PE

¢ Architecture: Choose 1386 for 32-bit or x86_64 for 64-bit.

¢ Root device name: Enter the appropriate name for the root volume. For more information, see
Device Naming on Linux Instances (p. 602).

« Virtualization type: Choose whether instances launched from this AMI use paravirtual (PV) or
hardware virtual machine (HVM) virtualization. For more information, see Linux AMI Virtualization
Types (p. 57).

e (PV virtualization type only) Kernel ID and RAM disk ID: Choose the AKI and ARI from the lists.
If you choose the default AKI or don't choose an AKI, you'll be required to specify an AKI every
time you launch an instance using this AMI. In addition, your instance may fail the health checks
if the default AKI is incompatible with the instance.

« (Optional) Block Device Mappings: Add volumes or expand the default size of the root volume
for the AMI. For more information about resizing the file system on your instance for a larger
volume, see Extending a Linux File System (p. 554).

To create an AMI from a snapshot using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ register-image (AWS CLI)
e ec2-register (Amazon EC2 CLI)
¢ Register-EC2Image (AWS Tools for Windows PowerShell)

Creating an Instance Store-Backed Linux AMI

To create an instance store-backed Linux AMI, start from an instance that you've launched from an existing
instance store-backed Linux AMI. After you've customized the instance to suit your needs, bundle the
volume and register a new AMI, which you can use to launch new instances with these customizations.

If you need to create an instance store-backed Windows AMI, see Creating an Instance Store-Backed
Windows AMI in the Amazon EC2 User Guide for Microsoft Windows Instances.

The AMI creation process is different for instance store-backed AMIs. For more information about the
differences between Amazon EBS-backed and instance store-backed instances, and how to determine
the root device type for your instance, see Storage for the Root Device (p. 54). If you need to create an
Amazon EBS-backed Linux AMI, see Creating an Amazon EBS-Backed Linux AMI (p. 74).

Topics
¢ Overview of the Creation Process for Instance Store-Backed AMIs (p. 78)
¢ Prerequisites (p. 78)
¢ Creating an AMI from an Instance Store-Backed Linux Instance (p. 79)
¢ Converting your Instance Store-Backed AMI to an Amazon EBS-Backed AMI (p. 83)
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Overview of the Creation Process for Instance
Store-Backed AMIs

The following diagram summarizes the process of creating an AMI from an instance store-backed instance.

Yy
__launch
instance
" I's Y
AML #1 Instance #1
upload - _|egist~b __launch >
[ bundie ] bundle image instance
vaolume
root volume X
+ bundle bundle AML #2 Instance #2
in 53 bucket
Host computer
—
root volume
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First, launch an instance from an AMI that's similar to the AMI that you'd like to create. You can connect
to your instance and customize it. When the instance is set up the way you want it, you can bundle it. It
takes several minutes for the bundling process to complete. After the process completes, you have a
bundle, which consists of an image manifest (i mage. mani f est . xm ) and files (i nage. part . xx) that
contain a template for the root volume. Next you upload the bundle to your Amazon S3 bucket and then
register your AMI.

When you launch an instance using the new AMI, we create the root volume for the instance using the
bundle that you uploaded to Amazon S3. The storage space used by the bundle in Amazon S3 incurs
charges to your account until you delete it. For more information, see Deregistering Your AMI (p. 91).

If you add instance store volumes to your instance in addition to the root device volume, the block device
mapping for the new AMI contains information for these volumes, and the block device mappings for
instances that you launch from the new AMI automatically contain information for these volumes. For
more information, see Block Device Mapping (p. 603).

Prerequisites

Before you can create the AMI, you must complete the following tasks:

« Install the AMI tools. For more information, see Set Up the AMI Tools.
« Install the API tools. For more information, see Setting Up the Amazon EC2 Command Line Interface
Tools on Linux.

¢ Ensure that you have an Amazon S3 bucket for the bundle. To create an Amazon S3 bucket, open the
Amazon S3 console and click Create Bucket.

Note
You can also use the AWS CLI mb command to create a bucket. To get started with the AWS
CLI, see AWS Command Line Interface User Guide.

¢ Ensure that you have the following credentials:

* Your AWS account ID. To retrieve your account ID, go to Your Security Credentials and expand
Account ldentifiers.

« An X.509 certificate and private key. If you need to create an X.509 certificate, go to Your Security
Credentials, expand X.509 Certificates, and click Create New Certificate. The X.509 certificate
and private key are used to encrypt and decrypt your AMI.

* Your access key ID. If you need to retrieve or create an access key ID, go to Your Security Credentials,
and expand Access Keys.
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» Your secret access key. You can't retrieve your secret access key. Therefore, if you can't find your
secret access key, you'll need to create a new one. To create a secret access key, go to Your Security
Credentials, expand Access Keys, and click Create New Access Key.

¢ Connect to your instance and customize it. For example, you can install software and applications,
copy data, delete temporary files, and modify the Linux configuration.

Creating an AMI from an Instance Store-Backed
Linux Instance

To prepare to use the Amazon EC2 AMI Tools (HVM instances only)

The Amazon EC2 AMI tools require GRUB Legacy to boot properly. Some AMIs (most notably, Ubuntu)
are configured to use GRUB 2. You must check to see that your instance uses GRUB Legacy, and if not,
you need to install and configure it.

HVM instances also require partitioning tools to be installed for the AMI tools to work properly.
1. Check to see if your instance uses GRUB Legacy.

a. List the block devices to find the root block device.

[ec2-user ~]$ Isblk
NAME MAJ: M N RM SI ZE RO TYPE MOUNTPQO NT
xvda 202: 0 0 8G 0 disk
xvdal 202:1 0 8G 0 part /
xvdb 202: 16 0 30G O disk /nedialepheneral 0

In this example, the root device (indicated by a MOUNTPQO NT of /) is / dev/ xvdal. The root block
device is its parent, / dev/ xvda.

b. Determine the GRUB version on the root block device.

[ec2-user ~]$ sudo file -s /dev/xvda

/ dev/ xvda: x86 boot sector; GRand Unified Bootl oader, stagel version
0x3, stage2 address 0x2000, 1st sector stage2 0x800, stage2 segnent
0x200, GRUB version 0.94; partition 1: |D=0Oxee, starthead 254,
startsector 1, 16777215 sectors, extended partition table (last)\011,
code of fset 0x48

In the above example, the GRUB version is 0.94, which is GRUB Legacy. If your GRUB version
is 0.9x or less, you may move on to Step 3 (p. 80). If you do not see a GRUB version in this
output, try the grub-install --version command.

ubuntu: ~$ grub-install --version
grub-install (GRUB) 1.99-21lubuntu3. 10

In this example, the GRUB version is greater than 0.9x, so GRUB Legacy must be installed.
Proceed to Step 2 (p. 79).

2. Install the gr ub package using the package manager for your distribution to install GRUB Legacy.
For Ubuntu instances, use the following command.
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ubuntu: ~$ sudo apt-get install -y grub

You can verify that your instance is using GRUB Legacy with the grub --version command.

ubuntu: ~$ grub --version
grub (GNU GRUB 0. 97)

Install the following partition management packages using the package manager for your distribution.

e gdi sk (some distributions may call this package gpt f di sk instead)
e kpartx

For Ubuntu instances, use the following command.

ubuntu: ~$ sudo apt-get install -y gdisk kpartx

Check the kernel parameters for your instance.

ubuntu: ~$ cat /proc/cndline
BOOT_| MAGE=/ boot / vml i nuz- 3. 2. 0- 54-vi rtual root=UUl D=4f 392932- ed93- 4f 8f - aee7-
72bc5bb6ca9d ro consol e=ttyS0 xen_enul _unpl ug=unnecessary

Note the options following the kernel and root device parameters, r o, consol e=t t yS0 and
xen_emnul _unpl ug=unnecessar y. Your options may differ.

Check the kernel entries in / boot / gr ub/ menu. | st.

ubuntu: ~$ grep “kernel /boot/grub/menu.l st

kernel /boot/vminuz-3.2.0-54-virtual root=LABEL=cl ouding-rootfs ro con
sol e=hvcO

kernel /boot/vminuz-3.2.0-54-virtual root=LABEL=cl oudi ng-rootfs ro single
kernel /boot/nentest86+. bin

Note that the consol e parameter is pointing to hvcO instead of t t ySO and that the
xen_emnul _unpl ug=unnecessary parameter is missing. Again, your options may differ.

Edit the / boot / gr ub/ menu. | st file with your favorite text editor (such as vim or nano) to change
the console and add the parameters you identified earlier to the boot entries.

title Ubuntu 12.04.3 LTS, kernel 3.2.0-54-virtual

r oot (hd0)

ker nel /boot/vm inuz-3.2.0-54-virtual root=LABEL=cl oudi ng-rootfs
ro consol e=ttyS0 xen_enul _unpl ug=unnecessary

initrd /boot/initrd.ing-3.2.0-54-virtual

title Ubuntu 12.04.3 LTS, kernel 3.2.0-54-virtual (recovery node)
r oot (hd0)

ker nel /boot/vm inuz-3.2.0-54-virtual root=LABEL=cl oudi ng-rootfs
ro single console=ttyS0O xen_enul _unpl ug=unnecessary

initrd /boot/initrd.ing-3.2.0-54-virtual

title Ubuntu 12.04.3 LTS, nentest86+
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r oot (hd0)
ker nel / boot / ment est 86+. bi n

Verify that your kernel entries now contain the correct parameters.

ubuntu: ~$ grep “~kernel /boot/grub/menu.]l st

kernel /boot/vminuz-3.2.0-54-virtual root=LABEL=cl ouding-rootfs ro con

sol e=ttySO xen_emrul _unpl ug=unnecessary

kernel /boot/vminuz-3.2.0-54-virtual root=LABEL=cl oudi ng-rootfs ro single
consol e=ttyS0 xen_enul _unpl ug=unnecessary

kernel /boot/nentest86+. bin

(For Ubuntu 14.04 and later only) Starting with Ubuntu 14.04, instance store backed Ubuntu AMIs
use a GPT partition table and a separate EFI partition mounted at/ boot / ef i . The ec2-bundle-vol
command will not bundle this boot partition, so you need to comment out the / et ¢/ f st ab entry for
the EFI partition as shown in the example below.

LABEL=cl oudi ng-rootfs / ext 4 defaults 00

#LABEL=UEFI / boot / efi vf at defaul ts 00

/ dev/ xvdb / mt aut o def aul t s, noboot wai t, corment =cl oudconfig 0
2

To create an AMI from an instance store-backed Linux instance

This procedure assumes that you have satisfied the prerequisites in Prerequisites (p. 78).

1.

Upload your credentials to your instance. We use these credentials to ensure that only you and
Amazon EC2 can access your AMI.

a. Create a temporary directory on your instance for your credentials as follows:

[ec2-user ~]$ nkdir /tnp/cert

This enables you to exclude your credentials from the created image.

b. Copy your X.509 certificate and private key from your computer to the / t np/ cer t directory on
your instance, using a secure copy tool such as scp (p. 272). The -i ny- pri vat e- key. pem
option in the following scp command is the private key you use to connect to your instance with
SSH, not the X.509 private key. For example:

you@our_conputer:~ $ scp -i ny-private-key.pem /path/to/pk-HKZYK

TAl G2ECMXYI BH3HXV4AZBEXAMPLE. pem / pat h/ t o/ cer t - HKZYKTAI GZECMXY

| BH3HXV4ZBEXAMPLE. pem ec2- user @c2- 203- 0- 113- 25. conput e- 1. anmazon

aws. com /tnp/cert/

pk- HKZYKTAI GECMXYI BH3HXV4ZBEXAMPLE. pem 100% 717 0. 7KB/ s 00: 00
cert - HKZYKTAI GZECMXYI BH3HXV4ZBEXAMPLE. pem 100% 685 0. 7KB/s  00: 00

Prepare the bundle to upload to Amazon S3 using the ec2-bundle-vol command. Be sure to specify
the - e option to exclude the directory where your credentials are stored. By default, the bundle
process excludes files that might contain sensitive information. These files include *. sw, *. swo,

* swp,*.pem*.priv,*id_rsa*, *id_dsa* *.gpg, *.jks,*/.ssh/authori zed_keys, and
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*/ . bash_hi st ory.To include all of these files, use the - - no-fi | t er option. To include some of
these files, use the - - i ncl ude option.

Important

By default, the AMI bundling process creates a compressed, encrypted collection of files in
the / t np directory that represent your root volume. If you do not have enough free disk
space in/ t np to store the bundle, you need to specify a different location for the bundle to
be stored withthe - d / pat h/ t o/ bundl e/ st or age option. Some instances have ephemeral
storage mounted at/ mt or / nedi a/ ephener al 0 that you can use, or you can also
create (p. 533), attach (p. 536), and mount (p. 537) a new Amazon EBS volume to store the
bundle.

a. The ec2-bundle-vol command needs to run as r oot . For most commands, you can use sudo
to gain elevated permissions, but in this case, you should run sudo -E su to keep your
environment variables.

[ec2-user ~]$ sudo -E su

b. Run the ec2-bundle-vol command with the following arguments. If you do not have enough
available disk space in / t np to store your bundle, specify a location that has available space
with the -d / pat h/t o/ bundl e/ st or age option. For HVM instances, be sure to add the
--partition flag; otherwise, your AMI will not boot. For more information on this command
and its available options, see ec2-bundle-vol in the Amazon EC2 Command Line Reference.

Important
For Ubuntu 14.04 and later HVM instances, add the - - parti ti on nbr flag to bundle
the boot instructions properly ; otherwise, your newly-created AMI will not boot.

[root ec2-user]# $EC2_AM TOOL_HOVE/ bi n/ ec2- bundl e-vol -k /tnp/cert/ pk-
HKZYKTAI GECMXY| BH3HXV4AZBEXAMPLE. pem -¢ /tnp/ cert/ cert - HKZYKTAI RECMXY
| BH3HXVAZBEXAMPLE. pem -u your _aws_account _id -r x86_64 -e /tnp/cert

It can take a few minutes to create the image. When this command completes, your t np directory
contains the bundle (i mage. mani f est . xn , plus multiple i mage. part. xx files).

c. Exit from the r oot shell.

[root ec2-user]# exit

Upload your bundle to Amazon S3 using the ec2-upload-bundle command. Note that if the bundle
prefixes (directories) don't exist in the bucket, this command creates them.

Note
If you specified a path with the - d / pat h/ t o/ bundl e/ st or age option in Step 2.b (p. 82),
use that same path in the - moption below, instead of / t np.

[ec2-user ~]$ ec2-upl oad-bundl e -b ny-s3-bucket/bundl e_fol der/bundl e_nane
-m/tnp/inage. mani fest.xm -a your_access_key id -s your_secret_access_key
--region us-west-2

(Optional) After the bundle is uploaded to Amazon S3, you can remove the bundle from the / t np
directory on the instance using the following rm command:
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Note
If you specified a path with the - d / pat h/ t o/ bundl e/ st or age option in Step 2.b (p. 82),
use that same path below, instead of / t np.

[ec2-user ~]$ sudo rm/tnp/inmage. mani fest.xm /tnp/image.part.* /tnp/i mage

Register your AMI using the ec2-register command. Note that you don't need to specify the - Oand
- Woptions if you've set the AWS_ACCESS KEY and AWs_SECRET_KEY environment variables.

Important
For HVYM AMIs, add the - - vi rt ual i zat i on-t ype hvmflag.

[ec2-user ~]$ ec2-register ny-s3-bucket/bundl e_fol der/bundl e_nane/i mage. nani
fest.xm -n AM _nane - O your_access_key_id -Wyour_secret_access_key --regi on
us-west -2

(For Ubuntu 14.04 and later only) Uncomment the EFl entry in/ et ¢/ f st ab; otherwise, your running
instance will not be able to reboot.

Converting your Instance Store-Backed AMI to an
Amazon EBS-Backed AMI

You can convert an instance store-backed Linux AMI that you own to an Amazon EBS-backed Linux AMI.

Important
You can't convert an instance store-backed Windows AMI to an Amazon EBS-backed Windows
AMI and you cannot convert an AMI that you do not own.

To convert an instance store-backed AMI to an Amazon EBS-backed AMI

1.

3.

Launch an Amazon Linux instance from an Amazon EBS-backed AMI. For more information, see
Launching an Instance (p. 261). Amazon Linux instances have the Amazon EC2 command line and
AMI tools pre-installed.

Upload the X.509 private key that you used to bundle your instance store-backed AMI to your instance.
We use this key to ensure that only you and Amazon EC2 can access your AMI.

a. Create a temporary directory on your instance for your X.509 private key as follows:

[ec2-user ~]$ nkdir /tnp/cert

b. Copy your X.509 private key from your computer to the / t np/ cert directory on your instance,
using a secure copy tool such as scp (p. 272). The ny- pri vat e- key parameter in the following
command is the private key you use to connect to your instance with SSH. For example:

you@our _conputer:~ $ scp -i ny-private-key. pem/path/to/ pk- HKZYK

TAI ECVXYI BH3HXV4ZBEXAMPLE. pem ec2- user @c2- 203- 0- 113- 25. conput e-

1. amazonaws. com /tnp/cert/

pk- HKZYKTAI GECMXYI BH3HXV4ZBEXAMPLE. pem 100% 717 0. 7KB/ s 00: 00

Set environment variables for your AWS access key and secret key.
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[ec2-user ~]$ export AWS_ACCESS KEY=your access_key id
[ec2-user ~]$ export AWS_SECRET_KEY=your secret_access_key

Prepare an Amazon EBS volume for your new AMI.

a. Create an empty Amazon EBS volume in the same Availability Zone as your instance using the
ec2-create-volume command. Note the volume ID in the command output.

Important
This Amazon EBS volume must be the same size or larger than the original instance
store root volume.

[ec2-user ~]$ ec2-create-volune --size 10 --region us-west-2 --availab
ility-zone us-west-2b

VOLUME vol une_id 10 us-west-2b creating 2014-01-24T23: 11: 45+0000

st andar d

b. Attach the volume to your Amazon EBS-backed instance using the ec2-attach-volume command.

[ec2-user ~]$ ec2-attach-volume volune_id -i instance_id --device /dev/sdb
--region us-west-2

ATTACHMENT vol une_id instance_id /dev/sdb attaching 2014-01-

24T23: 15: 34+0000

Create a folder for your bundle.

[ec2-user ~]$ nkdir /tnp/bundle

Download the bundle for your instance store-based AMI to / t np/ bundl e using the
ec2-download-bundle command.

[ec2-user ~]$ ec2-downl oad-bundl e -b ny-s3-bucket/bundl e_f ol der/ bundl e_nane
-m i mage. mani fest. xm -a $AWS_ACCESS KEY -s $AWS SECRET_KEY - - pri vat ekey
/ pat h/ t o/ pk- HKZYKTAI GECMXYI BH3HXV4ZBEXAVPLE. pem -d [/t np/ bundl e

Reconstitute the image file from the bundle using the ec2-unbundle command.

a. Change directories to the bundle folder.

[ec2-user ~]$ cd /tnp/bundl e/

b. Run the ec2-unbundle command.

[ec2-user bundle]$ ec2-unbundle -minage. mani fest.xm --privatekey
/ pat h/ t o/ pk- HKZYKTAI QECMXYI BH3HXV4ZBEXAMPLE. pem

Copy the files from the unbundled image to the new Amazon EBS volume.

APl Version 2014-10-01
84


http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/ApiReference-cmd-CreateVolume.html
http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/ApiReference-cmd-AttachVolume.html
http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/CLTRG-ami-download-bundle.html
http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/CLTRG-ami-unbundle.html
http://docs.aws.amazon.com/AWSEC2/latest/CommandLineReference/CLTRG-ami-unbundle.html

Amazon Elastic Compute Cloud User Guide for Linux
Converting your Instance Store-Backed AMI to an
Amazon EBS-Backed AMI

10.

11.

12.

13.

14.

[ ec2-user bundle]$ sudo dd if=/tnp/bundle/imge of=/dev/sdb bs=1M

Probe the volume for any new partitions that were unbundled.

[ec2-user bundl e]$ sudo partprobe /dev/sdb

List the block devices to find the device name to mount.

[ec2-user bundle]$ |sblk
NAME MAJ: M N RM SI ZE RO TYPE MOUNTPO NT
/ dev/ sda 202: 0 0 8G 0 disk
/ dev/ sdal 202:1 0 8G 0 part /
/ dev/ sdb 202: 80 0 10G O disk
/ dev/ sdbl 202: 81 0 10G O part

In this example, the partition to mount is / dev/ sdb1, but your device name will likely be different. If
your volume is not partitioned, then the device to mount will be similar to / dev/ sdb (without a device
partition trailing digit).

Create a mount point for the new Amazon EBS volume and mount the volume.

[ec2-user bundl e]$ sudo nkdir /mmt/ebs
[ec2-user bundl e]$ sudo nount /dev/sdbl /mt/ebs

Open the / et ¢/ f st ab file on the EBS volume with your favorite text editor (such as vim or nano)
and remove any entries for instance store (ephemeral) volumes. Because the Amazon EBS volume
is mounted on / mt / ebs, the f st ab file is located at / mt / ebs/ et c/ f st ab.

[ec2-user bundle]$ sudo nano /mt/ebs/etc/fstab

#

LABEL=/ / ext 4 defaults,noatinme 1 1

tnpfs / dev/ shm tnpfs defaults 0 O

devpts / dev/ pts devpts gid=5,nde=620 0 O

sysfs / sys sysfs defaults 0 O

proc / proc proc defaul ts 0 O

/ dev/ sdb / medi a/ epheneral 0 auto def aul t s, comment =cl oudconfig

0 2

In the above example, the last line should be removed.
Unmount the volume and detach it from the instance.

[ec2-user bundle]$ sudo unmount /mt/ebs
[ ec2-user bundle]$ ec2-detach-vol une volune_id --region us-west-2
ATTACHVENT vol une_id i nstance_id /dev/sdb detachi ng 2014-01-24T23: 15: 34+0000

Create an AMI from the new Amazon EBS volume as follows.

a. Create a snapshot of the new Amazon EBS volume.

[ ec2-user bundle]$ ec2-create-snapshot --region us-west-2 -d
"your _snapshot _description" -O $AWS_ACCESS KEY - W $AWS_SECRET_KEY
vol une_id
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SNAPSHOT snapshot _id volunme_i d pendi ng 2014- 01- 25T00: 18: 48+000
1234567891011 10 your _snapshot _descri ption

b. Check to see that your snapshot is complete.

[ec2-user bundl e]$ ec2-describe-snapshots --region us-west-2 snapshot _id
SNAPSHOT snapshot _id volunme_id conpl eted 2014- 01- 25T00: 18: 48+0000 100%
1234567891011 10 your_snapshot _descri ption

c. ldentify the processor architecture, virtualization type, and the kernel image (aki ) used on the
original AMI with the ec2-describe-images command. You need the AMI ID of the original
instance store-backed AMI for this step.

[ec2-user bundl e]$ ec2-describe-inages --region us-west-2 am-id
| MAGE ani - 8ef 297be amazon/ anen- am - pv- 2013. 09. 2. x86_64-s3 anazon avai | abl e
public x86_64 machi ne aki-fc8fllcc i nstance-store paravirtual xen

In this example, the architecture is x86_64 and the kernel image ID is aki - f c8f 11cc. Use
these values in the following step. If the output of the above command also lists an ari D, take
note of that as well.

d. Register your new AMI with the snapshot ID of your new Amazon EBS volume and the values
from the previous step. If the previous command output listed an ar i ID, include that in the
following command with - - randi sk ari _i d.

[ec2-user bundle]$ ec2-register --region us-west-2 -n your_new an _nane
-s snapshot _id -a x86_64 --kernel aki-fc8flicc
| MAGE new am -id

15. (Optional) After you have tested that you can launch an instance from your new AMI, you can delete
the Amazon EBS volume that you created for this procedure.

$ ec2-del ete-vol une vol une_id

Copying an AMI

You can easily copy the Amazon Machine Images (AMIs) that you own to other AWS regions and scale
your applications to take advantage of AWS's geographically diverse regions.

Note

AMls with encrypted volumes cannot be copied using the AWS Management Console. Instead,
you must copy each volume's snapshot to the target region and create a new AMI in that region
using the copied snapshots in the block device mappings.

Copying your AMiIs provides the following benefits:

¢ Consistent global deployment: You can copy an AMI from one region to another, enabling you to launch
consistent instances based from the same AMI into different regions.
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 Scalability: You can more easily design and build world-scale applications that meet the needs of your
users, regardless of their location.

¢ Performance: You can increase performance by distributing your application, as well as locating critical
components of your application in closer proximity to your users. You can also take advantage of
region-specific features, such as instance types or other AWS services.

» High availability: You can design and deploy applications across AWS regions, to increase availability.

AMI Copy

You can copy both Amazon EBS-backed AMIs and instance-store-backed AMIs. You can copy an AMI
to as many regions as you like. You can also copy an AMI to the same region. Each copy of an AMI
results in a new AMI with its own unique AMI ID. When you launch an instance from an AMI, we launch
it into the same region as the AMI you select, as shown in the following diagram.

- . Vs

opy imag; l
__copy imaged
AML #1 AML #2 AML #3
launch instance launch instance launch instance
EC2 Instance #1 EC2 instance #2 ECZ instance #3
L Region #1 ¢ Region #2 ' Region #3  }

When you copy an AMI, the new AMI is fully independent of the source AMI; there is no link to the original
(source) AMI. You can modify the new AMI without affecting the source AMI. The reverse is also true:
you can modify the source AMI without affecting the new AMI. Therefore, if you make changes to the
source AMI and want those changes to be reflected in the AMI in the destination region, you must recopy
the source AMI to the destination region.

We don't copy launch permissions, user-defined tags, or Amazon S3 bucket permissions from the source
AMI to the new AMI. After the copy operation is complete, you can apply launch permissions, user-defined
tags, and Amazon S3 bucket permissions to the new AMI. AMIs with encrypted volumes cannot be copied.

We try to find matching AKls and ARIs for the new AMI in the destination region. If we can't find a matching
AKI or ARI, then we don't copy the AMI. If you are using the AKIs and ARIs that we recommend, the copy
operation registers the AMI with the appropriate AKI and ARI in the destination region. If you get an error
message "Failed to find matching AKI/ARI", it means that the destination region doesn't contain an AKI
or ARI that matches those specified in the source AMI. If your AMI uses a PV-GRUB AKI, then you can
update the AMI to leverage the latest version of PV-GRUB. For more information on PV-GRUB and AKls,
see PV-GRUB (p. 99).

There are no charges for copying an AMI. However, standard storage and data transfer rates apply.

Copying an Amazon EC2 AMI

You can copy an AMI using the AWS Management Console or the command line.

Prior to copying an AMI, you must ensure that the contents of the source AMI are updated to support
running in a different region. For example, you should update any database connection strings or similar
application configuration data to point to the appropriate resources. Otherwise, instances launched from
the new AMI in the destination region may still use the resources from the source region, which can impact
performance and cost.
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Important
If you have a Linux AMI with encrypted volumes, see Copying a Linux AMI with Encrypted
Volumes (p. 88) instead.

To copy an AMI using the console

Open the Amazon EC2 console.

From the navigation bar, select the region that contains the AMI to copy.
In the navigation pane, click AMls.

Select the AMI to copy, click Actions, and then click Copy AMI.

In the AMI Copy page, set the following fields, and then click Copy AMI:

RS

» Destination region: Select the region to which you want to copy the AMI.
* Name: Specify a name for the new AMI.

» Description: By default, the description includes information about the source AMI so that you
can identify a copy from the original. You can change this description as necessary.

6. We display a confirmation page to let you know that the copy operation has been initiated and provide
you with the ID of the new AMI.

To check on the progress of the copy operation immediately, click the provided link to switch to the
destination region. To check on the progress later, click Done, and then when you are ready, use
the navigation pane to switch to the destination region.

The initial status of the destination AMI is pendi ng and the operation is complete when the status
is avai |l abl e.

To copy an AMI using the command line

Copying an AMI from the command line requires that you specify both the source and destination regions.
You specify the source region using the - - sour ce-r egi on parameter. For the destination region, you
have two options:

¢ Use the - - r egi on parameter.
¢ Set an environmental variable. For more information, see Setting Up the CLI Tools (Linux).

You can copy an AMI using one of the following commands. For more information about these command
line interfaces, see Accessing Amazon EC2 (p. 3).

e copy-image (AWS CLI)
e ec2-copy-image (Amazon EC2 CLI)
e Copy-EC2Image (AWS Tools for Windows PowerShell)

Copying a Linux AMI with Encrypted Volumes

You can't copy an AMI that has an encrypted volume using the AWS Management Console. However,
you can manually copy the Amazon EBS volume snapshots from your source region to your destination
region, and then register a new AMI in the destination region with the copied snapshots. This gives you
the same result as copying the AMI using the AWS Management Console.

Important
Although you can create a Windows AMI from a snapshot, you can't launch an instance from
the AMI. Therefore, you can't copy a Windows AMI with encrypted volumes.
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To copy a Linux AMI with encrypted volumes using the AWS CLI

1.

Collect information for the Linux AMI that you would like to copy using the describe-images command.
Note the following: Vi rt ual i zat i onType, Sri ovNet Support, Bl ockDevi ceMappi ngs,
Ar chi t ect ur e, and Root Devi ceNane.

Use the following command:

$ aws ec2 describe-inmages --region us-west-2 --inage-id am -1a2b3c4d
{
"I mages": |
{
"VirtualizationType": "hvni,
"Nane": "ec2-encrypted-volune-am ",
"Hypervisor": "xen",
"SriovNet Support": "sinple",
"l magel d": "am -1a2b3c4d",
"State": "avail abl e",
"Bl ockDevi ceMappi ngs": [
{
"Devi ceNane": "/dev/xvda",
"Ebs": {
"Del eteOnTerm nati on": true,
"Snapshot1d": "snap-2345bcde"”,
"Vol uneSi ze": 8,
"Vol uneType": "gp2",
"Encrypted": false
}
}
{
"Devi ceNane": "/dev/sdb",
"Ebs": {
"Del eteOnTerm nation": false,
"Snapshot1d": "snap-3456cdef",
"Vol uneSi ze": 100,
"Vol uneType": "gp2",
"Encrypted": false
}
}
{
"Devi ceNane": "/dev/sdc",
"Ebs": {
"Del eteOnTerm nation": false,
"Snapshot1d": "snap-abcd1234",
"Vol uneSi ze": 150,
"Vol uneType": "gp2",
"Encrypted": true
}
}
1,
"Architecture": "x86_64",
"I mageLocation": "012345678910/ ec2-encrypt ed-vol une-am ",
"Root Devi ceType": "ebs",
"Omner | d": "012345678910",
"Root Devi ceName": "/dev/xvda",
"Public": false,
"I mageType": "nmachine",
"Description": "/dev/xvdc is encrypted"
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Copy each Amazon EBS snapshot contained in the AMI to the destination region for your new AMI.
You can do this using the AWS Management Console or the AWS CLI. It is helpful to note in the
snapshot description which device the snapshot is for. This will help you configure the block device
mapping on your new AMI later. The following copy-snapshot command copies the snapshot
associated with / dev/ sdc.

$ aws ec2 copy-snapshot --source-region us-west-2 --source-snapshot-id
snap-abcdl1234 --region us-east-1 --description "Copy of /dev/sdc from am -
la2b3c4d"

{
}

"Snapshot1d": "snap-4321ldcha"

Register your new AMI with the copied snapshots in the block device mapping and the information
you recorded earlier using the register-image command. For more information, see register-image.

$ aws ec2 register-inage --region us-east-1 --name "nmy-copi ed-anm " --archi
tecture x86_64 --root-device-nanme /dev/xvda --bl ock-devi ce- mappi ngs
"[{\"Devi ceNarme\ ":\"/dev/xvda\",\"Ebs\": {\"Del eteOnTerm nation\":true,\"Snap
shot 1 d\":\"snap-5432edcb\",\" Vol uneType\":\"gp2\"}}, {\"Devi ce
Narme\":\"/dev/sdb\" ,\"Ebs\": {\"Del eteOnTerm nation\":fal se,\"Snapshot
Id\":\"snap-6543f edc\",\" Vol uneType\":\"gp2\"}}, {\"Device
Narme\":\"/dev/sdc\" ,\"Ebs\":{\"Del eteOnTerm nation\":fal se,\"Snapshot
Id\":\"snap-4321dcba\",\" Vol uneType\":\"gp2\"}}]" --virtualization-type
hvm - -sriov-net-support sinple

{
}

"I magel d": "ami - 1d2c3b4a"

(Optional) Run the describe-images command on your new AMI and compare the output to the
output for the original AMI to ensure that everything is correct. Otherwise, you can deregister the
image, make your corrections, and try registering the AMI again. For more information, see
deregister-image.

Stopping a Pending AMI Copy Operation

You can stop a pending AMI copy using the AWS Management Console or the command line.

To stop an AMI copy operation using the console

ok wbdPE

Open the Amazon EC2 console.

From the navigation bar, select the destination region from the region selector.

In the navigation pane, click AMls.

Select the AMI you want to stop copying, click Actions, and then click Deregister.
When asked for confirmation, click Continue.
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To stop an AMI copy operation using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ deregister-image (AWS CLI)
¢ ec2-deregister (Amazon EC2 CLI)
¢ Unregister-EC2Image (AWS Tools for Windows PowerShell)

Deregistering Your AMI

You can deregister an AMI when you have finished using it. After you deregister an AMI, you can't use
it to launch new instances.

When you deregister an AMI, it doesn't affect any instances that you've already launched from the AMI.
You'll continue to incur usage costs for these instances. Therefore, if you are finished with these instances,
you should terminate them.

The procedure that you'll use to clean up your AMI depends on whether it is backed by Amazon EBS or
instance store. (Note that the only Windows AMIs that can be backed by instance store are those for
Windows Server 2003.)

Contents
¢ Cleaning Up Your Amazon EBS-Backed AMI (p. 91)
¢ Cleaning Up Your Instance Store-Backed AMI (p. 92)

Cleaning Up Your Amazon EBS-Backed AMI

When you deregister an Amazon EBS-backed AMI, it doesn't affect the snapshot that was created for
the root volume of the instance during the AMI creation process. You'll continue to incur storage costs
for this snapshot. Therefore, if you are finished with the snapshot, you should delete it.

The following diagram illustrates the process for cleaning up your Amazon EBS-backed AMI.
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| _J v
EES snapshot EBS snapshot
deregister delete the
™ thean | [ snapshot >
AMI

EC2 Instance EC2 Instance EC2 Instance
- S —
Your AMI, its snapshot, When you are finished with

and an instance the instance, you can
launched from the AMI terminate it

To clean up your Amazon EBS-backed AMI

1. Open the Amazon EC2 console.
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In the navigation pane, click AMIs. Select the AMI, click Actions, and then click Deregister. When
prompted for confirmation, click Continue.

The AMI status is now unavai | abl e.

Note

It may take a few minutes before the console changes the status from avai | abl e to
unavai | abl e, or removes the AMI from the list altogether. Click the Refresh button to
refresh the status.

In the navigation pane, click Snapshots. Select the snapshot and click Delete Snapshot. When
prompted for confirmation, click Yes, Delete.

(Optional) If you are finished with an instance that you launched from the AMI, terminate it. In the
navigation pane, click Instances. Select the instance, click Actions, and then click Terminate. When
prompted for confirmation, click Yes, Terminate.

Cleaning Up Your Instance Store-Backed AMI

When you deregister an instance store-backed AMI, it doesn't affect the files that you uploaded to Amazon
S3 when you created the AMI. You'll continue to incur usage costs for these files in Amazon S3. Therefore,
if you are finished with these files, you should delete them.

The following diagram illustrates the process for cleaning up your instance store-backed AMI.
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To clean up your instance store-backed AMI

1.

Deregister the AMI using the ec2-deregister command as follows.

ec2-deregister am _id

The AMI status is now unavai | abl e.
Delete the bundle using the ec2-delete-bundle command as follows.

ec2-del ete-bundl e -b nmyawsbucket/nyam -a your_access _key id -s
your _secret_access_key -p inmage

(Optional) If you are finished with an instance that you launched from the AMI, you can terminate it
using the ec2-terminate-instances command as follows.
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ec2-term nate-instances instance_id

4. (Optional) If you are finished with the Amazon S3 bucket that you uploaded the bundle to, you can
delete the bucket. To delete an Amazon S3 bucket, open the Amazon S3 console, select the bucket,
click Actions, and then click Delete.

Amazon Linux

Amazon Linux is provided by Amazon Web Services (AWS). It is designed to provide a stable, secure,
and high-performance execution environment for applications running on Amazon EC2. It also includes
packages that enable easy integration with AWS, including launch configuration tools and many popular
AWS libraries and tools. AWS provides ongoing security and maintenance updates to all instances running
Amazon Linux.

To launch an Amazon Linux instance, use an Amazon Linux AMI. AWS provides Amazon Linux AMIs to
Amazon EC2 users at no additional cost.

Topics
¢ Finding the Amazon Linux AMI (p. 93)
¢ Launching and Connecting to an Amazon Linux Instance (p. 93)
¢ Identifying Amazon Linux AMI Images (p. 94)
¢ Included AWS Command Line Tools (p. 94)
¢ cloud-init (p. 95)
¢ Repository Configuration (p. 96)
¢ Adding Packages (p. 97)
¢ Accessing Source Packages for Reference (p. 97)
¢ Developing Applications (p. 98)
¢ Instance Store Access (p. 98)
¢ Product Life Cycle (p. 98)
¢ Security Updates (p. 98)
e Support (p. 99)

Finding the Amazon Linux AMI

For a list of the latest Amazon Linux AMIs, see Amazon Linux AMIs.

Launching and Connecting to an Amazon Linux
Instance

After locating your desired AMI, note the AMI ID. You can use the AMI ID to launch and then connect to
your instance.

Amazon Linux does not allow remote root SSH by default. Also, password authentication is disabled to
prevent brute-force password attacks. To enable SSH logins to an Amazon Linux instance, you must
provide your key pair to the instance at launch. You must also set the security group used to launch your
instance to allow SSH access. By default, the only account that can log in remotely using SSH is ec2- user ;
this account also has sudo privileges. If you want to enable remote root log in, please be aware that it is
less secure than relying on key pairs and a secondary user.
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For information about launching and using your Amazon Linux instance, see Launch Your Instance (p. 260).
For information about connecting to your Amazon Linux instance, see Connecting to Your Linux
Instance (p. 271).

ldentifying Amazon Linux AMI Images

Each image contains a unique / et ¢/ i mage- i d that identifies the AMI. This file contains information
about the image.

The following is an example of the / et ¢/ i mage-i d file:

[ec2-user ~]$ cat /etc/inmage-id

i mage_nane="anzn- am - hvni

mage_ver si on="2015. 03"

mage_ar ch="x86_64"

mage_fil e="anmen-am - hvm 2015. 03. 0. x86_64. ext 4. gpt "

mage_st anp="366¢c-fff 6"

mage_dat e="20150318153038"

reci pe_nane="anen am "

reci pe_i d="1c207c1f - 6186- b5c9- 4elb- 9400- c2d8- a3b2- 3d11f df 8"

The i mage_nane, i mage_ver si on, and i mage_ar ch items come from the build recipe that Amazon
used to construct the image. The i mage_st anp is simply a unique random hex value generated during
image creation. The i mage_dat e item is in YYYYMMDDhhmmss format, and is the UTC time of image
creation. The r eci pe_nane and r eci pe_i d refer to the name and ID of the build recipe Amazon used
to construct the image, which identifies the current running version of Amazon Linux. This file will not
change as you install updates from the yum repository.

Amazon Linux contains an/ et ¢/ syst em r el ease file that specifies the current release that is installed.
This file is updated through yum and is part of the syst em r el ease RPM.

The following is an example of an / et ¢/ syst em r el ease file:

[ec2-user ~]$ cat /etc/systemrel ease
Amazon Linux AM rel ease 2015. 03

Amazon Linux also contains a machine readable version of the / et ¢/ syst emt r el ease file found in
/ et c/ syst em r el ease- cpe and follows the CPE specification from MITRE (CPE).

Included AWS Command Line Tools

The following popular command line tools for AWS integration and usage have been included in Amazon
Linux or in the default repositories:

e aws- amt ool s-ec2
e aws-apitool s-as

e aws-apitool s-cfn
e aws- api tool s-ec2
e aws-apitool s-elb
* aws- api t ool s-i am
e aws- api t ool s- non
e aws-apitool s-rds
e aws-cf n-boot strap
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e aws-cli
* aws-scri pts-ses

Although the aws- api t ool s-* command line tools are included with every Amazon Linux version, the
aws- cl i command line tools provide a standard experience across all Amazon Web Services and will
eventually replace the service-specific tool sets.

For instances launched using IAM roles, a simple script has been included to prepare
AWS_CREDENTI AL_FI LE, JAVA_HOVE, AW5_PATH, PATH, and product-specific environment variables
after a credential file has been installed to simplify the configuration of these tools.

Also, to allow the installation of multiple versions of the APl and AMI tools, we have placed symbolic links
to the desired versions of these tools in / opt / aws, as described here:

/opt/aws/ bin
Symbolic links to / bi n directories in each of the installed tools directories.

/ opt/ aws/ { api t ool s| ani t ool s}
Products are installed in directories of the form nane-ver si on and a symbolic link nane that is
attached to the most recently installed version.

[ opt/ aws/ {api t ool s| am t ool s}/ nane/ envi ronnment . sh
Used by / et c/ profile.d/ aws-apit ool s- common. sh to set product-specific environment
variables, such as EC2_HOME.

cloud-init

The cl oud-i ni t package is an open source application built by Canonical that is used to bootstrap
Linux images in a cloud computing environment, such as Amazon EC2. Amazon Linux contains a
customized version of cl oud- i ni t . It enables you to specify actions that should happen to your instance
at boot time. You can pass desired actions to cl oud- i ni t through the user data fields when launching
an instance. This means you can use common AMIs for many use cases and configure them dynamically
at startup. Amazon Linux also uses cl oud- i ni t to perform initial configuration of the ec2- user account.

For more information about cl oud- i ni t, see http://cloudinit.readthedocs.org/en/latest/.
Amazon Linux uses the following cl oud- i ni t actions (configurable in/ et c/ sysconfi g/ cl oudi ni t):

e action: | NI T (always runs)

» Sets a default locale

» Sets the hostname

» Parses and handles user data
 action: CONFI G_SSH

» Generates host private SSH keys

» Adds a user's public SSH keys to . ssh/ aut hori zed_keys for easy login and administration
¢ action: PACKAGE_SETUP

* Prepares yum repo

« Handles package actions defined in user data
e action: RUNCVD

* Runs a shell command
» action: RUN_USER _SCRI PTS

» Executes user scripts found in user data
¢ action: CONFI G_MOUNTS

* Mounts ephemeral drives
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 action: CONFI G_LOCALE
» Sets the locale in the locale configuration file according to user data

Supported User-Data Formats

The cl oud-i ni t package supports user-data handling of a variety of formats:

e Gzip
« If user-data is gzip compressed, cl oud-i ni t decompresses the data and handles it appropriately.
¢ MIME multipart

« Using a MIME multipart file, you can specify more than one type of data. For example, you could
specify both a user-data script and a cloud-config type. Each part of the multipart file can be handled
by cl oud-i ni t if it is one of the supported formats.

¢ Base64 decoding

» |f user-data is base64-encoded, cl oud-i ni t determines if it can understand the decoded data as
one of the supported types. If it understands the decoded data, it decodes the data and handles it
appropriately. If not, it returns the base64 data intact.

» User-Data script
* Begins with #! or Cont ent - Type: text/x-shellscript.

e The script is executed by / et c/i nit. d/ cl oud-init-user-scripts during the first boot cycle.
This occurs late in the boot process (after the initial configuration actions are performed).

¢ Include file

* Begins with #i ncl ude or Cont ent - Type: text/x-include-url.

» This content is an include file. The file contains a list of URLS, one per line. Each of the URLs is read,
and their content passed through this same set of rules. The content read from the URL can be
gzipped, MIME-multi-part, or plain text.

¢ Cloud Config Data
* Begins with #cl oud- confi g or Cont ent - Type: text/cl oud-confi g.

» This content is cloud-config data. See the examples for a commented example of supported
configuration formats.

* Cloud Boothook
* Begins with #cl oud- boot hook or Cont ent - Type: text/cl oud- boot hook.
» This content is boothook data. It is stored in a file under / var /1 i b/ cl oud and then executed
immediately.
» This is the earliest "hook" available. Note that there is no mechanism provided for running it only one

time. The boothook must take care of this itself. It is provided with the instance ID in the environment
variable | NSTANCE_| D. Use this variable to provide a once-per-instance set of boothook data.

Repository Configuration

Beginning with the 2011.09 release of Amazon Linux, Amazon Linux AMIs are treated as snapshots in
time, with a repository and update structure that always gives you the latest packages when you run yum
update -y.

The repository structure is configured to deliver a continuous flow of updates that allow you to roll from
one version of Amazon Linux to the next. For example, if you launch an instance from an older version
of the Amazon Linux AMI (such as 2014.09 or earlier) and run yum updat e -y, you end up with the
latest packages.

You can disable rolling updates for Amazon Linux by enabling the lock-on-launch feature. The
lock-on-launch feature locks your newly launched instance to receive updates only from the specified
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release of the AMI. For example, you can launch a 2014.09 AMI and have it receive only the updates
that were released prior to the 2015.03 AMI, until you are ready to migrate to the 2015.03 AMI. To enable
lock-on-launch in new instances, launch it with the following user data passed to cl oud- i ni t, using
either the Amazon EC2 console or the ec2-r un-i nst ances command with the - f flag.

#cl oud-config
repo_rel easever: 2014.09

To lock existing instances to their current AMI release version

1. Edit/ et c/ yum conf.
2. Comment out r el easever =l at est .
3. Run yum clean all to clear the cache.

Adding Packages

Amazon Linux is designed to be used with online package repositories hosted in each Amazon EC2
region. These repositories provide ongoing updates to packages in the Amazon Linux AMI, as well as
access to hundreds of additional common open source server applications. The repositories are available
in all regions and are accessed using yum update tools, as well as on the Amazon Linux AMI packages
site. Hosting repositories in each region enables us to deploy updates quickly and without any data transfer
charges. The packages can be installed by issuing yum commands, such as the following example:

[ec2-user ~]$ sudo yuminstall httpd

Access to the Extra Packages for Enterprise Linux (EPEL) repository is configured, but it is not enabled
by default. EPEL provides third-party packages in addition to those that are in the Amazon Linux
repositories. The third-party packages are not supported by AWS.

If you find that Amazon Linux does not contain an application you need, you can simply install the
application directly on your Amazon Linux instance. Amazon Linux uses RPMs and yum for package
management, and that is likely the simplest way to install new applications. You should always check to
see if an application is available in our central Amazon Linux repository first, because many applications
are available there. These applications can easily be added to your Amazon Linux instance.

To upload your applications onto a running Amazon Linux instance, use scp or sf t p and then configure
the application by logging on to your instance. Your applications can also be uploaded during the instance
launch by using the PACKAGE_SETUP action from the built-in cl oud- i ni t package. For more information,
see cl oud-init (p.95).

Important

If your instance is running in a virtual private cloud (VPC), you must attach an Internet Gateway
to the VPC in order to contact the yum repository. For more information, see Internet Gateways
in the Amazon VPC User Guide.

Accessing Source Packages for Reference

You can view the source of packages you have installed on your instance for reference purposes by using
tools provided in Amazon Linux. Source packages are available for all of the packages included in Amazon
Linux and the online package repository. Simply determine the package name for the source package
you want to install and use the get _r ef er ence_sour ce command to view source within your running
instance. For example:
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[ec2-user ~]$ get_reference_source -p bash

The following is a sample response:

Request ed package: bash

Found package from |l ocal RPM database: bash-4.1.2-15.17. anenl. x86_64
Correspondi ng source RPMto found package :

bash-4.1.2-15.17. anenl. src.rpm

Are these paraneters correct? Please type 'yes' to continue: yes
Sour ce RPM downl oaded to:
[ usr/src/srpm debug/ bash-4.1.2-15.17. anenl. src.rpm

The source RPM is placed in the / usr/ sr ¢/ sr pni debug directory of your instance. From there, it can
be unpacked, and, for reference, you can view the source tree using standard RPM tools. After you finish
debugging, the package is available for use.

Important

If your instance is running in a virtual private cloud (VPC), you must attach an Internet Gateway
to the VPC in order to contact the yum repository. For more information, see Internet Gateways
in the Amazon VPC User Guide.

Developing Applications

A full set of Linux development tools is provided in the yum repository for Amazon Linux. To develop
applications on Amazon Linux, select the development tools you need with yum. Alternatively, many
applications developed on CentOS and other similar distributions should run on Amazon Linux.

Instance Store Access

The instance store drive ephener al 0 is mounted in / medi a/ epherner al 0 only on Amazon instance
store-backed AMIs. This is different than many other images that mount the instance store drive under
/ mt.

Product Life Cycle

The Amazon Linux AMI is updated regularly with security and feature enhancements. If you do not need
to preserve data or customizations on your Amazon Linux instances, you can simply relaunch new
instances with the latest Amazon Linux AMI. If you need to preserve data or customizations for your
Amazon Linux instances, you can maintain those instances through the Amazon Linux yum repositories.
The yum repositories contain all the updated packages. You can chose to apply these updates to your
running instances.

Older versions of the AMI and update packages will continue to be available for use, even as new versions
are released. In some cases, if you're seeking support for an older version of Amazon Linux; through
AWS Support, we might ask you to move to newer versions as part of the support process.

Security Updates

Security updates are provided via the Amazon Linux AMI yum repositories as well as via updated Amazon
Linux AMIs. Security alerts are published in the Amazon Linux AMI Security Center. For more information
on AWS security policies or to report a security problem, go to the AWS Security Center.
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Amazon Linux AMIs are configured to download and install security updates at launch time. This is
controlled via a cl oud-i ni t setting called r epo_upgr ade. The following snippet of cl oud-i ni t
configuration shows how you can change the settings in the user data text you pass to your instance
initialization:

#cl oud-confi g
repo_upgrade: security

The possible values for the r epo_upgr ade setting are as follows:

security
Apply outstanding updates that Amazon marks as security updates.

bugfi x
Apply updates that Amazon marks as bug fixes. Bug fixes are a larger set of updates, which include
security updates and fixes for various other minor bugs.

al |
Apply all applicable available updates, regardless of their classification.

none
Do not apply any updates to the instance on startup.

The default setting for r epo_upgr ade is security. That is, if you don't specify a different value in your
user data, by default, the Amazon Linux AMI performs the security upgrades at launch for any packages
installed at that time. The Amazon Linux AMI also notifies you of any updates to the installed packages
by listing the number of available updates upon login using the / et ¢/ not d file. To install these updates,
you need to run sudo yum upgrade on the instance.

Important

If your instance is running in a virtual private cloud (VPC), you must attach an Internet Gateway
to the VPC in order to contact the yum repository. For more information, see Internet Gateways
in the Amazon VPC User Guide.

Support

Support for installation and use of the base Amazon Linux AMI is included through subscriptions to AWS
Support. For more information, see AWS Support.

We encourage you to post any questions you have about Amazon Linux to the Amazon EC2 forum.

PV-GRUB

Amazon Machine Images that use paravirtual (PV) virtualization use a system called PV-GRUB during
the boot process. PV-GRUB is a paravirtual boot loader that runs a patched version of GNU GRUB 0.97.
When you start an instance, PV-GRUB starts the boot process and then chain loads the kernel specified
by your image's menu. | st file.

PV-GRUB understands standard gr ub. conf or nenu. | st commands, which allows it to work with all
currently supported Linux distributions. Older distributions such as Ubuntu 10.04 LTS, Oracle Enterprise
Linux or CentOS 5.x require a special "ec2" or "xen" kernel package, while newer distributions include
the required drivers in the default kernel package.

Most modern paravirtual AMIs use a PV-GRUB AKI by default (including all of the paravirtual Linux AMIs
available in the Amazon EC2 Launch Wizard Quick Start menu), so there are no additional steps that
you need to take to use a different kernel on your instance, provided that the kernel you want to use is
compatible with your distribution. The best way to run a custom kernel on your instance is to start with
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an AMI that is close to what you want and then to compile the custom kernel on your instance and modify
the menu. | st file as shown in Configuring GRUB (p. 100) to boot with that kernel.

You can verify that the kernel image for an AMI is a PV-GRUB AKI by executing the following command
with the Amazon EC2 command line tools (substituting the kernel image ID you want to check):

$ ec2-describe-images -a -F imge-id=aki-880531cd
| MAGE  aki -880531cd amazon/ pv- gr ub- hd0_1. 04- x86_64.9z ...

The nane field of the output should contain pv- gr ub.

Topics
¢ Limitations of PV-GRUB (p. 100)
¢ Configuring GRUB (p. 100)
¢ Amazon PV-GRUB Kernel Image IDs (p. 101)
¢ Updating PV-GRUB (p. 103)

Limitations of PV-GRUB

PV-GRUB has the following limitations:

* You can't use the 64-bit version of PV-GRUB to start a 32-bit kernel or vice versa.
¢ You can't specify an Amazon ramdisk image (ARI) when using a PV-GRUB AKI.

¢ AWS has tested and verified that PV-GRUB works with these file system formats: EXT2, EXT3, EXT4,
JFS, XFS, and ReiserFS. Other file system formats might not work.

* PV-GRUB can boot kernels compressed using the gzip, bzip2, 1zo, and xz compression formats.

¢ Cluster AMIs don't support or need PV-GRUB, because they use full hardware virtualization (HVM).
While paravirtual instances use PV-GRUB to boot, HVM instance volumes are treated like actual disks,
and the boot process is similar to the boot process of a bare metal operating system with a partitioned
disk and bootloader.

¢ PV-GRUB versions 1.03 and earlier don't support GPT partitioning; they support MBR partitioning only.

« If you plan to use a logical volume manager (LVM) with Amazon EBS volumes, you need a separate
boot partition outside of the LVM. Then you can create logical volumes with the LVM.

Configuring GRUB

To boot PV-GRUB, a GRUB nenu. | st file must exist in the image; the most common location for this
file is / boot / gr ub/ menu. | st .

The following is an example of a menu. | st configuration file for booting an AMI with a PV-GRUB AKI.
In this example, there are two kernel entries to choose from: Amazon Li nux 2013. 09 (the original
kernel for this AMI), and Vani | | a Li nux 3. 11. 6 (a newer version of the Vanilla Linux kernel from
https://www.kernel.org/). The Vanilla entry was copied from the original entry for this AMI, and the ker nel
and i ni t r d paths were updated to the new locations. The def aul t 0 parameter points the boot loader
to the first entry it sees (in this case, the Vanilla entry), and the f al | back 1 parameter points the
bootloader to the next entry if there is a problem booting the first.

default O
fallback 1
ti meout O
hi ddennmenu
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title Vanilla Linux 3.11.6

root (hd0)

kernel /boot/vminuz-3.11.6 root=LABEL=/ consol e=hvcO
initrd /boot/initrd.imy-3.11.6

title Amazon Linux 2013.09 (3.4.62-53.42. anenl. x86_64)

root (hd0)

kernel /boot/vminuz-3.4.62-53.42. anenl. x86_64 root =LABEL=/ consol e=hvcO
initrd /boot/initranfs-3.4.62-53.42. amenl. x86_64. i ngy

You don't need to specify a fallback kernel in your menu. | st file, but we recommend that you have a
fallback when you test a new kernel. PV-GRUB can fall back to another kernel in the event that the new
kernel fails. Having a fallback kernel allows the instance to boot even if the new kernel isn't found.

PV-GRUB checks the following locations for menu. | st , using the first one it finds:

e (hdO)/ boot/ grub

e (hdO, 0)/ boot/ grub
* (hdO,0)/grub

* (hdO, 1)/ boot/ grub
e (hdO, 1)/ grub

¢ (hdO0, 2)/ boot/ grub
e (hdO, 2)/grub

¢ (hdO0, 3)/ boot/grub
¢ (hdoO, 3)/grub

Note that PV-GRUB 1.03 and earlier only check one of the first two locations in this list.

Amazon PV-GRUB Kernel Image IDs

PV-GRUB AKIs are available in all Amazon EC2 regions. There are AKls for both 32-bit and 64-bit
architecture types. Most modern AMIs use a PV-GRUB AKI by default.

We recommend that you always use the latest version of the PV-GRUB AKI, as not all versions of the
PV-GRUB AKI are compatible with all instance types. Use the following command to get a list of the
PV-GRUB AKIs for the current region:

$ ec2-describe-images -0 amazon --filter "name=pv-grub-*.gz"

Note that PV-GRUB is the only AKI available in the ap- sout heast - 2 region. You should verify that any
AMI you want to copy to this region is using a version of PV-GRUB that is available in this region.

The following are the current AKI IDs for each region. Register new AMIs using an hd0 AKI.

Note
We continue to provide hd00 AKIs for backward compatibility in regions where they were
previously available.

ap-northeast-1, Asia Pacific (Tokyo) region
Image ID Image Name

aki - 136bf 512 pv- grub-hd0_1. 04-i 386. gz
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Image ID Image Name

aki - 176bf 516 pv- grub- hd0_1. 04- x86_64. gz

ap-southeast-1, Asia Pacific (Singapore) region

Image ID Image Name
aki - ae3973fc pv-grub-hdO_1. 04-i 386. gz
aki - 503e7402 pv- grub-hd0_1. 04-x86_64. gz

ap-southeast-2, Asia Pacific (Sydney) region

Image ID Image Name
aki -cd62fff7 pv- grub-hd0_1. 04-i 386. gz
aki-c362fff9 pv- grub-hd0_1. 04- x86_64. gz

eu-central-1, EU (Frankfurt) region

Image ID Image Name
aki - 3e4c7a23 pv- grub-hd0O_1. 04-i 386. gz
aki - 184c7a05 pv- grub- hd0_1. 04- x86_64. gz

eu-west-1, EU (Ireland) region

Image ID Image Name
aki - 68a3451f pv- grub-hdO_1. 04-i 386. gz
aki - 52a34525 pv-grub-hdO_1. 04- x86_64. gz

sa-east-1, South America (Sao Paulo) region

Image ID Image Name
aki - 5b53f 446 pv-grub-hd0_1. 04-i 386. gz
aki - 5553f 448 pv- grub-hd0_1. 04-x86_64. gz

us-east-1, US East (N. Virginia) region

Image ID Image Name
aki - 8f 9dcaeb pv- grub-hd0_1. 04-i 386. gz
aki - 919dcaf 8 pv- grub-hd0_1. 04- x86_64. gz
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us-gov-west-1, AWS GovCloud (US)

Image ID Image Name
aki - 1f e98d3c pv- grub-hdO_1. 04-i 386. gz
aki - 1de98d3e pv- grub-hd0_1. 04- x86_64. gz

us-west-1, US West (N. California) region

Image ID Image Name
aki - 8e0531chb pv- grub-hd0_1. 04-i 386. gz
aki - 880531cd pv- grub-hd0_1. 04-x86_64. gz

us-west-2, US West (Oregon) region

Image ID Image Name
aki - f08f11c0 pv- grub-hd0_1. 04-i 386. gz
aki -fc8f 1llcc pv- grub- hd0_1. 04- x86_64. gz

Updating PV-GRUB

We recommend that you always use the latest version of the PV-GRUB AKI, as not all versions of the
PV-GRUB AKI are compatible with all instance types. Also, older versions of PV-GRUB are not available
in all regions, so if you copy an AMI that uses an older version to a region that does not support that
version, you will be unable to boot instances launched from that AMI until you update the kernel image.
Use the following procedures to check your instance's version of PV-GRUB and update it if necessary.

To check your PV-GRUB version

1. Find the kernel ID for your instance.

$ ec2-describe-instance-attribute instance_id --kernel --region region
kernel instance_id aki-fc8fllcc

The kernel ID for this instance is aki - f c8f 11cc.
2. View the version information of that kernel ID.

$ ec2-describe-inmages aki-fc8fllcc --region region
I MAGE aki -fc8fllcc ammzon/ pv-grub-hd0_1.04-x86_64.9z ...

This kernel image is PV-GRUB 1.04. If your PV-GRUB version is not the newest version (as shown
in Amazon PV-GRUB Kernel Image IDs (p. 101)), you should update it using the following procedure.

To update your PV-GRUB version

If your instance is using an older version of PV-GRUB, you should update it to the latest version.
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Identify the latest PV-GRUB AKI for your region and processor architecture from Amazon PV-GRUB
Kernel Image IDs (p. 101).

Stop your instance. Your instance must be stopped to modify the kernel image used.

$ ec2-stop-instances instance_id --region region
I NSTANCE i nstance_i d stopped stopped

Modify the kernel image used for your instance.

$ ec2-nodi fy-instance-attribute --kernel kernel id --region region instance_id

Restart your instance.

$ ec2-start-instances --region region instance_id
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Amazon EC2 Instances

If you're new to Amazon EC2, see the following topics to get started:

¢ What Is Amazon EC2? (p. 1)

¢ Setting Up with Amazon EC2 (p. 20)

¢ Getting Started with Amazon EC2 Linux Instances (p. 26)
¢ Instance Lifecycle (p. 257)

Before you launch a production environment, you need to answer the following questions.

Q.What purchasing option best meets my needs?
Amazon EC2 supports On-Demand Instances (the default), Spot Instances, and Reserved Instances.
For more information, see Amazon EC2 Pricing.
Q.What instance type best meets my needs?
Amazon EC2 provides different instance types to enable you to choose the CPU, memory, storage,
and networking capacity that you need to run your applications. For more information, see Instance
Types (p. 105).
Q. Which type of root volume meets my needs?
Each instance is backed by Amazon EBS or backed by instance store. Select an AMI based on which
type of root volume you need. For more information, see Storage for the Root Device (p. 54).
Q.Would | benefit from using a virtual private cloud?
If you can launch instances in either EC2-Classic or EC2-VPC, you'll need to decide which platform

meets your needs. For more information, see Supported Platforms (p. 465) and Amazon EC2 and
Amazon Virtual Private Cloud (p. 460).

Instance Types

When you launch an instance, the instance type that you specify determines the hardware of the host
computer used for your instance. Each instance type offers different compute, memory, and storage
capabilities. Select an instance type based on the requirements of the application or software that you
plan to run on your instance.

Amazon EC2 provides each instance with a consistent and predictable amount of CPU capacity, regardless
of its underlying hardware.
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Amazon EC2 dedicates some resources of the host computer, such as CPU, memory, and instance
storage, to a particular instance. Amazon EC2 shares other resources of the host computer, such as the
network and the disk subsystem, among instances. If each instance on a host computer tries to use as
much of one of these shared resources as possible, each receives an equal share of that resource.
However, when a resource is under-utilized, an instance can consume a higher share of that resource
while it's available.

Each instance type provides higher or lower minimum performance from a shared resource. For example,
instance types with high I/O performance have a larger allocation of shared resources. Allocating a larger
share of shared resources also reduces the variance of I/0O performance. For most applications, moderate
1/0 performance is more than enough. However, for applications that require greater or more consistent
1/0 performance, consider an instance type with higher 1/0 performance.

The maximum transmission unit (MTU) for an instance depends on its instance type. The following instance
types provide 9001 MTU (jumbo frames): CC2, C3, C4, R3, CG1, CR1, G2, D2, HS1, HI1, 12, T2, and
M3. The other instance types provide 1500 MTU (Ethernet v2 frames).

To obtain additional, dedicated capacity for Amazon EBS /O, you can launch some instance types as
Amazon EBS-optimized instances. For more information, see Amazon EBS—Optimized Instances (p. 136).

To optimize your instances for high performance computing (HPC) applications, you can launch some
instance types in a placement group. For more information, see Placement Groups (p. 138).

When you launch your instance, it uses one of two types of virtualization: paravirtual (PV) or hardware
virtual machine (HVM). The virtualization type is determined by the AMI used to launch the instance;
some instance types support both PV and HVM while others support only one or the other. HYM
virtualization uses hardware-assist technology provided by the AWS platform. With HVM virtualization,
the guest VM runs as if it were on a native hardware platform, except that it still uses PV network and
storage drivers for improved performance. For more information, see Linux AMI Virtualization Types (p. 57).

Security Group Rules for Path MTU Discovery

Path MTU Discovery is used to determine the MTU between two hosts. If a host sends a packet that's
larger than the receiving host's MTU, the receiving host returns the following ICMP message: Dest i nat i on
Unr eachabl e: Fragnmentation Needed and Don't Fragnment was Set (Type 3, Code 4). This
instructs the original host to adjust the MTU until the packet can be transmitted. By default, security groups
do not allow any inbound ICMP traffic. To ensure that your instance can receive this message and the
packet does not get dropped, you must add a custom inbound ICMP rule to your security group. For more
information, see the Adding Rules to a Security Group (p. 416) and APl and Command Overview (p. 417)
sections in the Amazon EC2 Security Groups topic.

¢ Amazon EC2 console: Enter the values Destination Unreachable, and fragmentation required, and
DF flag set.

¢ AWS CLI or Query API: Specify i cnp as the protocol, and a port range from 3 to 4.
» EC2 CLI: Specify i cnp as the protocol, and 3: 4 as the type.

Available Instance Types

Amazon EC2 provides the current and previous generation instance types listed in the following tables.

There is a limit on the total number of instances that you can launch in a region, and there are additional
limits on some instance types. For more information, see How many instances can | run in Amazon EC2?
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Current Generation Instances

For the best performance, we recommend that you use current generation instance types and HVM AMIs
when you launch new instances. For more information on current generation instance types, see the
Amazon EC2 Instances detail page.

Instance Family Current Generation Instance Types

General purpose t2.mcro|t2.small |t2. medi um|n8. nedi um| nB. | arge |
nB. xl ar ge | nB. 2x| ar ge

Compute optimized c4.large|c4. xl arge|c4. 2xl arge | c4. 4xl arge | c4. 8xl arge
|c3.1arge|c3.xlarge|c3.2xl arge | c3. 4xl ar ge |
c3. 8xl arge

Memory optimized r3.large|r3.xlarge|r3.2xl arge|r3. 4xl arge|r 3. 8xl arge

Storage optimized i2.xlarge|i2.2xlarge|i2.4xlarge|iZ2.8xlarge|
d2. x| arge | d2. 2x| ar ge | d2. 4x| ar ge | d2. 8xl ar ge

GPU instances g2. 2xl arge | g2. 8xl arge

Previous Generation Instances

Amazon Web Services offers previous generation instances for users who have optimized their applications
around these instances and have yet to upgrade. We encourage you to use the latest generation of
instances to get the best performance, but we will continue to support these previous generation instances
after new instances launch. If you are currently using a previous generation instance and would like to
see which one would be a suitable upgrade, see Upgrade Paths.

Instance Family Previous Generation Instance Types

General purpose ml. smal | | mL. medi um| . | arge | nl. x| ar ge
Compute optimized cl. medi um|cl. xl arge | cc2. 8xl arge

Memory optimized nR2. x| arge | nR2. 2xl arge | n2. 4xl arge | cr 1. 8xl ar ge
Storage optimized hi 1. 4x!| arge | hs1. 8xl ar ge

GPU instances cgl. 4xl arge

Micro instances tl.mcro

Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Details.

To determine which instance type best meets your needs, we recommend that you launch an instance
and use your own benchmark application. Because you pay by the instance hour, it's convenient and
inexpensive to test multiple instance types before making a decision. If your needs change, you can resize
your instance later on. For more information, see Resizing Your Instance (p. 141).
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T2 Instances

T2 instances are designed to provide moderate baseline performance and the capability to burst to
significantly higher performance as required by your workload. They are intended for workloads that don't
use the full CPU often or consistently, but occasionally need to burst. T2 instances are well suited for
general purpose workloads, such as web servers, developer environments, and small databases. For
more information about T2 instance pricing and additional hardware details, see Instance Type Details.

T2 instances are currently available in three instance sizes:t2. m cro,t2. smal |, and t 2. nedi um
Customers can launch T2 instances using the AWS management console, Amazon EC2 command line
interface, and the AWS SDKs. T2 instances are available as On-Demand or Reserved Instances, but
they cannot be purchased as Spot Instances. For more information, see Amazon EC2 Instance Purchasing
Options. T2 instance types are available as Amazon EBS-backed instances only.

Topics
¢ Hardware Specifications (p. 108)
e CPU Credits (p. 108)
¢ EC2-VPC-only Support (p. 110)
¢ HVM AMI Support (p. 110)
e Default T2 Instance Limits (p. 110)
¢ Monitoring Your CPU Credits (p. 110)

Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Details.

CPU Credits

A CPU Credit provides the performance of a full CPU core for one minute. Traditional Amazon EC2
instance types provide fixed performance, while T2 instances provide a baseline level of CPU performance
with the ability to burst above that baseline level. The baseline performance and ability to burst are
governed by CPU credits.

What is a CPU credit?

One CPU credit is equal to one vCPU running at 100% utilization for one minute. Other combinations of
VCPUSs, utilization, and time are also equal one CPU credit, such as one vCPU running at 50% utilization
for two minutes, or two vCPUs (on t2.medium instances, for example) running at 25% utilization for two
minutes.

How are CPU credits earned?

Each T2 instance starts with a healthy initial CPU credit balance and then continuously (at a
millisecond-level resolution) receives a set rate of CPU credits per hour, depending on instance size. The
accounting process for whether credits are accumulated or spent also happens at a millisecond-level
resolution, so you don't have to worry about overspending CPU credits; a short burst of CPU takes a
small fraction of a CPU credit.

When a T2 instance uses fewer CPU resources than its base performance level allows (such as when it
is idle), the unused CPU credits (or the difference between what was earned and what was spent) are
stored in the credit balance for up to 24 hours, building CPU credits for bursting. When your T2 instance
requires more CPU resources than its base performance level allows, it uses credits from the CPU credit
balance to burst up to 100% utilization. The more credits your T2 instance has for CPU resources, the
more time it can burst beyond its base performance level when more performance is needed.
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The following table lists the initial CPU credit allocation received at launch, the rate at which CPU credits
are received, the baseline performance level as a percentage of a full core performance, and the maximum
CPU credit balance that an instance can accrue.

Instance type h | CPU credits earned per hour Base perform- Maximum CPU
: ance (CPU utiliza- | credit balance
e tion)
d
t

t2.mcro 8 6 10% 144

t2.smal | 8 12 20% 288

t 2. nedi um 6| 24 40%** 576

* There are limits to how many T2 instances will launch or start with the initial CPU credit, which by
default is set to 100 launches or starts of any T2 instance per account, per 24-hour period, per region.
If you'd like to increase this limit, you can file a customer support limit increase request by using the
Amazon EC2 Instance Request Form. If your account does not launch or start more than 100 T2 in-
stances in 24 hours, this limit will not affect you.

** t 2. medi uminstances have two vCPUs. The base performance is an aggregate of the two vCPUs;
this can be 40% utilization on one vCPU, 20% each on two vCPUs, or any combination that does not
exceed 40%.

Thet2.mcroandt2.small instance types launch with an initial balance of 30 CPU credits, and the
t 2. medi uminstance type launches with 60 CPU credits. This initial credit balance is designed to provide
a good startup experience. The maximum credit balance for an instance is equal to the number of CPU
credits received per hour times 24 hours. For example, at 2. mi cr o instance earns 6 CPU credits per
hour and can accumulate a maximum CPU credit balance of 144 CPU credits.

Do CPU credits expire?

Yes. Unused credits (including the initial credit earned at launch time) expire 24 hours after they are
earned, and any expired credits are removed from the CPU credit balance at that time. Additionally, the
CPU credit balance for an instance does not persist between instance stops and starts; stopping an
instance causes it to lose its credit balance entirely, but when it restarts it will receive its initial credit
balance again.

For example, ifat 2. smal | instance had a CPU utilization of 5% for the hour, it would have used 3 CPU
credits (5% of 60 minutes), but it would have earned 12 CPU credits during the hour, so the difference
of 9 CPU credits would be added to the CPU credit balance. Any CPU credits in the balance that reached
their 24 hour expiration date during that time (which could be as many as 12 credits if the instance was
completely idle 24 hours ago) would also be removed from the balance. If the amount of credits expired
is greater than those earned, the credit balance will go down; conversely, if the amount of credits expired
is fewer than those earned, the credit balance will go up.

What happens if | use all of my credits?

If your instance uses all of its CPU credit balance, performance remains at the baseline performance
level. If your instance is running low on credits, your instance’s CPU credit consumption (and therefore
CPU performance) is gradually lowered to the base performance level over a 15-minute interval, so you
will not experience a sharp performance drop-off when your CPU credits are depleted. If your instance
consistently uses all of its CPU credit balance, we recommend a larger T2 size or a fixed performance
instance type such as M3 or C3.
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EC2-VPC-only Support

T2 instances must be launched into an Amazon Virtual Private Cloud (VPC); they are not supported on

the EC2-Classic platform. Amazon VPC enables you to launch AWS resources into a virtual network that
you've defined. You cannot change the instance type of an existing EC2-Classic instance to a T2 instance
type. For more information on EC2-Classic and EC2-VPC, see Supported Platforms (p. 465).

If your account supports EC2-Classic and you have not created any VPCs, you can do one of the following
to launch a T2 instance:

¢ Create a VPC, and launch your instance into it. For more information, see Getting Started with Amazon
VPC in the Amazon VPC Getting Started Guide.

¢ Launch a T2 instance using the launch wizard in the Amazon EC2 console. The wizard creates a
nondefault VPC in your account with the following attributes:

» A subnet in each Availability Zone. By default, the wizard selects the subnet in the first Availability
Zone in which to launch your instance. The public IP addressing attribute of each subnet is set to
t r ue so that instances launched into each subnet receive a public IP address. For more information,
see Modifying Your Subnet's Public IP Addressing Behavior in the Amazon VPC User Guide.

* An Internet gateway, and a main route table that routes the VPC's traffic to the Internet gateway.
This enables your VPC (and instances in your subnet) to communicate over the Internet. For more
information about Internet gateways, see Adding an Internet Gateway to Your VPC.

» Adefault network ACL associated with all subnets, and a default security group. For more information
about network ACLs, see Network ACLs. For more information about security groups, see Security
Groups for Your VPC.

If you are using the Amazon EC2 API, the Amazon EC2 CLI, or the AWS CLI, you must have a default
VPC in which to launch your T2 instance, or you must specify a subnet ID or network interface ID in the
request.

By launching an instance into a VPC, you can leverage a number of features that are available only on
the EC2-VPC platform; such as assigning multiple private IP addresses to your instances, or changing
your instances' security groups. For more information about the benefits of using a VPC, see Amazon
EC2 and Amazon Virtual Private Cloud (p. 460). You can take steps to migrate your resources from
EC2-Classic to EC2-VPC. For more information, see Migrating a Linux Instance from EC2-Classic to a
VPC (p. 473).

HVM AMI Support

T2 instances require HYM AMIs.

Default T2 Instance Limits

We limit the number of each T2 instance type that you can run simultaneously to 20. If you need more
than 20 T2 instances, you can request more by using the Amazon EC2 Instance Request Form.

Monitoring Your CPU Credits

You can see the credit balance for each T2 instance presented in the Amazon EC2 per-instance metrics
of the CloudWatch console. T2 instances have two metrics, CPUCr edi t Usage and CPUCr edi t Bal ance.
The CPUCr edi t Usage metric indicates the number of CPU credits used during the measurement period.
The CPUCr edi t Bal ance metric indicates the number of unused CPU credits a T2 instance has earned.
This balance is depleted during burst time as CPU credits are spent more quickly than they are earned.

The following table describes the new available CloudWatch metrics; for more information on using these
metrics in CloudWatch, see View Amazon EC2 Metrics (p. 340).
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Metric Description

CPUCr edi t Usage (Only valid for T2 instances) The number of CPU credits consumed
during the specified period.

This metric identifies the amount of time during which physical CPUs
were used for processing instructions by virtual CPUs allocated to
the instance.

Note
CPU Credit metrics are available at a 5 minute frequency.

Units: Count

CPUCr edi t Bal ance (Only valid for T2 instances) The number of CPU credits that an in-
stance has accumulated.

This metric is used to determine how long an instance can burst
beyond its baseline performance level at a given rate.

Note
CPU Credit metrics are available at a 5 minute frequency.

Units: Count

C4 Instances

C4 instances are ideal for compute-bound applications that benefit from high performance processors.
C4 instances are well suited for the following applications:

¢ Batch processing workloads

¢ Media transcoding

¢ High-traffic web servers, massively multiplayer online (MMQ) gaming servers, and ad serving engines
¢ High performance computing (HPC) and other compute-intensive applications

You can cluster C4 instances in a placement group. Placement groups provide low latency and
high-bandwidth connectivity between the instances within a single Availability Zone. For more information,
see Placement Groups (p. 138).

You can enable enhanced networking capabilities for C4 instances. Enhanced networking enables you
to get significantly higher packet per second (PPS) performance, lower network jitter, and lower latencies.
For more information, see Enabling Enhanced Networking on Linux Instances in a VPC (p. 511).

We are always interested in customer feedback. If you have feedback about the C4 instance types that
you would like to share with us, contact us at ec2-c4-feedback@amazon.com.

Contents
¢ Hardware Specifications (p. 112)
e Processor State Control (p. 113)
¢ Amazon EBS-Optimized by Default (p. 113)
e Operating System Support (p. 113)
¢ 64-bit HYM AMI Support (p. 115)
e EC2-VPC-only Support (p. 115)
¢ Default C4 Instance Limits (p. 115)
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Hardware Specifications

C4 instances are based on custom 2.9 GHz Intel® Xeon® E5-2666 v3 (Haswell) processors, optimized
specifically for Amazon EC2. With Intel® Turbo Boost Technology, the processor clock speed in C4
instances can reach as high as 3.5Ghz with 1 or 2 core Turbo Boost on c4. 8xl ar ge instances.

The following table highlights the feature set of the Intel® Xeon® E5-2666 v3 processor.

intel.

inside”

Feature

Processor Number

Intel® Smart Cache

Instruction Set

Instruction Set Extensions
Lithography

Processor Base Frequency

Max All Core Turbo Frequency

Max Turbo Frequency

Intel® Turbo Boost Technology
Intel® vPro Technology

Intel® Hyper-Threading Technology
Intel® Virtualization Technology (VT-x)

Intel® Virtualization Technology for Directed I/O
(VT-d)

Intel® VT-x with Extended Page Tables (EPT)
Intel® 64

Idle States

Enhanced Intel SpeedStep® Technology
Thermal Monitoring Technologies

AES New Instructions

Secure Key

Execute Disable Bit

Specification
E5-2666 v3
25 MiB

64-bit

AVX 2.0

22 nm

2.9 GHz

3.2 GHz

3.5 GHz (available on c4. 8xl ar ge)
2.0

Yes

Yes

Yes

Yes

Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes
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For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Detalils.

Processor State Control

The c4. 8xl ar ge instance type provides the ability to control processor C-states and P-states. C-states
control the sleep levels that a core may enter when it is inactive, while P-states control the desired
performance (in CPU frequency) from a core.

Note
This feature requires operating system support which is currently only available in Linux AMIs

The default C-state and P-state settings provide a system configuration that delivers the highest processor
performance with the maximum Turbo Boost frequency, which is optimal for most workloads. However,

if your application would benefit from lower latencies at the cost of higher single- or dual-core frequencies,
or from more consistent processor performance at lower frequencies, as opposed to bursty Turbo Boost
frequencies, then consider experimenting with the C-state or P-state settings that are available to

c4. 8xl ar ge instances.

For more information, see Processor State Control (p. 309).

Amazon EBS-Optimized by Default

Each C4 instance type is EBS-optimized by default, and delivers dedicated block storage throughput
ranging from 500 Mbps to 4,000 Mbps at no additional cost. EBS-optimized instances enable you to get
consistently high performance for your Amazon EBS volumes by eliminating contention between Amazon
EBS I/0O and other network traffic from your C4 instance. For more information, see Amazon
EBS-Optimized Instances (p. 136).

The following table shows the dedicated throughput to Amazon EBS for each C4 instance type, the
maximum amount of IOPS the instance can support if you are using a 16 KB I/O size, and the approximate
maximum bandwidth available on that connection in MB/s.

C4Instance | Dedicated EBS Through- | Max 16K IOPS* Max Bandwidth (MB/s)*
Type put (Mbps)

c4.large 500 4,000 62.5

c4.xl arge | 750 6,000 93.75

c4. 2xl arge | 1,000 8,000 125

c4. 4xl arge | 2,000 16,000 250

c4. 8xl arge | 4,000 32,000 500

* This value is a rounded approximation based on a 100% read-only workload and it is provided as a
baseline configuration aid. EBS-optimized connections are full-duplex, and can drive more throughput
and IOPS in a 50/50 read/write workload where both communication lanes are used. In some cases,
network and file system overhead can reduce the maximum throughput and IOPS available.

Operating System Support

We support Linux and Windows operating systems on C4 instances.

Note
For Windows-specific information on C4 instances, see C4 Instances in the Amazon EC2 User
Guide for Microsoft Windows Instances.
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If you'd like to use a 64-bit HVM AMI for a different operating system, let us know by posting to the Amazon
EC2 forum.

The c4. 8xl ar ge instance type has 36 vCPUs, which might cause launch issues in some Linux operating
systems that have a vCPU limit of 32. Amazon Web Services is working with these providers to help
update their operating systems and support this new hardware, but at this time, RHEL and CentOS
versions 6 and earlier are unsupported on the c4. 8xl| ar ge type.

We strongly recommend that you use the latest AMIs when you launch c4. 8xI| ar ge instances. Below
is a list of different Linux AMIs that support launching c4. 8xl ar ge instances with 36 vCPUs.

¢ Amazon Linux AMI AMI 2015.03 (HVM)
¢ Ubuntu Server 14.04 LTS (HVM)

¢ Red Hat Enterprise Linux 7.1 (HVM)

e SUSE Linux Enterprise Server 12 (HVM)

If you must use a different AMI for your application, and your c4. 8xI| ar ge instance launch does not
complete successfully (for example, if your instance status changes to st opped during launch with a
Client.|nstancel nitiat edShut down state transition reason), try modifying your AMI to support the
c4. 8xl ar ge instance type using the following procedure.

To modify an AMI to support the c4. 8xl ar ge instance type

If your AMI does not support 36 vCPUSs, launch the AMI on a smaller C4 instance type and change the
configuration as follows. Note that after you follow this procedure, the instance is limited to 32 vCPUs.
Therefore, we strongly recommend that you use one of the latest AMIs so that you can take advantage
of all 36 vCPUs.

1. Launch a C4 instance with your AMI (choose any C4 instance type other than c4. 8xlI ar ge).

2. Update the kernel to the latest version by following your operating system-specific instructions. For
RHEL 6, use the sudo yum update -y kernel command.

3. Addthe maxcpus=32 option to your boot kernel parameters by following your operating system-specific
instructions. For RHEL 6, edit the / boot / gr ub/ menu. | st file and add this option to the most recent
and active ker nel entry.

defaul t =0

ti meout =1

spl ashi mage=( hd0, 0) / boot / gr ub/ spl ash. xpm gz

hi ddennenu

title Red Hat Enterprise Linux Server (2.6.32-504.3.3.¢el6.x86_64)

root (hdo, 0)

kernel /boot/vminuz-2.6.32-504.3.3.el6.x86_64 maxcpus=32 consol e=ttySO ro
r oot =UUlI D=9996863e- b964- 47d3- a33b- 3920974f dbd9 rd_NO LUKS KEYBOARDTYPE=pc
KEYTABLE=us LANG=en_US. UTF-8 xen_bl kfront.sda_i s_xvda=1 con

sol e=ttyS0, 115200n8 consol e=tty0 rd_NO MD SYSFONT=I at ar cyr heb-sunl6

crashkernel =auto rd_NO LVM rd_NO DM

initrd /boot/initranfs-2.6.32-504.3.3.el6.x86_64.ing

4. Stop the instance.

5. (Optional) Create an AMI from the instance that you can use to launch any additional c4. 8xl ar ge
instances that you need.

6. Change the instance type of your stopped instance to c4. 8xl ar ge (click Actions, select Instance
Settings, click Change Instance Type, and then follow the directions).

7. Start the instance.
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64-bit HVYM AMI Support

C4 instances have high-memory (up to 60 GiB of RAM), and require a 64-bit operating system to take
advantage of that capacity. HYM AMIs provide superior performance on high-memory instance types in
comparison to paravirtual (PV) AMlIs. In addition, you must use an HYM AMI to take advantage of enhanced
networking. For these reasons, C4 instances require a 64-bit HVYM AMI.

Note

Paravirtual (PV) AMis are not supported on C4 instances. Also, if you have an existing instance
that was launched with a paravirtual AMI, you will not be able to stop that instance and resize it
to a C4 instance type.

EC2-VPC-only Support

C4 instances must be launched into a virtual private cloud (VPC); they are not supported on the
EC2-Classic platform. Amazon VPC enables you to launch AWS resources into a virtual network that
you've defined. You cannot change the instance type of an existing EC2-Classic instance to a C4 instance
type. For more information on EC2-Classic and EC2-VPC, see Supported Platforms (p. 465).

If your account supports EC2-Classic and you have not created any VPCs, you can do one of the following
to launch a C4 instance:

¢ Create aVPC, and launch your instance into it. For more information, see Getting Started with Amazon
VPC in the Amazon VPC Getting Started Guide.

« Launch a C4 instance using the launch wizard in the Amazon EC2 console. The wizard creates a
nondefault VPC in your account with the following attributes:

» A subnet in each Availability Zone. By default, the wizard selects the subnet in the first Availability
Zone in which to launch your instance. The public IP addressing attribute of each subnet is set to
t r ue so that instances launched into each subnet receive a public IP address. For more information,
see Modifying Your Subnet's Public IP Addressing Behavior in the Amazon VPC User Guide.

* An Internet gateway, and a main route table that routes the VPC's traffic to the Internet gateway.
This enables your VPC (and instances in your subnet) to communicate over the Internet. For more
information about Internet gateways, see Adding an Internet Gateway to Your VPC.

« Adefault network ACL associated with all subnets, and a default security group. For more information
about network ACLs, see Network ACLs. For more information about security groups, see Security
Groups for Your VPC.

If you are using the Amazon EC2 API, the Amazon EC2 CLI, or the AWS CLI, you must have a default
VPC in which to launch your C4 instance, or you must specify a subnet ID or network interface ID in the
request.

By launching an instance into a VPC, you can leverage a number of features that are available only on
the EC2-VPC platform; such as enabling enhanced networking, assigning multiple private IP addresses
to your instances, or changing your instances' security groups. For more information about the benefits
of using a VPC, see Amazon EC2 and Amazon Virtual Private Cloud (p. 460). You can take steps to
migrate your resources from EC2-Classic to EC2-VPC. For more information, see Migrating a Linux
Instance from EC2-Classic to a VPC (p. 473).

Default C4 Instance Limits

We limit the number of C4 instances that you can run simultaneously. If you need more C4 instances
than the default limits described in the following table, you can request an increase in the limits for your
AWS account using the Amazon EC2 Instance Request Form.
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Instance Type Default Instance Limit
c4.large 20

c4. xl arge 20

c4. 2xl ar ge 20

c4. 4xl ar ge 10

c4. 8xl arge 5

D2 Instances

D2 instances are designed for workloads that require high sequential read and write access to very large
data sets on local storage. D2 instances are well suited for the following applications:

« Massive parallel processing (MPP) data warehouse
¢ MapReduce and Hadoop distributed computing
¢ Log or data processing applications

D2 instances are currently available in four instance sizes: d2. x| ar ge, d2. 2xI ar ge, d2. 4xI| ar ge, and
d2. 8xl ar ge with 6 TiB, 12 TiB, 24 TiB, and 48 TiB storage options respectively. You can launch D2
instances using the AWS Management Console, the AWS Command Line Interface, the Amazon EC2
APIs, and the AWS SDKs. D2 instances are available as On-Demand, Reserved Instances, and Spot
Instances. For more information, see Amazon EC2 Instance Purchasing Options

You can cluster D2 instances in a placement group. Placement groups provide low latency and
high-bandwidth connectivity between the instances within a single Availability Zone. For more information,
see Placement Groups (p. 138).

You can launch D2 instances into a single placement group with other cluster instance types. However,
placement groups are created based on the availability of the instance type specified in the first launch
request. Amazon EC2 currently does not support launching multiple instance types in a single launch
request, which increases the likelihood of an insufficient capacity error (ICE) should the placement group
not have availability for placing a different instance type.

You can enable enhanced networking capabilities for D2 instances. Enhanced networking get you
significantly higher packet per second (PPS) performance, lower network jitter, and lower latencies. For
more information, see Enabling Enhanced Networking on Linux Instances in a VPC (p. 511).

We are always interested in customer feedback. If you have feedback about the D2 instance types that
you would like to share with us, contact us at ec2-d2-feedback@amazon.com.

Contents
¢ Hardware Specifications (p. 117)
¢ Processor State Control (p. 117)
¢ HDD Instance Storage (p. 117)
¢ Disk Performance (p. 117)
¢ Operating System Support (p. 117)
¢ 64-bit HYM AMI Support (p. 119)
¢ EC2-VPC and EC2-Classic Support (p. 119)
¢ Amazon EBS-Optimized by Default (p. 119)
¢ Default D2 Instance Limits (p. 120)
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Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Details.

Processor State Control

D2 instances are based on 2.4GHz Intel® Xeon® E5-2676 v3 (Haswell) processors that can run at clock
speeds as high as 3.0 Ghz with Intel Turbo Boost.

The d2. 8xl ar ge instance type offers the ability to control processor C-states and P-states. C-states
control the sleep levels that a core may enter when it is inactive, while P-states control the desired
performance (in CPU frequency) from a core.

Note
This feature requires operating system support which is currently only available in Linux AMIs

The default C-state and P-state settings provide a system configuration that delivers the highest processor
performance with the maximum Turbo Boost frequency. However, if your application would benefit from
lower latencies at the cost of higher single-core or dual-core frequencies, or from more consistent processor
performance at lower frequencies, as opposed to bursty Turbo Boost frequencies, then consider
experimenting with the C-state or P-state settings that are available to d2. 8x| ar ge instances.

For more information, see Processor State Control (p. 309).

HDD Instance Storage

The primary data storage for D2 instances is HDD-based instance storage. Like all instance storage,
these volumes persist only for the life of the instance. When you terminate an instance, the applications
and data in instance storage are erased. When you use an EBS-backed AMI, you have the option to stop
your instance and restart it later; however, when you stop an instance, the data stored in the EBS volumes
persist, but data in the instance store—backed volumes is lost.

Because instance storage only persists during the lifetime of the instance, we recommend that you build
a degree of redundancy (for example, RAID 1/5/6) or use file systems (for example, HDFS and MapR-FS)
that support redundancy and fault tolerance. You can also back up data periodically to more durable data
storage solutions such as Amazon S3 for additional data durability.

For more information about instance store volumes, see Amazon EC2 Instance Store (p. 589).

Disk Performance

The d2. 8xI ar ge instances are capable of providing up to 3.5 GB/s read performance and 3.1 GB/s write
performance with a 2 MiB block size. To ensure the best disk throughput performance from your D2
instances on Linux, we recommend that you use the most recent version of the Amazon Linux AMI, or
another Linux AMI with a kernel version of 3.8 or later. D2 instances provide the best disk performance
when you use a Linux kernel that supports persistent grants, an extension to the Xen block ring protocol
that significantly improves disk throughput and scalability. The recommended AMls in Operating System
Support (p. 117) all support persistent grants.

For more information on persistent grants, see this article in the Xen Project Blog.

Operating System Support

We support Linux and Windows operating systems on D2 instances.
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Note
For Windows-specific information on D2 instances, see D2 Instances in the Amazon EC2 User
Guide for Microsoft Windows Instances.
If you'd like to use a 64-bit HVM AMI for a different operating system, let us know by posting to the Amazon
EC2 forum.

The d2. 8xl ar ge instance type has 36 vCPUs, which might cause launch issues in some Linux operating
systems that have a vCPU limit of 32. Amazon Web Services is working with these providers to help
update their operating systems and support this new hardware, but at this time, RHEL and CentOS
versions 6 and earlier are unsupported on the d2. 8xl ar ge type.

We strongly recommend that you use the latest AMIs when you launch d2. 8xl ar ge instances. Below
is a list of different Linux AMIs that support launching d2. 8xI| ar ge instances with 36 vCPUs.

¢ Amazon Linux AMI AMI 2015.03 (HVM)
* Ubuntu Server 14.04 LTS (HVM)

* Red Hat Enterprise Linux 7.1 (HVM)

» SUSE Linux Enterprise Server 12 (HVM)

If you must use a different AMI for your application, and your d2. 8x| ar ge instance launch does not
complete successfully (for example, if your instance status changes to st opped during launch with a
Cient.|nstancel nitiat edShut down state transition reason), try modifying your AMI to support the
d2. 8xl ar ge instance type using the following procedure.

To modify an AMI to support the d2. 8xl ar ge instance type

If your AMI does not support 36 vCPUSs, launch the AMI on a smaller D2 instance type and change the
configuration as follows. Note that after you follow this procedure, the instance is limited to 32 vCPUs.
Therefore, we strongly recommend that you use one of the latest AMIs so that you can take advantage
of all 36 vCPUs.

1. Launch a D2 instance with your AMI (choose any D2 instance type other than d2. 8xI| ar ge).
Update the kernel to the latest version by following your operating system-specific instructions. For
RHEL 6, use the sudo yum update -y kernel command.

3. Addthe maxcpus=32 option to your boot kernel parameters by following your operating system-specific
instructions. For RHEL 6, edit the / boot / gr ub/ menu. | st file and add the following option to the
most recent and active ker nel entry:

def aul t =0

ti meout =1

spl ashi mage=( hd0, 0) / boot / gr ub/ spl ash. xpm gz

hi ddennenu

title Red Hat Enterprise Linux Server (2.6.32-504.3.3.el6.x86_64)

root (hdo, 0)

kernel /boot/vminuz-2.6.32-504.3.3.el6.x86_64 nmaxcpus=32 consol e=ttyS0 ro
r oot =UUI D=9996863e- b964- 47d3- a33b- 3920974f dbd9 rd_NO LUKS KEYBOARDTYPE=pc
KEYTABLE=us LANG=en_US. UTF-8 xen_bl kfront.sda_i s_xvda=1 con

sol e=ttyS0, 115200n8 consol e=tty0 rd_NO_MD SYSFONT=l at ar cyr heb-sunl6

crashkernel =auto rd_NO_LVM rd_NO_DM

initrd /boot/initranfs-2.6.32-504.3.3.¢el6.x86_64.ing

4. Stop the instance.

5. (Optional) Create an AMI from the instance that you can use to launch any additional d2. 8x| ar ge
instances that you need.
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6. Change the instance type of your stopped instance to d2. 8xl ar ge (click Actions, select Instance
Settings, click Change Instance Type, and then follow the directions).

7. Start the instance.

64-bit HVYM AMI Support

D2 instances have high-memory (up to 244 GiB of RAM), and require a 64-bit operating system to take
advantage of that capacity. HYM AMIs provide superior performance on high-memory instance types in
comparison to paravirtual (PV) AMis. In addition, you must use an HVM AMI to take advantage of enhanced
networking. For these reasons, D2 instances require a 64-bit HYM AMI.

Note

Paravirtual (PV) AMIs are not supported on D2 instances. Also, if you have an existing instance
that was launched with a paravirtual AMI, you will not be able to stop that instance and resize it
to a D2 instance type.

EC2-VPC and EC2-Classic Support

D2 instances can be launched in both EC2-VPC and EC2-Classic.

By launching a D2 instance into a VPC, you can leverage a number of features that are available only
on the EC2-VPC platform; such as enabling enhanced networking, assigning multiple private IP addresses
to your instances, or changing your instances' security groups. For more information about the benefits
of using a VPC, see Amazon EC2 and Amazon Virtual Private Cloud (p. 460). You can take steps to
migrate your resources from EC2-Classic to EC2-VPC. For more information, see Migrating a Linux
Instance from EC2-Classic to a VPC (p. 473).

Amazon EBS-Optimized by Default

Each D2 instance type is EBS-optimized by default, and delivers dedicated block storage throughput to
Amazon EBS ranging from 750 Mbps to 4,000 Mbps at no additional cost. EBS-optimized instances
enable you to get consistently high performance for your Amazon EBS volumes by eliminating contention
between Amazon EBS I/O and other network traffic from your D2 instance. For more information, see
Amazon EBS—Optimized Instances (p. 136).

The following table shows the dedicated throughput to Amazon EBS for each D2 instance type, the
maximum amount of IOPS the instance can support if you are using a 16 KB I/O size, and the approximate
maximum bandwidth available on that connection in MB/s.

D2 Instance | Dedicated EBS Through- | Max 16K IOPS* Max Bandwidth (MB/s)*
Type put (Mbps)

d2. xl arge | 750 6,000 93.75

d2. 2xl arge | 1,000 8,000 125

d2. 4xl arge | 2,000 16,000 250

d2. 8xl ar ge | 4,000 32,000 500

* This value is a rounded approximation based on a 100% read-only workload and it is provided as a
baseline configuration aid. EBS-optimized connections are full-duplex, and can drive more throughput
and IOPS in a 50/50 read/write workload where both communication lanes are used. In some cases,
network and file system overhead can reduce the maximum throughput and IOPS available.
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Default D2 Instance Limits

We limit the number of D2 instances that you can run simultaneously. If you need more D2 instances
than the default limits described in the following table, you can request an increase in the limits for your
AWS account using the Amazon EC2 Instance Request Form.

Instance Type Default Instance Limit
d2. xl arge 20

d2. 2xl ar ge 20

d2. 4xl| ar ge 10

d2. 8xl ar ge 5

|2 Instances

12 instances are optimized to deliver tens of thousands of low-latency, random I/O operations per second
(IOPS) to applications. They are well suited for the following scenarios:

¢ NoSQL databases (for example, Cassandra and MongoDB)
¢ Clustered databases

¢ Online transaction processing (OLTP) systems

You can cluster 12 instances in a placement group. Placement groups provide low latency and
high-bandwidth connectivity between the instances within a single Availability Zone. For more information,
see Placement Groups (p. 138).

You can enable enhanced networking capabilities for 12 instances. For more information, see Enabling
Enhanced Networking on Linux Instances in a VPC (p. 511).

Topics
¢ Hardware Specifications (p. 120)
¢ |2 Instance Limitations (p. 120)
e SSD Storage (p. 121)
¢ SSD /O Performance (p. 121)
¢ TRIM Support (p. 122)

Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Detalils.

|12 Instance Limitations

You must launch an 12 instance using an HVM AMI. We support the following Linux distributions: Amazon
Linux, Ubuntu, Red Hat Enterprise Linux, and SUSE Enterprise Linux. If you'd like to use an HVYM AMI
for a different Linux distribution, let us know by posting to the Amazon EC2 forum.
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We limit the number of 12 instances that you can run. If you need more 12 instances than the default limits
described in the following table, you can request more 12 instances using the Amazon EC2 Instance
Request Form.

Instance Size Default Instance Limit
i 2.xl arge 8
i 2.2xl arge 8
i 2. 4x| arge 4
i 2. 8xl arge 2

SSD Storage

The primary data storage for 12 instances is SSD-based instance storage. Like all instance storage, these
volumes persist only for the life of the instance. When you terminate an instance, the applications and
data in its instance store is erased. When you use an Amazon EBS-backed AMI, you can start and stop
your instance. However, when you stop an instance, the data stored in the Amazon EBS volume persists,
but data in the instance store—backed volumes doesn't persist. We recommend that you regularly back
up or replicate the data you've stored in instance storage.

For more information about instance store—backed volumes, see Amazon EC2 Instance Store (p. 589).

SSD 1I/0 Performance

To ensure the best IOPS performance from your 12 Linux instance, we recommend that you use the most
recent version of the Amazon Linux AMI, or another Linux AMI with kernel version 3.8 or later. If you use
a Linux AMI with kernel version 3.8 or later and utilize all the SSD-based instance store volumes available
to the instance, you can get at least the minimum random IOPS (4,096 byte block size) listed in the
following table. Otherwise, you'll get lower IOPS performance than what is shown in the table.

Instance Size Read IOPS First Write IOPS
i 2. xl arge 35,000 35,000

i 2.2xl arge 75,000 75,000

i 2. 4x| ar ge 175,000 155,000

i 2. 8xl arge 365,000 315,000

As you fill the SSD-based instance storage for your instance, the number of write IOPS that you can
achieve decreases. This is due to the extra work the SSD controller must do to find available space,
rewrite existing data, and erase unused space so that it can be rewritten. This process of garbage collection
results in internal write amplification to the SSD, expressed as the ratio of SSD write operations to user
write operations. This decrease in performance is even larger if the write operations are not in multiples
of 4,096 bytes or not aligned to a 4,096-byte boundary. If you write a smaller amount of bytes or bytes
that are not aligned, the SSD controller must read the surrounding data and store the result in a new
location. This pattern results in significantly increased write amplification, increased latency, and
dramatically reduced I/O performance.

SSD controllers can use several strategies to reduce the impact of write amplification. One such strategy
is to reserve space in the SSD instance storage so that the controller can more efficiently manage the
space available for write operations. This is called over-provisioning. The SSD-based instance store
volumes provided to an 12 instance don't have any space reserved for over-provisioning. To reduce write
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amplification, you should leave 10% of the volume unpartitioned so that the SSD controller can use it for
over-provisioning. This decreases the storage that you can use, but increases performance.

TRIM Support

12 instance store—backed volumes support TRIM. You can use the TRIM command to notify the SSD
controller whenever you no longer need data that you've written. This provides the controller with more
free space, which can reduce write amplification and increase performance. For more information about
using TRIM commands, see the documentation for the operating system for your instance.

Important
Instances running Windows Server 2012 R2 support TRIM as of AWS PV Driver version 7.3.0.
Instances running earlier versions of Windows Server do not support TRIM.

Instance store—backed volumes that support TRIM are fully trimmed before they are allocated to your
instance. These volumes are not formatted with a file system when an instance launches, so you must
format them before they can be mounted and used. For faster access to these volumes, you should
specify the file system-specific option that skips the TRIM operation when you format them. On Windows,
use the following command:f suti| behavi or set Di sabl eDel eteNotify 1.0n Linux, you should
also add the di scar d option to your mount command or / et c/ f st ab file entries for the devices that
support TRIM so that they use this feature effectively. For more information, see Instance Store Volume
TRIM Support (p. 592).

HI1l Instances

HI1 instances (hi 1. 4x| ar ge) can deliver tens of thousands of low-latency, random 1/O operations per
second (IOPS) to applications. They are well suited for the following scenarios:

¢ NoSQL databases (for example, Cassandra and MongoDB)
¢ Clustered databases

¢ Online transaction processing (OLTP) systems

You can cluster HI1 instances in a placement group. For more information, see Placement Groups (p. 138).

By default, you can run up to two hi 1. 4xI ar ge instances. If you need more than two hi 1. 4x| ar ge
instances, you can request more using the Amazon EC2 Instance Request Form.

Topics
e Hardware Specifications (p. 122)
¢ Disk I/0 Performance (p. 122)
e SSD Storage (p. 123)

Hardware Specifications

The hi 1. 4xI ar ge instance type is based on solid-state drive (SSD) technology.

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Details.

Disk I/O Performance

Using Linux paravirtual (PV) AMIs, HI1 instances can deliver more than 120,000 4 KB random read IOPS
and between 10,000 and 85,000 4 KB random write IOPS (depending on active logical block addressing
span) to applications across two SSD data volumes. Using hardware virtual machine (HVM) AMIs,
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performance is approximately 90,000 4 KB random read IOPS and between 9,000 and 75,000 4 KB
random write IOPS.

HI1 Windows instances deliver approximately 90,000 4 KB random read IOPS and between 9,000 and
75,000 4 KB random write IOPS.

The maximum sequential throughput is approximately 2 GB read per second and 1.1 GB write per second.

SSD Storage

This section contains important information you need to know about SSD storage. With SSD storage:

« The primary data source is an instance store with SSD storage.
¢ Read performance is consistent and write performance can vary.
« Write amplification can occur.

¢ The TRIM command is not currently supported.

Instance Store with SSD Storage

The hi 1. 4xI ar ge instances use an Amazon EBS-backed root device. However, their primary data
storage is provided by the SSD volumes in the instance store. Like other instance store volumes, these
instance store volumes persist only for the life of the instance. Because the root device of the hi 1. 4x| ar ge
instance is Amazon EBS-backed, you can still start and stop your instance. When you stop an instance,
your application persists, but your production data in the instance store does not persist. For more
information about instance store volumes, see Amazon EC2 Instance Store (p. 589).

Variable Write Performance

Write performance depends on how your applications utilize logical block addressing (LBA) space. If your
applications use the total LBA space, write performance can degrade by about 90 percent. Benchmark
your applications and monitor the queue length (the number of pending I/O requests for a volume) and
1/O size.

Write Amplification

Write amplification refers to an undesirable condition associated with flash memory and SSDs, where
the actual amount of physical information written is a multiple of the logical amount intended to be written.
Because flash memory must be erased before it can be rewritten, the process to perform these operations
results in moving (or rewriting) user data and metadata more than once. This multiplying effect increases
the number of writes required over the life of the SSD, which shortens the time that it can reliably operate.
The hi 1. 4xI ar ge instances are designed with a provisioning model intended to minimize write
amplification.

Random writes have a much more severe impact on write amplification than serial writes. If you are
concerned about write amplification, allocate less than the full tebibyte of storage for your application
(also known as over provisioning).

The TRIM Command

The TRIM command enables the operating system to notify an SSD that blocks of previously saved data
are considered no longer in use. TRIM limits the impact of write amplification.

TRIM support is not available for HI1 instances. For TRIM support, use 12 instances. For more information,
see 12 Instances (p. 120).
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HS1 Instances

HS1 instances (hs1. 8xl ar ge) provide very high storage density and high sequential read and write
performance per instance. They are well suited for the following scenarios:

¢ Data warehousing
¢ Hadoop/MapReduce

« Parallel file systems

You can cluster HS1 instances in a placement group. For more information, see Placement Groups (p. 138).

By default, you can run up to two HS1 instances. If you need more than two HS1 instances, you can
request more using the Amazon EC2 Instance Request Form.

Topics
¢ Hardware Specifications (p. 124)
¢ Storage Information (p. 124)

Hardware Specifications

HS1 instances support both Amazon Elastic Block Store (Amazon EBS)-backed and instance store-backed
Amazon Machine Images (AMIs). HS1 instances support both paravirtual (PV) and hardware virtual
machine (HVM) AMlIs.

HS1 instances do not currently support Amazon EBS optimization, but provide high bandwidth networking
and can also be used with Provisioned IOPS (SSD) volumes for improved consistency and performance.

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Details.

Storage Information

This section contains important information you need to know about the storage used with HS1 instances.

Instance Store with HS1 Instances

HS1 instances support both instance store and Amazon EBS root device volumes. However, even when
using an Amazon EBS-backed instance, primary data storage is provided by the hard disk drives in the
instance store. Like other instance store volumes, these instance store volumes persist only for the life
of the instance. Therefore, when you stop an instance (when using an Amazon EBS-backed root volume),
your application persists, but your production data in the instance store does not persist. For more
information about instance store volumes, see Amazon EC2 Instance Store (p. 589).

Disk Initialization

If you plan to run an HS1 instance in a steady state for long periods of time, we recommend that you zero
the hard disks first for improved performance. This process can take as long as six hours to complete.

Setting the Memory Limit

Many Linux-based AMIs come with CONFI G_XEN_MAX_DOVAI N_MEMORY set to 70. We recommend that
you set this as appropriate for 117 GiB of memory.
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Setting the User Limit (ulimit)

Many Linux-based AMIs come with a default ulimit of 1024. We recommend that you increase the ulimit
to 2048.

R3 Instances

R3 instances are optimized to deliver high memory performance and high sustainable bandwidth. They
are well suited for the following scenarios:

* Relational databases and NoSQL databases (for example, MongoDB)
¢ In-memory analytics
¢ Memcache/Redis applications (for example, Elasticache)

You can cluster R3 instances in a placement group. Placement groups provide low latency and
high-bandwidth connectivity between the instances within a single Availability Zone. For more information,
see Placement Groups (p. 138).

You can enable enhanced networking capabilities for R3 instances. For more information, see Enabling
Enhanced Networking on Linux Instances in a VPC (p. 511).

Topics
¢ Hardware Specifications (p. 125)
¢ Linux Operating System Support (p. 125)
¢ HVM AMI Support (p. 125)
¢ Default R3 Instance Limits (p. 126)
¢ SSD Storage (p. 126)
¢ SSD I/O Performance (p. 126)
¢ TRIM Support (p. 126)

Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Detalils.

Linux Operating System Support

We support the following Linux operating systems: Amazon Linux, Ubuntu, Red Hat Enterprise Linux,
and SUSE Enterprise Linux. If you'd like to use an HVYM AMI for a different operating system, let us know
by posting to the Amazon EC2 forum.

HVM AMI Support

R3 instances have high-memory (up to 244 GiB of RAM), and require 64-bit operating systems to take
advantage of that capacity. HYM AMIs provide superior performance in comparison to paravirtual (PV)
AMis on high-memory instance types. For these reasons, R3 instances support 64-bit HYM AMls only.
In addition, HYM AMis are required to leverage the benefits of enhanced networking.
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Default R3 Instance Limits

We limit the number of R3 instances that you can run simultaneously. If you need more R3 instances
than the default limits described in the following table, you can request more by using the Amazon EC2
Instance Request Form.

Instance Type Default Instance Limit
r3.large 20

r3.xl arge 20

r3. 2xl arge 20

r 3. 4xl ar ge 10

r 3. 8xl arge 5

SSD Storage

The primary data storage for R3 instances is SSD-based instance storage. Like all instance storage,
these volumes persist only for the life of the instance. When you terminate an instance, the applications
and data in its instance store are erased. When you use an Amazon EBS-backed AMI, you have the
option to stop your instance and restart it later; however, when you stop an instance, the data stored in
the Amazon EBS volumes persist, but data in the instance store—backed volumes is lost. We recommend
that you regularly back up or replicate the data you've stored in instance storage.

For more information about instance store—backed volumes, see Amazon EC2 Instance Store (p. 589).

SSD 1I/0 Performance

The largest R3 instances (r 3. 8xI| ar ge) are capable of providing up to 150,000 4 kilobyte (KB) random
read IOPS and up to 130,000 4 KB random first write IOPS.

To ensure the best IOPS performance from your R3 instance on Linux, we recommend that you use the
most recent version of the Amazon Linux AMI, or another Linux AMI with a kernel version of 3.8 or later.
If you do not use a Linux AMI with a kernel version of 3.8 or later, you will not achieve the maximum IOPS
performance available for this instance type.

TRIM Support

R3 instance store—backed volumes support TRIM. You can use the TRIM command to notify the SSD
controller whenever you no longer need data that you've written. This provides the controller with more
free space, which can reduce write amplification and increase performance. For more information about
using TRIM commands, see the documentation for the operating system for your instance.

Important
Instances running Windows Server 2012 R2 support TRIM as of AWS PV Driver version 7.3.0.
Instances running earlier versions of Windows Server do not support TRIM.

Instance store—backed volumes that support TRIM are fully trimmed before they are allocated to your
instance. These volumes are not formatted with a file system when an instance launches, so you must
format them before they can be mounted and used. For faster access to these volumes, you should
specify the file system-specific option that skips the TRIM operation when you format them. On Windows,
use the following command:f suti| behavi or set Di sabl eDel eteNotify 1.0n Linux, you should
also add the di scar d option to your mount command or / et c/ f st ab file entries for the devices that
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support TRIM so that they use this feature effectively. For more information, see Instance Store Volume
TRIM Support (p. 592).

Linux GPU Instances

If you require high parallel processing capability, you'll benefit from using GPU instances, which provide
access to NVIDIA GPUs with up to 1,536 CUDA cores and 4 GB of video memory. You can use GPU
instances to accelerate many scientific, engineering, and rendering applications by leveraging the Compute
Unified Device Architecture (CUDA) or OpenCL parallel computing frameworks. You can also use them
for graphics applications, including game streaming, 3-D application streaming, and other graphics
workloads.

GPU instances run as HVM-based instances. Hardware virtual machine (HVM) virtualization uses
hardware-assist technology provided by the AWS platform. With HVM virtualization, the guest VM runs
as if it were on a native hardware platform, except that it still uses paravirtual (PV) network and storage
drivers for improved performance. This enables Amazon EC2 to provide dedicated access to one or more
discrete GPUs in each GPU instance.

You can cluster GPU instances into a placement group. Placement groups provide low latency and
high-bandwidth connectivity between the instances within a single Availability Zone. For more information,
see Placement Groups (p. 138).

Topics
¢ Hardware Specifications (p. 127)
¢ GPU Instance Limitations (p. 127)
¢ AMils for GPU Instances (p. 127)
¢ Installing the NVIDIA Driver on Linux (p. 128)

For information about Windows GPU Instances, see Windows GPU Instances in the Amazon EC2 User
Guide for Microsoft Windows Instances.

Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Detalils.

GPU Instance Limitations

GPU instances currently have the following limitations:

¢ They aren't available in every region.
¢ They must be launched from HVM AMls.
¢ They can't access the GPU unless the NVIDIA drivers are installed.

« We limit the number of instances that you can run. For more information, see How many instances can
I run in Amazon EC27? in the Amazon EC2 FAQ. To request an increase in these limits, use the following
form: Request to Increase Amazon EC2 Instance Limit.

AMIs for GPU Instances

To help you get started, NVIDIA provides AMIs for GPU instances. These reference AMIs include the
NVIDIA driver, which enables full functionality and performance of the NVIDIA GPUs. For a list of AMIs
with the NVIDIA driver, see AWS Marketplace (NVIDIA GRID).

You can launch CG1 and G2 instances using any HVM AMI.
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Installing the NVIDIA Driver on Linux

A GPU instance must have the appropriate NVIDIA driver. The NVIDIA driver you install must be compiled
against the kernel that you intend to run on your instance.

Amazon provides AMIs with updated and compatible builds of the NVIDIA kernel drivers for each official
kernel upgrade in the AWS Marketplace. If you decide to use a different NVIDIA driver version than the
one that Amazon provides, or decide to use a kernel that's not an official Amazon build, you must uninstall
the Amazon-provided NVIDIA packages from your system to avoid conflicts with the versions of the drivers
that you are trying to install.

Use this command to uninstall Amazon-provided NVIDIA packages:

[ec2-user ~]$ sudo yum erase nvidia cudat ool ki t

The Amazon-provided CUDA toolkit package has dependencies on the NVIDIA drivers. Uninstalling the
NVIDIA packages erases the CUDA toolkit. You must reinstall the CUDA toolkit after installing the NVIDIA
driver.

You can download NVIDIA drivers from http://www.nvidia.com/Download/Find.aspx. Select the appropriate
driver for your instance:

G2 Instances

Product Type GRID

Product Series GRID Series

Product GRID K520

Operating System Linux 64-bit
Recommended/Beta Recommended/Certified

CG1 Instances

Product Type Tesla

Product Series M-Class

Product M2050

Operating System Linux 64-bit
Recommended/Beta Recommended/Certified

For more information about installing and configuring the driver, open the ADDITIONAL INFORMATION
tab on the download page for the driver on the NVIDIA website and click the README link.

Install the NVIDIA Driver Manually

To install the driver for an Amazon Linux AMI

1. Runthe yum update command to get the latest versions of packages for your instance.

[ec2-user ~]$ sudo yum update -y
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2. Reboot your instance to load the latest kernel version.

[ec2-user ~]$ sudo reboot

3. Reconnect to your instance after it has rebooted.
4. Install the "Development tools" package group.

[ec2-user ~]$ sudo yum groupinstall -y "Devel opnent tools"

5. Make sure the ker nel - devel package is installed and matches the version of the kernel you are
currently running.

[ec2-user ~]$ sudo yuminstall kernel-devel-"uname -r°

6. Download the driver package that you identified earlier. For example, the following command
downloads the 340.46 version of the G2 instance driver.

[ec2-user ~]$ wget http://us.downl oad. nvidi a. conl XFree86/ Li nux-
x86_64/ 340. 46/ NVI DI A- Li nux- x86_64- 340. 46. run

7. Run the self-install script to install the NVIDIA driver. For example:

[ec2-user ~]$ sudo /bin/bash ./NVIDI A-Li nux-x86_64-340. 46. run

8. Reboot the instance. For more information, see Reboot Your Instance (p. 284).

9. Confirm that the driver is functional. The response for the following command lists the installed NVIDIA
driver version and details about the GPUs.

[ec2-user ~]$ nvidia-sm -q | head
NVSM  LOG

Ti mest anp : Thu Cct 2 17:28:29 2014
Driver Version . 340. 46
At t ached GPUs 1
GPU 0000: 00: 03.0

Pr oduct Nane . GRID K520

Pr oduct Brand D Gid

T1 Micro Instances

T1 Micro instances (t 1. mi cr o) provide a small amount of consistent CPU resources and allow you to
increase CPU capacity in short bursts when additional cycles are available. They are well suited for lower
throughput applications and websites that require additional compute cycles periodically.
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Note
The t 1. mi cr o is a previous generation instance and it has been replaced by the t 2. mi cr o,

which has a much better performance profile. We recommend using the t 2. mi cr o instance
type instead of the t 1. m cr o. For more information, see T2 Instances (p. 108).

The t 1. mi cr o instance is available as an Amazon EBS-backed instance only.

This documentation describes how t 1. mi cr o instances work so that you can understand how to apply
them. It's not our intent to specify exact behavior, but to give you visibility into the instance's behavior so
you can understand its performance.

Topics
« Hardware Specifications (p. 130)
¢ Optimal Application of T1 Micro Instances (p. 130)
¢ Available CPU Resources During Spikes (p. 132)
¢ When the Instance Uses Its Allotted Resources (p. 132)
¢ Comparison with the m1.small Instance Type (p. 134)
¢ AMI Optimization for Micro Instances (p. 136)

Hardware Specifications

For more information about the hardware specifications for each Amazon EC2 instance type, see Instance
Type Detalils.

Optimal Application of T1 Micro Instances

At 1. m cro instance provides spiky CPU resources for workloads that have a CPU usage profile similar
to what is shown in the following figure.

CPU Usage

Time

The instance is designed to operate with its CPU usage at essentially only two levels: the normal low
background level, and then at brief spiked levels much higher than the background level. We allow the
instance to operate at up to 2 EC2 compute units (ECUs) (one ECU provides the equivalent CPU capacity
of a 1.0-1.2 GHz 2007 Opteron or 2007 Xeon processor). The ratio between the maximum level and the
background level is designed to be large. We designed t 1. mi cr o instances to support tens of requests
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per minute on your application. However, actual performance can vary significantly depending on the
amount of CPU resources required for each request on your application.

Your application might have a different CPU usage profile than that described in the preceding section.
The next figure shows the profile for an application that isn't appropriate forat 1. mi cr o instance. The
application requires continuous data-crunching CPU resources for each request, resulting in plateaus of

CPU usage thatthe t 1. mi cr o instance isn't designed to handle.

CPU Usage

Time

The next figure shows another profile that isn't appropriate for at 1. mi cr o instance. Here the spikes in
CPU use are brief, but they occur too frequently to be serviced by a micro instance.

CPU Usage

Time

The next figure shows another profile that isn't appropriate for at 1. m cr o instance. Here the spikes
aren't too frequent, but the background level between spikes is too high to be serviced by at 1. m cro

instance.
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CPU Usage

Time

In each of the preceding cases of workloads not appropriate forat 1. nmi cr o instance, we recommend
that you consider using a different instance type. For more information about instance types, see Instance
Types (p. 105).

Available CPU Resources During Spikes

When your instance bursts to accommodate a spike in demand for compute resources, it uses unused
resources on the host. The amount available depends on how much contention there is when the spike
occurs. The instance is never left with zero CPU resources, whether other instances on the host are
spiking or not.

When the Instance Uses Its Allotted Resources

We expect your application to consume only a certain amount of CPU resources in a period of time. If
the application consumes more than your instance's allotted CPU resources, we temporarily limit the
instance so it operates at a low CPU level. If your instance continues to use all of its allotted resources,
its performance will degrade. We will increase the time that we limit its CPU level, thus increasing the
time before the instance is allowed to burst again.

If you enable CloudWatch monitoring for your t 1. ni cr o instance, you can use the "Avg CPU Utilization"
graph in the AWS Management Console to determine whether your instance is regularly using all its
allotted CPU resources. We recommend that you look at the maximum value reached during each given
period. If the maximum value is 100%, we recommend that you use Auto Scaling to scale out (with
additional t 1. mi cr o instances and a load balancer), or move to a larger instance type. For more
information, see the Auto Scaling Developer Guide.

The following figures show the three suboptimal profiles from the preceding section and what it might
look like when the instance consumes its allotted resources and we have to limit its CPU level. If the
instance consumes its allotted resources, we restrict it to the low background level.

The next figure shows the situation with the long plateaus of data-crunching CPU usage. The CPU hits
the maximum allowed level and stays there until the instance's allotted resources are consumed for the
period. At that point, we limit the instance to operate at the low background level, and it operates there
until we allow it to burst above that level again. The instance again stays there until the allotted resources
are consumed and we limit it again (not seen on the graph).
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The next figure shows the situation where the requests are too frequent. The instance uses its allotted
resources after only a few requests and so we limit it. After we lift the restriction, the instance maxes out

its CPU usage trying to keep up with the requests, and we limit it again.
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The next figure shows the situation where the background level is too high. Notice that the instance
doesn't have to be operating at the maximum CPU level for us to limit it. We limit the instance when it's
operating above the normal background level and has consumed its allotted resources for the given
period. In this case (as in the preceding one), the instance can't keep up with the work, and we limit it

again.

API Version 2014-10-01
133



Amazon Elastic Compute Cloud User Guide for Linux
T1 Micro Instances

CPU Level
Limited

Max CPU
Level

CPU Usage

Background _|
Level

Time

Comparison with the ml.small Instance Type

The t 1. mi cr o instance provides different levels of CPU resources at different times (up to 2 ECUs). By
comparison, the mlL. snal | instance type provides 1 ECU at all times. The following figure illustrates the

difference.

__________ t1.micro: Max CPU Level

m1.small: Fixed CPU Level

CPU Usage

—————————— t1.micro: Background CPU Level

The following figures compare the CPU usage of at 1. mi cr o instance with an niL. smal | instance for
the various scenarios we've discussed in the preceding sections.

The first figure that follows shows an optimal scenario for at 1. mi cr o instance (the left graph) and how
it might look for an ml. smal | instance (the right graph). In this case, we don't need to limitthe t 1. mi cro
instance. The processing time on the niL. smal | instance would be longer for each spike in CPU demand

compared to the t 1. mi cr o instance.
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The next figure shows the scenario with the data-crunching requests that used up the allotted resources
onthe t 1. m cr o instance, and how they might look with the niL. snmal | instance.
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The next figure shows the frequent requests that used up the allotted resources onthet 1. mi cr o instance,
and how they might look on the ml. smal | instance.

CPU Level
Limited

t1.micro Max -

m1.small

CPU Usage

t1.micro
Background

Time Time

The next figure shows the situation where the background level used up the allotted resources on the
t 1. mi cr o instance, and how it might look on the mlL. smal | instance.
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AMI Optimization for Micro Instances

We recommend that you follow these best practices when optimizing an AMI for the t 1. m cr o instance
type:

¢ Design the AMI to run on 600 MB of RAM
< Limit the number of recurring processes that use CPU time (for example, cron jobs, daemons)

You can optimize performance using swap space and virtual memory (for example, by setting up swap
space in a separate partition from the root file system).

Amazon EBS-Optimized Instances

An Amazon EBS-optimized instance uses an optimized configuration stack and provides additional,
dedicated capacity for Amazon Elastic Block Store (EBS) I/O. This optimization provides the best
performance for your Amazon EBS volumes by minimizing contention between Amazon EBS I/O and
other traffic from your instance.

When you use an Amazon EBS-optimized instance, you pay an additional low, hourly fee for the dedicated
capacity. For more detailed pricing information, see EBS-optimized Instances on the Amazon EC2 Pricing
detail page.

Amazon EBS—optimized instances deliver dedicated throughput to Amazon EBS, with options between
500 Mbps and 4,000 Mbps, depending on the instance type you use. When attached to an Amazon
EBS—optimized instance, General Purpose (SSD) volumes are designed to deliver within 10 percent of
their baseline and burst performance 99.9 percent of the time in a given year, and Provisioned IOPS
(SSD) volumes are designed to deliver within 10 percent of their provisioned performance 99.9 percent
of the time in a given year. For more information, see Amazon EBS Volume Types (p. 528).

The following table shows which instance types support EBS-optimization, the dedicated throughput to
Amazon EBS, the maximum amount of IOPS the instance can support if you are using a 16 KB 1/O size,
and the approximate maximum bandwidth available on that connection in MB/s. Be sure to choose an
EBS-optimized instance that provides more dedicated EBS throughput than your application needs;
otherwise, the EBS to EC2 connection will become a performance bottleneck.

Instance Dedicated EBS Throughput Max 16K IOPS** Max Band-

Type (Mbps)* width
(MB/s)**

cl. xl arge | 1,000 8,000 125

c3. xl arge | 500 4,000 62.5
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Instance Dedicated EBS Throughput Max 16K IOPS** Max Band-
Type (Mbps)* width
(MB/s)**

c3.2xl arge | 1,000 8,000 125
c3. 4xl arge | 2,000 16,000 250

c4.large | 500 4,000 62.5
(EBS-optim-

ized by de-

fault)

c4. xl arge | 750 6,000 93.75
(EBS-optim-

ized by de-

fault)

c4. 2xl arge | 1,000 8,000 125
(EBS-optim-

ized by de-

fault)

c4. 4xl arge | 2,000 16,000 250
(EBS-optim-

ized by de-

fault)

c4. 8xl arge | 4,000 32,000 500
(EBS-optim-

ized by de-

fault)

d2. x| arge | 750 6,000 93.75
(EBS-optim-

ized by de-

fault)

d2. 2xl arge | 1,000 8,000 125
(EBS-optim-

ized by de-

fault)

d2. 4xl arge | 2,000 16,000 250
(EBS-optim-

ized by de-

fault)

d2. 8xl arge | 4,000 32,000 500
(EBS-optim-

ized by de-

fault)

g2. 2xl arge | 1,000 8,000 125
i 2. xl arge | 500 4,000 62.5
i 2.2xl arge | 1,000 8,000 125

i 2. 4xl arge | 2,000 16,000 250
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Instance Dedicated EBS Throughput Max 16K IOPS** Max Band-
Type (Mbps)* width
(MB/s)**

mL. | arge | 500 4,000 62.5

ml. x| arge | 1,000 8,000 125

n2. 2xl ar ge | 500 4,000 62.5

n2. 4xl ar ge | 1,000 8,000 125

nB. x| ar ge | 500 4,000 62.5

n8. 2xl arge | 1,000 8,000 125

r3. xl arge | 500 4,000 62.5
r3.2xl arge | 1,000 8,000 125
r3.4xl arge | 2,000 16,000 250

To launch an Amazon EBS-optimized instance, select the Launch as EBS-optimized instance option
in the launch wizard. If the instance type that you've selected can't be launched as an Amazon
EBS—optimized instance, this option is not available.

If you launched a supported instance type without enabling EBS-optimization, and you would like to enable
it for that instance, you can stop the instance, change the EBS-optimized instance attribute, and restart
the instance. For more information, see Modifying a Stopped Instance (p. 283). If your instance was
launched with an instance type that does not support EBS-optimization, but you would like to enable it
for that instance, you can resize the instance to a supported instance type, enable EBS-optimization, and
restart the instance. For more information, see Resizing Your Instance (p. 141).

Placement Groups

A placement group is a logical grouping of instances within a single Availability Zone. Using placement
groups enables applications to participate in a low-latency, 10 Gbps network. Placement groups are
recommended for applications that benefit from low network latency, high network throughput, or both.
To provide the lowest latency, and the highest packet-per-second network performance for your placement
group, choose an instance type that supports enhanced networking. For more information, see Enhanced
Networking (p. 511).

First, you create a placement group and then you launch multiple instances into the placement group.
We recommend that you launch the number of instances that you need in the placement group in a single
launch request and that you use the same instance type for all instances in the placement group. If you
try to add more instances to the placement group later, or if you try to launch more than one instance
type in the placement group, you increase your chances of getting an insufficient capacity error.

If you stop an instance in a placement group and then start it again, it still runs in the placement group.
However, the start fails if there isn't enough capacity for the instance.

If you receive a capacity error when launching an instance in a placement group, stop and restart the
instances in the placement group, and then try the launch again.

Topics
¢ Placement Group Limitations (p. 139)
¢ Launching Instances into a Placement Group (p. 139)
¢ Deleting a Placement Group (p. 140)
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Placement Group Limitations

Placement groups have the following limitations:

A placement group can't span multiple Availability Zones.
The name you specify for a placement group a name must be unique within your AWS account.

The following are the only instance types that you can use when you launch an instance into a placement

group:

« Compute optimized:c4. | arge | c4. xl arge | c4. 2x| arge | c4. 4x] arge |c4. 8xl arge |c3. | arge
| c3. xl arge | c3. 2xl arge | c3. 4xl arge | c¢3. 8xl arge | cc2. 8xl arge

* GPU:cgl. 4xl arge | g2. 2xl arge | g2. 8xl ar ge

* Memory optimized: cr 1. 8xl arge |r3.large |r3. xl arge | r3. 2xl arge | r 3. 4xl ar ge |
r 3. 8xl arge

» Storage optimized: d2. x| ar ge | d2. 2xl ar ge | d2. 4xl ar ge | d2. 8xl arge | hi 1. 4xl ar ge |
hsl.8xlarge|i2.xlarge|i2.2xlarge|i2.4xlarge|i2.8xlarge

Not all of the instance types that can be launched into a placement group can take full advantage of
the 10 gigabit network speeds provided. Instance types that support 10 gigabit network speeds are
listed in the Amazon EC2 Instance Types Matrix.

Although launching multiple instance types into a placement group is possible, this reduces the likelihood
that the required capacity will be available for your launch to succeed. We recommend using the same
instance type for all instances in a placement group.

You can't merge placement groups. Instead, you must terminate the instances in one placement group,
and then relaunch those instances into the other placement group.

A placement group can span peered VPCs; however, you will not get full-bisection bandwidth between
instances in peered VPCs. For more information about VPC peering connections, see VPC Peering in
the Amazon VPC User Guide.

You can't move an existing instance into a placement group. You can create an AMI from your existing
instance, and then launch a new instance from the AMI into a placement group.

Launching Instances into a Placement Group

We suggest that you create an AMI specifically for the instances that you'll launch into a placement group.

To launch an instance into a placement group using the console

1.
2.

Open the Amazon EC2 console.
Create an AMI for your instances.

a. Fromthe Amazon EC2 dashboard, click Launch Instance. After you complete the wizard, click
Launch.

Connect to your instance. (For more information, see Connect to Your Linux Instance (p. 270).)

c. Install software and applications on the instance, copy data, or attach additional Amazon EBS
volumes.

d. (Optional) If your instance type supports enhanced networking, ensure that this feature is enabled
by following the procedures in Enabling Enhanced Networking on Linux Instances in a
VPC (p. 511).

e. Inthe navigation pane, click Instances, select your instance, click Actions, select Image, and
then click Create Image. Provide the information requested by the Create Image dialog box,
and then click Create Image.

f.  (Optional) You can terminate this instance if you have no further use for it.
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3. Create a placement group.

a. Inthe navigation pane, click Placement Groups.
Click Create Placement Group.

c. Inthe Create Placement Group dialog box, provide a name for the placement group that is
unique in the AWS account you're using, and then click Create.

When the status of the placement group is avai | abl e, you can launch instances into the
placement group.

4. Launch your instances into the placement group.

a. Inthe navigation pane, click Instances.
b. Click Launch Instance. Complete the wizard as directed, taking care to select the following:

« The AMI that you created
* The number of instances that you'll need
e The placement group that you created

To create a placement group using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ create-placement-group (AWS CLI)
¢ ec2-create-placement-group (Amazon EC2 CLI)
¢ New-EC2PlacementGroup (AWS Tools for Windows PowerShell)

If you prefer, you can use the ec2-create-image command to create your AMI, the
ec2-create-placement-group command to create your placement group, and use the ec2-run-instances
command to launch an instance into the placement group.

Deleting a Placement Group

You can delete a placement group if you need to replace it or no longer need a placement group. Before
you can delete your placement group, you must terminate all instances that you launched into the placement

group.
To delete a placement group using the console

1. Open the Amazon EC2 console.
2. In the navigation pane, click Instances.

3. Select and terminate all instances in the placement group. (You can verify that the instance is in a
placement group before you terminate it by checking the value of Placement Group in the details
pane.)

4. Inthe navigation pane, click Placement Groups.
5. Select the placement group, and then click Delete Placement Group.
6. When prompted for confirmation, click Yes, Delete.
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To delete a placement group using the command line

You can use one of the following sets of commands. For more information about these command line
interfaces, see Accessing Amazon EC2 (p. 3).

¢ terminate-instances and delete-placement-group (AWS CLI)
¢ ec2-terminate-instances and ec2-delete-placement-group (Amazon EC2 CLI)
¢ Stop-EC2Instance and Remove-EC2PlacementGroup(AWS Tools for Windows PowerShell)

Resizing Your Instance

As your needs change, you might find that your instance is over-utilized (the instance type is too small)
or under-utilized (the instance type is too large). If this is the case, you can change the size of your
instance. For example, if your t 2. m cr o instance is too small for its workload, you can change it to an
8. medi uminstance.

The process for resizing an instance varies depends on the type of its root device volume, as follows:

« If the root device for your instance is an Amazon EBS volume, you can easily resize your instance by
changing its instance type.

« If the root device for your instance is an instance store volume, you must migrate to a new instance.

To determine the root device type of your instance, open the Amazon EC2 console, click Instances,
select the instance, and check the value of Root device type in the details pane. The value is either ebs
orinstance store.

For more information about root device volumes, see Storage for the Root Device (p. 54).

Topics
¢ Limitations for Resizing Instances (p. 141)
¢ Resizing an Amazon EBS-backed Instance (p. 142)
¢ Resizing an Instance Store-backed Instance (p. 143)

Limitations for Resizing Instances

Amazon Machine Images use one of two types of virtualization: paravirtual (PV) or hardware virtual
machine (HVM). All current generation instance types support HYM AMIs. Some previous generation
instance types, such as T1, C1, M1, and M2 do not support Linux HYM AMIs. Some current generation
instance types, such as T2, 12, R3, G2, CR1, and CC2 do not support PV AMIs. You cannot change the
virtualization type of an instance or an AMI; an instance can only be resized to an instance type that
supports its method of virtualization, and AMIs can only be launched on instance types that support their
method of virtualization. For more information, see Linux AMI Virtualization Types (p. 57).

T2 instances must be launched into a VPC using HVM AMIs; they are not supported on the EC2-Classic
platform and they do not support PV AMls. If your account supports EC2-Classic and you have not created
any VPCs, you cannot change your instance type to T2 in the console. If your instance uses HVM
virtualization and it was launched into a VPC, then you can resize that instance to a T2 instance. For
more information, see T2 Instances (p. 108), Amazon EC2 and Amazon Virtual Private Cloud (p. 460), and
Linux AMI Virtualization Types (p. 57).

All Amazon EC2 instance types support 64-bit AMIs, but only the following instance types support 32-bit
AMlIs:t1l. micro,t2. micro,t2.small,t1. mcro,m. small, m. nmedi umandcl. medi um If you
are resizing a 32-bit instance, you are limited to these instance types.
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You cannot add instance store volumes when you resize your instance; instance store volumes may only
be added at launch time. If you want to add instance store volumes, consider creating an AMI from your
instance and launching a new instance from that AMI with instance store volumes. For more information,
see Amazon EC2 Instance Store (p. 589).

Resizing an Amazon EBS-backed Instance

You must stop your Amazon EBS—backed instance before you can change its instance type. When you
stop and start an instance, we move it to new hardware; however, the instance ID does not change. If
the instance is running in EC2-Classic, we give it new public and private IP addresses, and disassociate
any Elastic IP address that's associated with the instance. Therefore, to ensure that your users can
continue to use the applications that you're hosting on your instance uninterrupted, you must re-associate
any Elastic IP address after you restart your instance. For more information, see Stop and Start Your
Instance (p. 280).

Use the following procedure to resize an Amazon EBS-backed instance using the AWS Management
Console.

To resize an Amazon EBS—backed instance

1. Open the Amazon EC2 console.
In the navigation pane, click Instances, and select the instance.

3. [EC2-Classic] If the instance has an associated Elastic IP address, write down the Elastic IP address
and the instance ID shown in the details pane.

4. Click Actions, select Instance State, and then click Stop.
5. In the confirmation dialog box, click Yes, Stop. It can take a few minutes for the instance to stop.

[EC2-Classic] When the instance state becomes st opped, the Elastic IP, Public DNS, Private
DNS, and Private IPs fields in the details pane are blank to indicate that the old values are no longer
associated with the instance.

6. With the instance still selected, click Actions, select Instance Settings, and then click Change
Instance Type. Note that this action is disabled if the instance state is not st opped.

7. Inthe Change Instance Type dialog box, in the Instance Type list, select the type of instance that
you need. If your instance type supports EBS-optimization, you can enable or disable it for your
instance by selecting or deselecting the EBS-optimized check box. Click Apply to accept these
settings.

8. To restart the stopped instance, select the instance, click Actions, select Instance State, and then
click Start.

9. In the confirmation dialog box, click Yes, Start. It can take a few minutes for the instance to enter
the r unni ng state.

[EC2-Classic] When the instance state is r unni ng, the Public DNS, Private DNS, and Private IPs
fields in the details pane contain the new values that we assigned to the instance.

10. [EC2-Classic] If your instance had an associated Elastic IP address, you must reassociate it as
follows:

In the navigation pane, click Elastic IPs.
Select the Elastic IP address that you wrote down before you stopped the instance.
Click Associate Address.

Select the instance ID that you wrote down before you stopped the instance, and then click
Associate.

2o oo
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Resizing an Instance Store-backed Instance

You can create an image from your current instance, launch a new instance from this image with the
instance type you need, and then terminate the original instance that you no longer need. To ensure that
your users can continue to use the applications that you're hosting on your instance uninterrupted, you
must take any Elastic IP address that you've associated with your current instance and associate it with
the new instance.

To resize an instance store-backed instance

1. (Optional) If the instance you are resizing has an associated Elastic IP address, record the Elastic
IP address now so that you can associate it with the resized instance later.

2. Create an AMI from your instance store-backed instance by satisfying the prerequisites and following
the procedures in Creating an Instance Store-Backed Linux AMI (p. 77). When you are finished
creating a new AMI from your instance, return to this procedure.

3. Open the Amazon EC2 console and in the navigation pane, select AMIs. From the filter lists, select
Owned by me, and select the image you created in the previous step. Notice that AMI Name is the
name that you specified when you registered the image and Source is your Amazon S3 bucket.

Note
If you do not see the AMI that you created in the previous step, make sure that the console
displays the region that you created your AMI in.

4. Click Launch. When you specify options in the launch wizard, be sure to specify the new instance
type that you need. It can take a few minutes for the instance to enter the r unni ng state.

5. (Optional) If the instance that you started with had an associated Elastic IP address, you must
associate it with the new instance as follows:

In the navigation pane, click Elastic IPs.

Select the Elastic IP address that you recorded at the beginning of this procedure.
Click Associate Address.

Select the instance ID of the new instance, and then click Associate.

aoop

6. (Optional) You can terminate the instance that you started with, if it's no longer needed. Select the
instance and check its instance ID against the instance ID that you wrote down at the beginning of
this procedure to verify that you are terminating the correct instance. Click Actions, select Instance
State, and then click Terminate.
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Spot Instances enable you to bid on unused EC2 instances, which can lower your Amazon EC2 costs
significantly. The hourly price for a Spot Instance (of each instance type in each Availability Zone) is set
by Amazon EC2, and fluctuates depending on the supply of and demand for Spot Instances. Your Spot
Instance runs whenever your bid exceeds the current market price.

Spot Instances are a cost-effective choice if you can be flexible about when your applications run and if
your applications can be interrupted. For example, Spot Instances are well-suited for data analysis, batch
jobs, background processing, and optional tasks. For more information, see Amazon EC2 Spot Instances.

The key differences between Spot Instances and On-Demand instances are that Spot Instances might
not start immediately, the hourly price for Spot Instances varies based on demand, and Amazon EC2
can terminate an individual Spot Instance as the hourly price for or availability of Spot Instances changes.
One strategy is to launch a core group of On-Demand instances to maintain a minimum level of guaranteed
compute resources for your applications, and supplement them with Spot Instances when the opportunity
arises.

'
Spot instances
On-Demand
. added when
inslances bid > marke!

Before you get started with Spot Instances, you should be familiar with the following concepts:

* Spot pool—A set of unused Amazon EC2 instances with the same instance type, operating system,
Availability Zone, and network platform.

» Spot service—Manages Spot Instances.

¢ Spot Price—The current market price of a Spot Instance per hour, which is set by the Spot service
based on the last fulfilled bid. You can also retrieve the Spot Price history.

» Spot Instance bid or Spot Instance request—Provides the maximum price (bid price) that you are willing
to pay per hour for a Spot Instance. When your bid price exceeds the Spot Price, your request is fulfilled
and the Spot service launches your Spot Instances.

¢ Spot Instance interruption—The Spot service terminates your Spot Instance when the Spot Price
exceeds your bid price or there are no longer any unused EC2 instances.

* Persistent Spot requests—Requests that are automatically resubmitted after the Spot Instance associated
with the request is terminated.

¢ Launch group—A set of Spot Instances that must be launched and terminated at the same time.
* Availability Zone group—A set of Spot Instances to be launched in the same Availability Zone.
¢ Bid status—Provides detailed information about the current state of your Spot bid.

How to Get Started

The first thing you need to do is get set up to use Amazon EC2. It can also be helpful to have experience
launching On-Demand instances before launching Spot Instances.
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Get Up and Running

e Setting Up with Amazon EC2 (p. 20)
¢ Getting Started with Amazon EC2 Linux Instances (p. 26)

Spot Instance Basics

¢ How Spot Instances Work (p. 146)

Working with Spot Instances

¢ Preparing for Interruptions (p. 160)
¢ Creating a Spot Instance Request (p. 151)
¢ Getting Bid Status Information (p. 158)

Related Services

You can provision Spot Instances directly using Amazon EC2. You can also provision Spot Instances
using other services in AWS. For more information, see the following documentation.

Auto Scaling and Spot Instances
You can create launch configurations with a bid price so that Auto Scaling can launch Spot Instances.
For more information, see Launching Spot Instances in Your Auto Scaling Group in the Auto Scaling
Developer Guide.

Amazon EMR and Spot Instances
There are scenarios where it can be useful to run Spot Instances in an Amazon EMR cluster. For
more information, see Lower Costs with Spot Instances in the Amazon Elastic MapReduce Developer
Guide.

AWS CloudFormation Templates
AWS CloudFormation enables you to create and manage a collection of AWS resources using a
template in JSON format. AWS CloudFormation templates can include a Spot Price. For more
information, see EC2 Spot Instance Updates - Auto Scaling and CloudFormation Integration.

AWS SDK for Java
You can use the Java programming language to manage your Spot Instances. For more information,
see Tutorial: Amazon EC2 Spot Instances and Tutorial: Advanced Amazon EC2 Spot Request
Management.

AWS SDK for .NET
You can use the .NET programming environment to manage your Spot Instances. For more
information, see Tutorial: Amazon EC2 Spot Instances.

Pricing

You pay the Spot Price for Spot Instances, which is set by Amazon EC2 and fluctuates periodically
depending on the supply of and demand for Spot Instances. If your bid price exceeds the current Spot
Price, the Spot service fulfills your request and your Spot Instances run until either you terminate them
or the Spot Price increases above your bid price.

Everyone pays that same Spot Price for that period, regardless of whether their bid price was higher. You
never pay more than your bid price per hour, and often pay less per hour. For example, if you bid $0.50
per hour, and the Spot Price is $0.30 per hour, you only pay $0.30 per hour. If the Spot Price drops, you
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pay the new, lower price. If the Spot Price rises, you pay the new price if it is equal to or less than your
bid price. If the Spot Price rises above your bid price, then your Spot Instance is interrupted.

At the start of each instance hour, you are billed based on the Spot Price. If your Spot Instance is interrupted
in the middle of an instance hour because the Spot Price exceeded your bid, you are not billed for the
partial hour of use. If you terminate your Spot Instance in the middle of an instance hour, you are billed
for the partial hour of use.

To view the current (updated every five minutes) lowest Spot Price per region and instance type, see the
Spot Instances page.

To view the Spot Price history for the past three months, use the Amazon EC2 console or the
describe-spot-price-history command (AWS CLI). For more information, see Spot Instance Pricing
History (p. 149).

To review your bill, go to your AWS Account Activity page. Your bill contains links to usage reports that
provide details about your bill. For more information, see AWS Account Billing.

If you have questions concerning AWS billing, accounts, and events, contact AWS Support.

How Spot Instances Work

To use Spot Instances, create a Spot Instance request (also known as a Spot Instance bid), which includes
the maximum price that you are willing to pay per hour per instance (your bid price), and other constraints
such as the instance type and Availability Zone. If your bid price is greater than the current Spot Price
for the specified instance, and the specified instance is available, your request is fulfilled immediately.
Otherwise, the request is fulfilled whenever the Spot Price falls below your bid price or the specified
instance becomes available. Spot Instances run until you terminate them or the Spot service must terminate
them (also known as a Spot Instance interruption).

The following illustration shows how Spot Instances work. Notice that the action taken for a Spot Instance
interruption depends on the request type (one-time or persistent). If the request is a persistent request,
the request is opened again after your Spot Instance is terminated.

interrupt

l (parsistent) ‘

Bid price

E | Instance count lunch
rg:j;z[ 2 | Launch specification e
& | Type: one-time | persistent
ValidFrom, ValidUntil l
l intemupt
(one-time)

request
Tailed

When you use Spot Instances, you must be prepared for interruptions. The Spot service can interrupt
your Spot Instance when the Spot Price rises above your bid price, when the demand for Spot Instances
rises, or when the supply of Spot Instances decreases. For more information, see Spot Instance
Interruptions (p. 160).

Note that you can't stop and start an Amazon EBS-backed instance if it is a Spot Instance, but you can
reboot or terminate it.

Topics
¢ Supply and Demand in the Spot Market (p. 147)
¢ Launching Spot Instances in a Launch Group (p. 148)
¢ Launching Spot Instances in an Availability Zone Group (p. 148)
¢ Launching Spot Instances in a VPC (p. 149)
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Supply and Demand in the Spot Market

AWS continuously evaluates how many Spot Instances are available in each Spot pool, monitors the bids
that have been made for each Spot pool, and provisions the available Spot Instances to the highest
bidders. The Spot Price for a Spot pool is set to the lowest fulfilled bid for that pool. Therefore, the Spot
Price is the price above which you must bid to fulfill a Spot request for a single Spot Instance immediately.

For example, suppose that you create a Spot Instance request, and that the corresponding Spot pool
has only five Spot Instances for sale. Your bid price is $0.10, which is also the current Spot Price. The
following table shows the current bids, ranked in descending order. Bids 1-5 are fulfilled. Bid 5, being the
last fulfilled bid, sets the Spot Price at $0.10. Bid 6 is unfulfilled. Bids 3-5, which share the same bid price
of $0.10, are ranked in random order.

Bid Bid Price Current Spot Price Notes

1 $1.00 $0.10

2 $1.00 $0.10

3 $0.10 $0.10

4 $0.10 $0.10 Your bid

5 $0.10 $0.10 Last fulfilled bid, which

sets the Spot Price.
Everyone pays the same
Spot Price for the period.

- Spot capacity cutoff

6 $0.05

Now, let's say that the size of this Spot pool drops to 3. Bids 1-3 are fulfilled. Bid 3, the last fulfilled bid,
sets the Spot Price at $0.10. Bids 4-5, which also are $0.10, are unfulfilled. As you can see, even though
the Spot Price didn't change, two of the bids, including your bid, are no longer fulfilled because the Spot
supply decreased.

Bid Bid Price Current Spot Price Notes

1 $1.00 $0.10

2 $1.00 $0.10

3 $0.10 $0.10 Last fulfilled bid, which

sets the Spot Price.
Everyone pays the same
Spot Price for the period.

- _—— Spot capacity cutoff

4 $0.10 Your bid
5 $0.10
6 $0.05

To fulfill a Spot request for a single instance from this pool, you must bid above the current Spot Price of
$0.10. If you bid $0.101, your request will be fulfilled, the Spot Instance for bid 3 would be interrupted,
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and the Spot Price would become $0.101. If you bid $2.00, the Spot Instance for bid 3 would be interrupted
and the Spot Price would become $1.00 (the price for bid 2).

Keep in mind that no matter how high you bid, you can never get more than the available number of Spot
Instances in the Spot pool. If the size of the pool drops to zero, then all the Spot Instances from that pool
would be interrupted.

Launching Spot Instances in a Launch Group

Specify a launch group in your Spot Instance request to tell the Spot service to launch a set of Spot
Instances only if it can launch them all. In addition, if the Spot service must terminate one of the instances
in a launch group (for example, if the Spot Price rises above your bid price), it must terminate them all.
However, if you terminate one or more of the instances in a launch group, the Spot service does not
terminate the remaining instances in the launch group.

Note that although this option can be useful, adding this constraint can lower the chances that your Spot
Instance request is fulfilled. It can also increase the chance that your Spot Instances will be terminated.

If you create another successful Spot Instance request that specifies the same (existing) launch group
as an earlier successful request, then the new instances are added to the launch group. Subsequently,
if an instance in this launch group is terminated, all instances in the launch group are terminated, which
includes instances launched by the first and second requests.

Launching Spot Instances in an Availability Zone Group

Specify an Availability Zone group in your Spot Instance request to tell the Spot service to launch a set
of Spot Instances in the same Availability Zone. Note that the Spot service need not terminate all instances
in an Availability Zone group at the same time. If the Spot service must terminate one of the instances in
an Availability Zone group, the others remain running.

Note that although this option can be useful, adding this constraint can lower the chances that your Spot
Instance request is fulfilled.

If you specify an Availability Zone group but don't specify an Availability Zone in the Spot Instance request,
the action taken by the Spot service depends on whether you specified the EC2-Classic network, a default
VPC, or a nondefault VPC. For more information about EC2-Classic and EC2-VPC, see Supported
Platforms (p. 465).

EC2-Classic

The Spot service finds the lowest-priced Availability Zone in the region and launches your Spot Instances
in that Availability Zone if the lowest bid for the group is higher than the current Spot Price in that Availability
Zone. The Spot service waits until there is enough capacity to launch your Spot Instances together, as
long as the Spot Price remains lower than the lowest bid for the group.

Default VPC

The Spot service uses the Availability Zone for the specified subnet, or if you don't specify a subnet, it
selects an Availability Zone and its default subnet, but it might not be the lowest-priced Availability Zone.
If you deleted the default subnet for an Availability Zone, then you must specify a different subnet.

Nondefault VPC

The Spot service uses the Availability Zone for the specified subnet.
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Launching Spot Instances in aVPC

To take advantage of the features of EC2-VPC when you use Spot Instances, specify in your Spot request
that your Spot Instances are to be launched in a VPC. You specify a subnet for your Spot Instances the
same way that you specify a subnet for your On-Demand instances.

The process for making a Spot Instance request that launches Spot Instances in a VPC is the same as
the process for making a Spot Instance request that launches Spot Instances in EC2-Classic—except
for the following differences:

* You should base your bid on the Spot Price history of Spot Instances in a VPC.

 [Default VPC] If you want your Spot Instance launched in a specific low-priced Availability Zone, you
must specify the corresponding subnet in your Spot Instance request. If you do not specify a subnet,
Amazon EC2 selects one for you, and the Availability Zone for this subnet might not have the lowest
Spot Price.

» [Nondefault VPC] You must specify the subnet for your Spot Instance.

Spot Instance Pricing History

The Spot Price represents the price above which you have to bid to guarantee that a single Spot request
is fulfilled. When your bid price is above the Spot Price, the Spot service launches your Spot Instance,
and when the Spot Price rises above your bid price, the Spot service terminates your Spot Instance. You
can bid above the current Spot Price so that your Spot request is fulfilled quickly. However, before you
specify a bid price for your Spot Instance, we recommend that you review the Spot Price history. You
can view the Spot Price history for the last 90 days, filtering by instance type, operating system, and
Availability Zone.

Using the Spot Price history as a guide, you can select a bid price that would have met your needs in the
past. For example, you can determine which bid price that would have provided 75 percent uptime in the
time range you viewed. However, keep in mind that the historical trends are not a guarantee of future
results. Spot Prices vary based on real-time supply and demand, and the conditions that generated certain
patterns in the Spot Price might not occur in the future.

To view the Spot Price history using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. In the navigation pane, click Spot Requests.

3. Click Pricing History. By default, the page displays a graph of the data for Linux t 1. mi cr o instances
in all Availability Zones over the past day. Move your mouse over the graph to display the prices at
specific times in the table below the graph.
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4. (Optional) To review the Spot Price history for a specific Availability Zone, select an Availability Zone
from the list. You can also select a different product, instance type, or date range.

To view the Spot Price history using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ describe-spot-price-history (AWS CLI)
¢ ec2-describe-spot-price-history (Amazon EC2 CLI)
¢ Get-EC2SpotPriceHistory (AWS Tools for Windows PowerShell)

Spot Instance Requests

To use Spot Instances, you create a Spot Instance request that includes the number of instances, the
instance type, the Availability Zone, and the maximum price that you are willing to pay per instance hour
(your bid). If your bid exceeds the current Spot Price, the Spot service fulfills your request immediately.
Otherwise, the Spot service waits until your request can be fulfilled or until you cancel the request.

Topics
¢ Spot Instance Request States (p. 150)
¢ Creating a Spot Instance Request (p. 151)
¢ Finding Running Spot Instances (p. 153)
¢ Tagging Spot Instance Requests (p. 153)
¢ Canceling a Spot Instance Request (p. 154)

Spot Instance Request States

A Spot Instance request can be in one of the following states:

« open—The request is waiting to be fulfilled.

e acti ve—The request is fulfilled and has an associated Spot Instance.
e fai |l ed—The request has one or more bad parameters.

¢ cl osed—The Spot Instance was interrupted or terminated.

¢ cancel ed—You canceled the request, or the request expired.
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The following illustration represents the transitions between the request states. Notice that the transitions
depend on the request type (one-time or persistent).
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A one-time Spot Instance request remains active until the Spot service launches the Spot Instance, the
request expires, or you cancel the request. If the Spot Price rises above your bid price, your Spot Instance
is terminated and the Spot Instance request is closed.

A persistent Spot Instance request remains active until it expires or you cancel it, even if the request is
fulfilled. For example, if you create a persistent Spot Instance request for one instance when the Spot
Price is $0.30, the Spot service launches your Spot Instance if your bid price is above $0.30. If the Spot
Price rises above your bid price, your Spot Instance is terminated; however, the Spot Instance request
is open again and the Spot service launches a new Spot Instance when the Spot Price falls below your
bid price.

You can track the status of your Spot Instance requests, as well as the status of the Spot Instances
launched, through the bid status. For more information, see Spot Bid Status (p. 155).

Creating a Spot Instance Request

The process for requesting a Spot Instance is similar to the process for launching an On-Demand instance.
Note that you can't change the parameters of your Spot request, including the bid price, after you've
submitted the request.

If you request multiple Spot Instances at one time, Amazon EC2 creates separate Spot Instance requests
so that you can track the status of each request separately. For more information about tracking Spot
requests, see Spot Bid Status (p. 155).

Prerequisites

Before you begin, decide on your bid price, how many Spot Instances you'd like, and what instance type
to use.

To create a Spot Instance request using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. In the navigation pane, click Spot Requests.

3. (Optional) To review Spot Price trends, click Pricing History. For more information, see Spot Instance
Pricing History (p. 149).

4. Click Request Spot Instances.
On the Choose an Amazon Machine Image page, select an AMI.

6. Onthe Choose an Instance Type page, select an instance type and then click Next: Configure
Instance Details.

o

7. Onthe Configure Instance Details page, do the following:
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10.

11.

a. (Optional) By default, the request launches one Spot Instance. To launch multiple Spot Instances,
specify the number of Spot Instances to launch.

b. The purchasing option Request Spot Instances is select by default. To create a Spot request,
leave this option selected.

c. InMaximum price, specify the price that you are willing to pay for your Spot Instance. If your
bid price exceeds the Spot Price, the Spot request launches the Spot Instance immediately.

Notice that the current Spot Price for each Availability Zones in the region is listed for your
information.

d. (Optional) By default, the request remains in effect until it is fulfilled or you cancel it. To create
arequest that is valid only during a specific time period, specify Request valid from and Request
valid to.

e. (Optional) By default, the request is a one-time request. To create a persistent Spot request,
select Persistent request.

f.  (Optional) If you specified multiple instances, you can also specify a launch group or an Availability
Zone group.

g. Specify the remaining options as you would for an On-Demand instance, and then click Review
and Launch. If you are prompted to specify the type of root volume, make your selection and
then click Next.

Step 3: Configure Instance Details
Configure the instance to suil your requirements. You can launch mulliple instances from the same AMI, request Spot Instances o take advantage of the lower pricing
assign an access management role to the instance, and more.

Number of instances (j 1

Purchasing option (j ¥IRequest Spol Instances
Current price us-wesl-2a 0.450
us-west-2b 0.450
us-west-2c 0.0088
Maximum price (i $ (2.9 0.045=45 cents
Launch group (i Optional
Availability Zone group  (j Optional
Request valid from (j Any time Edit
Requestvalidto (i Any time Edit

Persistent request (j |Persistent request

On the Review Instance Launch page, click Edit security groups. On the Configure Security
Group page, click Select an existing security group, select or create a security group, and then
click Review and Launch.

On the Review Instance Launch page, click Launch.

In the Select an existing key pair or create a new key pair dialog box, select Choose an existing
key pair, then select or create a key pair. Click the acknowledgment check box, and then click
Request Spot Instances.

On the confirmation page, click View Spot Requests. In the Description tab, notice that the request
state is open and the request status is pendi ng- eval uat i on to start. After the request is fulfilled,
the request state is act i ve and the request statusisful fil | ed.

To create a Spot Instance request using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

e request-spot-instances (AWS CLI)
e ec2-request-spot-instances (Amazon EC2 CLI)
¢ Request-EC2Spotinstance (AWS Tools for Windows PowerShell)
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Finding Running Spot Instances

The Spot service launches a Spot Instance when the Spot Price is below your bid. A Spot Instance runs
until either its bid price is no longer higher than the Spot Price, or you terminate it yourself. (If your bid
price is exactly equal to the Spot Price, there is a chance that your Spot Instance will remain running,
depending on demand.)

To find running Spot Instances using the console

1. Open the Amazon EC2 console.

2. Inthe navigation pane, click Spot Requests and select the request. If the request has been fulfilled,
the value of the Instance column is the ID of the Spot Instance.

3. Alternatively, in the navigation pane, click Instances. In the top right corner, click the Show/Hide
icon, and then select Lifecycle. The value of the Lifecycle column for each instance is either nor mal
or spot .

To find running Spot Instances using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ describe-spot-instance-requests (AWS CLI)

¢ describe-instances with --filters "Name=instance-lifecycle,Values=spot" (AWS CLI)
e ec2-describe-spot-instance-requests (Amazon EC2 CLI)

¢ ec2-describe-instances with --filter "instance-lifecycle=spot" (Amazon EC2 CLI)

Tagging Spot Instance Requests

To help categorize and manage your Spot Instance requests, you can tag them with metadata of your
choice. You tag your Spot Instance requests in the same way that you tag other any other Amazon EC2
resource. For more information, see Tagging Your Amazon EC2 Resources (p. 621).

You can tag your Spot Instance request when you first create it, or you can assign a tag to the request
after you create it.

The tags that you create for your Spot Instance requests only apply to the requests. These tags are not
added automatically to the Spot Instance that the Spot service launches to fulfill the request. You must
add tags to a Spot Instance yourself when you create the Spot Instance request or after the Spot Instance
is launched.

To add a tag when creating a Spot Instance request

1. When creating a Spot Instance request using the console, on the Review page, click Edit tags. You
can also complete the tag with the key Narre by adding a name for the Spot Instance request as the
value.

2. Onthe Tag Spot Request page, click Create Tag and enter a tag key and tag value.
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Step 5: Tag Spot Request
Atag consists of a case-sensitive key-value pair. For example, you could define a tag with key = Name and value = Webserver.
Learn more about tagging your Amazon EC2 resources.

Note that these tags will be applied to this Spot Instance request and not to any instances launched to fulfill this request.

Key (127 characters maximum Value (255 characters maximum

Name Q

Create Tag Up to 10 tags maximum

3. Click Review and Launch.

To add a tag to an existing Spot Instance request using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, click Spot Requests and then select the Spot request.
From the Tags tab, click Add/Edit Tags.

In the Add/Edit Tags dialog box, click Create Tag, specify the key and value for each tag, and then
click Save.

N A\

Add/Edit Tags X

Apply tags to your resources to help organize and identify them

Atag consists of a case-sensitive key-value pair. For example, you could define a tag
with key = Mame and value = Webserver. Learn more about tagging your Amazon EC2
resources

Key Value

D

Create Tag Cancel m

5. (Optional) You can add tags to the Spot Instance launched from the Spot request. On the Spot
Requests page, click the ID of the Spot Instance in the Instance column for the Spot request. In the
bottom pane, select the Tags tab and repeat the process that you used to add tags to the Spot
request.

To create a tag for your Spot Instance request or Spot Instances using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

e create-tags (AWS CLI)
e ec2-create-tags (Amazon EC2 CLI)

Canceling a Spot Instance Request

If you no longer want your Spot request, you can cancel it. You can only cancel Spot Instance requests
that are open or act i ve. Your Spot request is open when your request has not yet been fulfilled and no
instances have been launched. Your Spot request is act i ve when your request has been fulfilled, and
Spot Instances have launched as a result. If your Spot request is act i ve and has an associated running
Spot Instance, canceling the request does not terminate the instance; you must terminate the running
Spot Instance manually.
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If the Spot request is a persistent Spot request, it returns to the open state so that a new Spot Instance
can be launched. To cancel a persistent Spot request and terminate its Spot Instances, you must cancel
the Spot request first and then terminate the Spot Instances. Otherwise, the Spot request can launch a
new instance.

To cancel a Spot Instance request using the console

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
In the navigation pane, click Spot Requests, and then select the Spot request.
Click Cancel.

(Optional) If you are finished with the associated Spot Instances, you can terminate them. In the
navigation pane, click Instances, select the instance, click Actions, select Instance State, and then
click Terminate.

PN E

To cancel a Spot Instance request using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ cancel-spot-instance-requests (AWS CLI)
e ec2-cancel-spot-instance-requests (Amazon EC2 CLI)
» Stop-EC2SpotinstanceRequest (AWS Tools for Windows PowerShell)

Spot Bid Status

To help you track your Spot Instance requests, plan your use of Spot Instances, and bid strategically,
Amazon EC2 provides a bid status. For example, a bid status can tell you the reason why your Spot
request isn't fulfilled yet, or list the constraints that are preventing the fulfillment of your Spot request.

At each step of the process—also called the Spot request life cycle, specific events determine successive
request states.

Contents
¢ Life Cycle of a Spot Request (p. 155)
¢ Getting Bid Status Information (p. 158)
¢ Spot Bid Status Codes (p. 159)

Life Cycle of a Spot Request

The following diagram shows you the paths that your Spot request can follow throughout its life cycle,
from submission to termination. Each step is depicted as a node, and the status code for each node
describes the status of the Spot request and Spot Instance.
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Pending evaluation

As soon as you make a Spot Instance request, it goes into the pendi ng- eval uat i on state unless one
or more request parameters is not valid (bad- par anmet er s).

Status Code
pendi ng- eval uati on

bad- paraneters

Holding

If one or more request constraints are valid but can't be met yet, or if there is not enough capacity, the
request goes into a holding state waiting for the constraints to be met. The request options affect the
likelihood of the request being fulfilled. For example, if you specify a bid price below the current Spot
Price, your request stays in a holding state until the Spot Price goes below your bid price. If you specify
an Availability Zone group, the request stays in a holding state until the Availability Zone constraint is

met.

Status Code
capacity-not-avail abl e
capaci ty-oversubscri bed
price-too-Iow

not - schedul ed-yet

| aunch- gr oup- constrai nt

az- group-constrai nt

Request State
open

cl osed

Request State
open
open
open
open
open

open

Instance State
n/a

n/a

Instance State
n/a
n/a
n/a
n/a
n/a

n/a
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Status Code Request State Instance State
pl acenent - gr oup- con- open n/a

straint

constraint-not-fulfil- open n/a

| abl e

Pending evaluation/fulfillment-terminal

Your Spot Instance request can goto at er m nal state if you create a request that is valid only during
a specific time period and this time period expires before your request reaches the pending fulfillment
phase, you cancel the request, or a system error occurs.

Status Code Request State Instance State
schedul e- expired cl osed n/a

cancel ed-before-fulfill- | cancel ed n/a

ment *

bad- par aneters failed n/a
systemerror cl osed n/a

* If you cancel the request.
Pending fulfillment

When the constraints you specified (if any) are met and your bid price is equal to or higher than the current
Spot Price, your Spot request goes into the pendi ng-ful fil | ment state.

At this point, the Spot service is getting ready to provision the instances that you requested. If the process
stops at this point, it is likely to be because it was canceled by the user before a Spot Instance was
launched, or because an unexpected system error occurred.

Status Code Request State Instance State
pendi ng-ful fill nent open n/a
Fulfilled

When all the specifications for your Spot Instances are met, your Spot request is fulfilled. The Spot service
launches the Spot Instances, which can take a few minutes.

Status Code Request State Instance State

fulfilled active pendi ng — runni ng

Fulfilled-terminal

Your Spot Instances continue to run as long as your bid price is at or above the Spot Price, there is spare
Spot capacity for your instance type, and you don't terminate the instance. If a change in Spot Price or
available capacity requires the Spot service to terminate your Spot Instances, the Spot request goes into
a terminal state. For example, if your bid equals the Spot Price but Spot Instances are oversubscribed
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at that price, the status code isi nst ance- t er m nat ed- capaci t y- over subscri bed. A request also
goes into the terminal state if you cancel the Spot request or terminate the Spot Instances.

Status Code Request State Instance State

request - cancel ed- and-i n- | cancel ed runni ng
st ance-runni ng

mar ked-for-ternination cl osed runni ng

i nst ance-t er m nat ed- by- cl osed (one-time), open (persist- | t er m nat ed
price ent)

i nst ance-t erm nat ed- by- cl osed or cancel ed * term nat ed
user

i nst ance-t er m nat ed- no- cl osed (one-time), open (persist- | t er m nat ed
capacity ent)

i nst ance-t erm nat ed- capa- | cl osed (one-time), open (persist- | t er mi nat ed
ci ty-oversubscri bed ent)

i nst ance-t erm nat ed- cl osed (one-time), open (persist- | t er m nat ed
| aunch- gr oup- constrai nt ent)

* The request state is cl osed if you terminate the instance but do not cancel the bid. The request state
is cancel ed if you terminate the instance and cancel the bid. Note that even if you terminate a Spot
Instance before you cancel its request, there might be a delay before the Spot service detects that your
Spot Instance was terminated. In this case, the request state can either be cl osed or cancel ed.

Persistent requests

When your Spot Instances are terminated (either by you or the Spot service), if the Spot request is a
persistent request, it returns to the pendi ng- eval uat i on state and the Spot service can launch a new
Spot Instance when the constraints are met.

Getting Bid Status Information

You can get bid status information using the AWS Management Console or a command line tool.
To get bid status information using the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. In the navigation pane, click Spot Requests, and then select the Spot request.
3. Check the value of Status in the Description tab.

To get bid status information using the command line

You can use one of the following commands. For more information about these command line interfaces,
see Accessing Amazon EC2 (p. 3).

¢ describe-spot-instance-requests (AWS CLI)
¢ ec2-describe-spot-instance-requests (Amazon EC2 CLI)
¢ Get-EC2SpotinstanceRequest (AWS Tools for Windows PowerShell)
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Spot Bid Status Codes

Spot bid status information is composed of a bid status code, the update time, and a status message.
Together, they help you determine the disposition of your Spot request.

The following list describes the Spot bid status codes:

az- gr oup- constrai nt
The Spot service cannot launch all the instances you requested in the same Availability Zone.

bad- paraneters
One or more parameters for your Spot request are not valid (for example, the AMI you specified does
not exist). The bid status message indicates which parameter is not valid.

cancel ed-before-ful fill ment
The user canceled the Spot request before it was fulfilled.

capaci ty-not-avail abl e
There is not enough capacity available for the instances that you requested.

capaci ty-oversubscri bed
The number of Spot requests with bid prices equal to or higher than your bid price exceeds the
available capacity in this Spot pool.

constraint-not-ful fillable
The Spot request can't be fulfilled because one or more constraints are not valid (for example, the
Availability Zone does not exist). The bid status message indicates which constraint is not valid.

fulfilled
The Spot request is act i ve, and the Spot service is launching your Spot Instances.

i nstance-term nat ed- by-price
The Spot Price rose above your bid price. If your request is a persistent bid, the process restarts, so
your bid is pending evaluation.

i nstance-term nat ed- by-user or spot -i nst ance-t erni nat ed- by- user
You terminated a Spot Instance that had been fulfilled, so the bid state is cl osed (unless it's a
persistent bid) and the instance state is t er mi nat ed.

i nstance-t erm nat ed- capaci ty-over subscri bed
Your instance is terminated because the number of Spot requests with bid prices equal to or higher
than your bid price exceeded the available capacity in this Spot pool. (Note that the Spot Price might
not have changed.) The Spot service randomly selects instances to be terminated.

i nstance-t erm nat ed- | aunch- group- constrai nt
One or more of the instances in your launch group was terminated, so the launch group constraint
is no longer fulfilled.

i nstance-term nat ed- no-capacity
There is no longer enough Spot capacity available for the instance.

| aunch- gr oup- const r ai nt
The Spot service cannot launch all the instances that you requested at the same time. All instances
in a launch group are started and terminated together.

mar ked-for-term nati on
The Spot Instance is marked for termination.

not - schedul ed- yet
The Spot request will not be evaluated until the scheduled date.

pendi ng- eval uati on
After you make a Spot Instance request, it goes into the pendi ng- eval uat i on state while the
system evaluates the parameters of your request.

pendi ng-ful fill ment
The Spot service is trying to provision your Spot Instances.
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pl acenent - gr oup- const r ai nt

The Spot request can't be fulfilled yet because a Spot Instance can't be added to the placement
group at this time.

price-too-Iow

The bid request can't be fulfilled yet because the bid price is below the Spot Price. In this case, no
instance is launched and your bid remains open.

request - cancel ed- and-i nst ance-runni ng

You canceled the Spot request while the Spot Instances are still running. The request is cancel ed,
but the instances remain r unni ng.

schedul e- expi red

The Spot request expired because it was not fulfilled before the specified date.

systemerror

There was an unexpected system error. If this is a recurring issue, please contact customer support
for assistance.

Spot Instance Interruptions

Demand for Spot Instances can vary significantly from moment to moment, and the availability of Spot
Instances can also vary significantly depending on how many unused Amazon EC2 instances are available.
In addition, no matter how high you bid, it is still possible that your Spot Instance will be interrupted.
Therefore, you must ensure that your application is prepared for a Spot Instance interruption. We strongly
recommend that you do not use Spot Instances for applications that can't be interrupted.

The following are the possible reasons that the Spot service will terminate your Spot Instances:

Price—The Spot Price is greater than your bid price.

Capacity—If there are not enough unused Amazon EC2 instances to meet the demand for Spot
Instances, the Spot service terminates Spot Instances, starting with those instances with the lowest
bid prices. If there are several Spot Instances with the same bid price, the order in which the instances
are terminated is determined at random.

Constraints—If your request includes a constraint such as a launch group or an Availability Zone group,
these Spot Instances are terminated as a group when the constraint can no longer be met.

Preparing for Interruptions

Here are some best practices to follow when you use Spot Instances:

Choose a reasonable bid price. Your bid price should be high enough to make it likely that your request
will be fulfilled, but not higher than you are willing to pay. This is important because if the supply is low
for an extended period of time, the Spot Price can remain high during that period because it is based
on the highest bid prices. We strongly recommend against bidding above the price for On-Demand
instances.

Ensure that your instance is ready to go as soon as the request is fulfilled by using an Amazon Machine

Image (AMI) that contains the required software configuration. You can also use user data to run
commands at start-up.

Store important data regularly in a place that won't be affected when the Spot Instance terminates. For
example, you can use Amazon S3, Amazon EBS, or DynamoDB.

Divide the work into small tasks (using a Grid, Hadoop, or queue-based architecture) or use checkpoints
so that you can save your work frequently.

Use Spot Instance termination notices to monitor the status of your Spot Instances.

Test your application to ensure that it handles an unexpected instance termination gracefully. You can

do so by running the application using an On-Demand instance and then terminating the On-Demand
instance yourself.
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Spot Instance Termination Notices

The best way to protect against Spot Instance interruption is to architect your application to be fault
tolerant. In addition, you can take advantage of Spot Instance termination notices, which provide a
two-minute warning before the Spot service must terminate your Spot Instance.

This warning is made available to the applications on your Spot Instance using an item in the instance
metadata. For example, you can check for this warning in the instance metadata periodically (we
recommend every 5 seconds) using the following query:

$if curl -s http://169.254.169. 254/ | at est/ nmet a-dat a/ spot/termi nation-tine |
grep -q .*T.*Z; then echo term nated; fi

For information about other ways to retrieve instance metadata, see Retrieving Instance Metadata (p. 225).

If your Spot Instance is marked for termination by the Spot service, the t er mi nati on-ti ne item is
present and it specifies the approximate time in UTC when the instance will receive the shutdown signal.
For example:

2015-01-05T18: 02: 00Z

If the Spot service is not preparing to terminate the instance, or if you terminated the Spot Instance
yourself, the t er mi nat i on-ti ne item is either not present (so you receive an HTTP 404 error) or
contains a value that is not a time value.

Note that while we make every effort to provide this warning the moment that your Spot Instance is marked
for termination by the Spot service, it is possible that your Spot Instance will be terminated before Amazon
EC2 can make the warning available. Therefore, you must ensure that your application is prepared to
handle an unexpected Spot Instance interruption even if you are checking for Spot Instance termination
notices.

Spot Instance Data Feed

To help you understand the charges for your Spot Instances, Amazon EC2 provides a data feed that
describes your Spot Instance usage and pricing. This data feed is sent to an Amazon S3 bucket that you
specify when you subscribe to the data feed.

Data feed files arrive in your bucket typically once an hour, and each hour of usage is typically covered
in a single data file. These files are compressed (gzip) before they are delivered to your bucket. Amazon
EC2 can write multiple files for a given hour of usage where files are very large (for example, when file
contents for the hour exceed 50 MB before compression).

Note
If you don't have a Spot Instance running during a certain hour, you won't receive a data feed
file for that hour.

Contents
¢ Data Feed File Name and Format (p. 162)
¢ Amazon S3 Bucket Permissions (p. 162)
¢ Subscribing to Your Spot Instance Data Feed (p. 163)
¢ Deleting Your Spot Instance Data Feed (p. 163)
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Data Feed File Name and Format

The Spot Instance data feed file name uses the following format (with the date and hour in UTC):

bucket - nane. s3. anazonaws. coni {opti onal prefix}/aws-account-id. YYYY- MV DD-
HH. n. uni que-id. gz

For example, if your bucket name is nyawsbucket and your prefix is mypr ef i x, your file names are
similar to the following:

nyawsbucket . s3. amazonaws. conl nyprefi x/111122223333. 2014- 03- 17-20. 001. pwBdGIJG gz

The Spot Instance data feed files are tab-delimited. Each line in the data file corresponds to one instance
hour and contains the fields listed in the following table.

Field Description
Ti mest anp The timestamp used to determine the price charged for this instance hour.
UsageType The type of usage and instance type being charged for. For niL.. srmal | Spot In-

stances, this field is set to Spot Usage. For all other instance types, this field is set
to Spot Usage: {instance-type}. For example, Spot Usage: c1. medi um

Qperation The product being charged for. For Linux Spot Instances, this field is set to Runl n-
st ances. For Microsoft Windows Spot Instances, this field is set to Runl n-
st ances: 0002. Spot usage is grouped according to Availability Zone.

I nstancel D The ID of the Spot Instance that generated this instance hour.
M/Bi dI D The ID for the Spot Instance request that generated this instance hour.
M/MaxPri ce The maximum price specified for this Spot Instance request.

Mar ket Pri ce The Spot Price at the time specified in the Ti mest anp field.
Char ge The price charged for this instance hour.

Ver si on The version included in the data feed file name for this record.

Amazon S3 Bucket Permissions

When you subscribe to the data feed, you must specify an Amazon S3 bucket to store the data feed files.
Before you choose an Amazon S3 bucket for the data feed, consider the following:

* You must have FULL_CONTRCL permission to the bucket.

If you're the bucket owner, you have this permission by default. Otherwise, the bucket owner must
grant your AWS account this permission.

¢ When you create your data feed subscription, Amazon S3 updates the ACL of the specified bucket to
allow the AWS data feed account read and write permissions.

* Removing the permissions for the data feed account does not disable the data feed. If you remove
those permissions but don't disable the data feed, we restore those permissions the next time that the
data feed account needs to write to the bucket.

¢ Each data feed file has its own ACL (separate from the ACL for the bucket). The bucket owner has
FULL_CONTROL permission to the data files. The data feed account has read and write permissions.
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« If you delete your data feed subscription, Amazon EC2 doesn't remove the read and write permissions
for the data feed account on either the bucket or the data files. You must remove these permissions
yourself.

Subscribing to Your Spot Instance Data Feed

You can subscribe to your Spot Instance data feed using the command line or API.

Subscribe Using the AWS CLI

To subscribe to your data feed, use the following create-spot-datafeed-subscription command:

$ aws ec2 create-spot-datafeed-subscription --bucket nyawsbucket [--prefix
nypr efi x]

The following is example output:

{

" Spot Dat af eedSubscri ption": {
"Omerld": "111122223333",
"Prefix": "nmyprefix",
"Bucket": "myawsbucket",
"State": "Active"

}

}

Subscribe Using the Amazon EC2 CLI

To subscribe to your data feed, use the following ec2-create-spot-datafeed-subscription command:

$ ec2-create-spot -dat af eed- subscri pti on --bucket nmyawsbucket [--prefix nyprefix]

The following is example output:

SPOTDATAFEEDSUBSCRI PTI ON 111122223333 nyawsbucket nyprefix
Active

Deleting Your Spot Instance Data Feed
You can delete your Spot Instance data feed using the command line or API .
Delete Using the AWS CLI

To delete your data feed, use the following delete-spot-datafeed-subscription command:

$ aws ec2 del et e-spot - dat af eed- subscri pti on

Delete Using the Amazon EC2 CLI

To delete your data feed, use the following ec2-delete-spot-datafeed-subscription command:
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$ ec2-del et e- spot - dat af eed- subscri pti on

Spot Instance Limits

Spot Instance requests are subject to several limits:

¢ An overall request limit per region
« Specific instance type limits per region
¢ A bid price limit

The overall limit varies by region and account (new accounts might have a lower limit). If you submit a
Spot Instance request and you receive the error Max spot i nstance count exceeded, your account
is either at its overall limit for the region, or at the limit for the specific instance type for the region. To
submit a limit increase request, go to AWS Support Center and complete the request form. In the Use
Case Description field, indicate that you are requesting an increase to the request limit for Spot Instances.
For more information, see General Limits (p. 164) and Instance Type Limits (p. 164).

Note

The overall limit applies to active or open Spot Instance requests. If you terminate your Spot
Instance and do not cancel the request, your overall limit may still include the request until the
Spot service detects the termination and closes your request.

The bid price limit is designed to protect you from incurring unexpected charges. To increase your bid
price limit, send arequesttospot - | i m t -i ncr ease@nazon. com Include your AWS account number,
the bid price limit you need, the instance type, the region, the product platform, how you manage Spot
interruptions, and why you need this increase.

General Limits

The following table lists the general limits related to Spot Instances.

Resource Limit
Number of overall Spot Instance requests 20 per region
Bid price Four times the On-Demand price

Instance Type Limits

The following table lists the default special limits for specific instance types. For instance types not listed
here, your overall Spot Instance request limit applies. If you request a maximum bid limit increase for a
specific instance type, the new limit is applied to all instance types, and overrides the default limits listed
in this table. The sum of all active or open Spot Instance requests in a region can't exceed the overall
Spot Instance request limit per region (see General Limits (p. 164)).

Number of Spot Instance requests per type Limit per region
cgl. 4xl arge 10
g2. 2xl ar ge 10
c3. 4xl arge and c3. 8xl ar ge 20
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Number of Spot Instance requests per type Limit per region

c4. 1 arge, c4. xl arge, c4. 2xl ar ge, 5
c4. 4xl ar ge, and c4. 8xl ar ge

ccl. 4xl arge 20
cc2. 8xl arge 20
nR2. 2x| ar ge and n®. 4x| ar ge 20
hi 1. 4xl ar ge 10
r3.large, r3.xlarge,andr 3. 2xl arge 10
r3. 4xl arge and r 3. 8xl ar ge 5

Unsupported Instance Types
The following instance types are not supported for Spot:

e T2
e 12
* HS1

Some Spot Instance types aren't available in every region. To view the supported instance types for a
region, go to Spot Instance Pricing and select the region from the Region list.
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Reserved Instances

You can use Amazon Elastic Compute Cloud (Amazon EC2) Reserved Instances to reserve capacity
and receive a discount on your instance usage compared to running On-Demand instances. The discounted
usage price is reserved for the duration of your contract, allowing you to predict compute costs over the
term of the Reserved Instance. When you want to use the capacity you reserved, you launch an EC2
instance with the same configuration as the reserved capacity that you purchased. Amazon Web Services
(AWS) will automatically apply the usage price that is associated with your capacity reservation. You are
charged that usage price for your EC2 instance for as long as you own the Reserved Instance.

When the term of your Reserved Instance ends, and you do not renew by purchasing another Reserved
Instance, you can continue using the EC2 instance without interruption. However, you will now be charged
at the On-Demand rate.

To purchase an Amazon EC2 Reserved Instance, you must select an instance type (such as m1.small),
platform (Linux/UNIX, Windows), location (Availability Zone), tenancy (dedicated or default), and term
(either one-year or three-year). You can use Auto Scaling or other AWS services to launch the On-Demand
instances that utilize your Reserved Instance benefits. For information about launching On-Demand
instances, see Launch Your Instance (p. 260). For information about launching instances using Auto
Scaling, see the Auto Scaling Developer Guide.

If you would like to purchase a Reserved Instance to cover a ml.small, Linux/UNIX, default tenancy
instance in US-East-1a, the Reserved Instance that you purchased should be configured as a m1.small,
Linux/UNIX, default tenancy Reserved Instance in US-East-1a.

For product pricing information, see the following pages:

¢ AWS Service Pricing Overview
¢ Amazon EC2 On-Demand Instances Pricing
*« Amazon EC2 Reserved Instance Pricing

Reserved Instance Overview

The following information will help you get started working with Amazon EC2 Reserved Instances:

« Complete all the prerequisite tasks first—such as registration, signing up, and installing the tools—so
you can start working with Reserved Instances. For more information, see Getting Started with Reserved
Instances (p. 167).

« Before you buy and sell Reserved Instances, you can learn more about the process by reading Steps
for Using Reserved Instances (p. 168).

« Standard one- and three-year terms for Reserved Instances are available for purchase from AWS, and
non-standard terms are available for purchase from third-party resellers through the Reserved Instance
Marketplace.

¢ Learn more about the pricing benefit of Reserved Instances. For more information, see Understanding
the Pricing Benefit of Reserved Instances (p. 174).

¢ Understand Reserved Instance pricing tiers and how to take advantage of discount pricing. For more
information, see Understanding Reserved Instance Discount Pricing Tiers (p. 172).

¢ You can sell your unused Reserved Instances in the Reserved Instance Marketplace. The Reserved
Instance Marketplace makes it possible for sellers who have Reserved Instances that they no longer
need to find buyers who are looking to purchase additional capacity. Reserved Instances bought and
sold through the Reserved Instance Marketplace work like any other Reserved Instances. For more
information, see Reserved Instance Marketplace (p. 176).
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For a checklist that summarizes requirements for working with Reserved Instances and the Reserved
Instance Marketplace, see Requirements Checklist for Reserved Instances (p. 222).

What Do You Want to Do Next?

e Learn:
» Getting Started with Reserved Instances (p. 167)
e Buying Reserved Instances (p. 179)
 Selling in the Reserved Instance Marketplace (p. 198)
« Using Reserved Instances in Amazon VPC (p. 169)
o Start:
e Becoming a Buyer (p. 180)
e Purchasing Reserved Instances (p. 181)
¢ Obtaining Information About Your Reserved Instances (p. 188)
» Modifying Your Reserved Instances (p. 192)
« Registering as a Seller (p. 199)
« Listing Your Reserved Instance (p. 204)

Getting Started with Reserved Instances

Topics
e Setting Up (p. 167)
¢ Steps for Using Reserved Instances (p. 168)
¢ Using Reserved Instances in Amazon VPC (p. 169)
¢ Tools for Working with Reserved Instances (p. 170)

You can use Amazon Elastic Compute Cloud (Amazon EC2) Reserved Instances to reserve capacity for
your instances and get the benefits of lower-cost computing. Compared to running On-Demand instances,
with Reserved Instances you commit to running your Reserved Instance for the term and in turn receive
a significant discount on your instance usage during the term of your Reserved Instance. Reserved
Instances can provide substantial savings over owning your own hardware or running only On-Demand
instances, ensuring that the capacity you need is available to you when you need it. This topic takes you
through the basic information you need to get started with Reserved Instances

Setting Up
Before you get started working with Reserved Instances, you should complete the following tasks:
¢ Sign up.

To work with Reserved Instances, read and complete the instructions described in Getting Started with
Amazon EC2 Linux Instances (p. 26), which provides information on signing up for your Amazon EC2
account and credentials.

¢ |nstall the tools.

You can use the AWS Management Console, command line interface tools, the Amazon EC2 API, as
well as the AWS SDK to work with EC2 Reserved Instances and search for offerings. For more
information, see Tools for Working with Reserved Instances (p. 170).

To start working right away with Reserved Instances using specific tools, see:
« AWS Management Console (p. 170)
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e Command Line Interface Tools (p. 170)
« API (p.171)

Steps for Using Reserved Instances

There are five sets of steps to follow when you use Reserved Instances. You can purchase Amazon EC2
Reserved Instances, and then you can use them by launching On-Demand instances with matching
specifications. You can view the Reserved Instances you have, modify them, and you can sell unused
Reserved Instances in the Reserved Instance Marketplace. (Restrictions apply. For information, see
Requirements Checklist for Reserved Instances (p. 222).) This section describes purchasing, using, viewing,
modifying, and selling Reserved Instances.

You can use the AWS Management Console, the Amazon EC2 CLI tools, or the Amazon EC2 API to
perform any of these tasks. Before you get started, you need to set up the prerequisite accounts and
tools. For more information, see Setting Up (p. 167).

Note

To purchase and modify Reserved Instances, ensure that your account has the appropriate
permissions, such as the ability to describe Availability Zones. For information, see the IAM Best
Practices and the Permissions and Policies sections in the Using IAM guide.

1. Purchase.

a. Determine how much capacity you want to reserve. Specify the following criteria for your instance
reservation.

 Platform (for example, Linux).
Note
When you want your Reserved Instance to run on a specific Linux platform, you must
identify the specific platform when you purchase the reserved capacity. Then, when you
launch your instance with the intention of using the reserved capacity you purchased,
you must choose the Amazon Machine Image (AMI) that runs that specific Linux platform,
along with any other specifications you identified during the purchase.

¢ Instance type (for example, m1l.small).

¢ Term (time period) over which you want to reserve capacity.

¢ Tenancy specification, if you want to reserve capacity for