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What iIs Amazon EC2?

Amazon Elastic Compute Cloud (Amazon EC2) provides resizable computing capacity in the Amazon
Web Services (AWS) cloud. Using Amazon EC2 eliminates your need to invest in hardware up front, so
you can develop and deploy applications faster. You can use Amazon EC2 to launch as many or as few
virtual servers as you need, configure security and networking, and manage storage. Amazon EC2 enables
you to scale up or down to handle changes in requirements or spikes in popularity, reducing your need
to forecast traffic.

Features of Amazon EC2

Amazon EC2 provides the following features:

Virtual computing environments, known as instances

Pre-configured templates for your instances, known as Amazon Machine Images (AMIs), that package
the bits you need for your server (including the operating system and additional software)

Various configurations of CPU, memory, storage, and networking capacity for your instances, known
as instance types

Secure login information for your instances using key pairs (AWS stores the public key, and you store
the private key in a secure place)

Storage volumes for temporary data that's deleted when you stop or terminate your instance, known
as instance store volumes

Persistent storage volumes for your data using Amazon Elastic Block Store (Amazon EBS), known as
Amazon EBS volumes

Multiple physical locations for your resources, such as instances and Amazon EBS volumes, known
as regions and Availability Zones

A firewall that enables you to specify the protocols, ports, and source IP ranges that can reach your
instances using security groups

Static IP addresses for dynamic cloud computing, known as Elastic IP addresses
Metadata, known as tags, that you can create and assign to your Amazon EC2 resources

Virtual networks you can create that are logically isolated from the rest of the AWS cloud, and that you
can optionally connect to your own network, known as virtual private clouds (VPCs)

For more information about the features of Amazon EC2, see the Amazon EC2 product page.
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How to Get Started with Amazon EC2

The first thing you need to do is get set up to use Amazon EC2. After you are set up, you are ready to
complete the Getting Started tutorial for Amazon EC2. Whenever you need more information about a
feature of Amazon EC2, you can read the technical documentation.

Getting Started

¢ Get Set Up for Amazon EC2 (p. 18)
¢ Getting Started with Amazon EC2 Linux Instances (p. 22)

¢ Getting Started with Amazon EC2 Windows Instances

Basics

¢ Instances and AMls (p. 4)

¢ Instance Types (p. 94)

¢ Regions and Availability Zones (p. 7)
¢ Tags (p. 532)

Networking and Security

¢ Amazon EC2 Key Pairs (p. 385)

e Security Groups (p. 392)

¢ Elastic IP Addresses (EIP) (p. 428)

¢« Amazon EC2 and Amazon VPC (p. 414)

Storage

¢« Amazon EBS (p. 446)
¢ Instance Store (p. 508)

If you have questions about whether AWS is right for you, Contact AWS Sales. If you have technical
questions about Amazon EC2, use the Amazon EC2 forum.

Related Services in AWS

You can provision Amazon EC2 resources, such as instances and volumes, directly using Amazon EC2.
You can also provision Amazon EC2 resources using other services in AWS. For more information, see
the following documentation:

¢ Auto Scaling Developer Guide

¢ AWS CloudFormation User Guide

¢ AWS Elastic Beanstalk Developer Guide
¢ AWS OpsWorks User Guide
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To automatically distribute incoming application traffic across multiple instances, use Elastic Load
Balancing. For more information, see Elastic Load Balancing Developer Guide.

To monitor basic statistics for your instances and Amazon EBS volumes, use Amazon CloudWatch. For
more information, see Monitoring Your Instances with CloudWatch (p. 336).

To get a managed relational database in the cloud, use Amazon Relational Database Service (Amazon
RDS) to launch a database instance. Although you can set up a database on an EC2 instance, Amazon
RDS offers the advantage of handling your database management tasks, such as patching the software,
backing up, and storing the backups. For more information, see Amazon Relational Database Service
Developer Guide.

Accessing Amazon EC2

Amazon EC2 provides a web-based user interface, the Amazon EC2 console. If you've signed up for an
AWS account, you can access the Amazon EC2 console by signing into the AWS Management Console
and selecting EC2 from the console home page.

If you prefer to use a command line interface, there are several options:

Amazon EC2 Command Line Interface (CLI) Tools
Provide commands for Amazon EC2, Amazon EBS, and Amazon VPC, and is supported on Windows,
Mac, and Linux/UNIX. To get started, see Setting Up the Amazon EC2 Command Line Interface
Tools on Linux/UNIX (p. 541) or Installing the Amazon EC2 Command Line Interface Tools on Windows.
For more information about the commands, see Commands (CLI Tools) in the Amazon Elastic
Compute Cloud Command Line Reference.

AWS Command Line Interface (CLI)
Provides commands for a broad set of AWS products, and is supported on Windows, Mac, and
Linux/UNIX. To get started, see AWS Command Line Interface User Guide. For more information
about the commands for Amazon EC2, see ec?2.

AWS Tools for Windows PowerShell
Provides commands for a broad set of AWS products for those who script in the PowerShell
environment. To get started, see AWS Tools for Windows PowerShell User Guide.

Amazon EC2 provides a Query API. These requests are HTTP or HTTPS requests that use the HTTP
verbs GET or POST and a Query parameter named Act i on. For more information about the API actions
for Amazon EC2, see Actions in the Amazon Elastic Compute Cloud API Reference.

If you prefer to build applications using language-specific APIs instead of submitting a request over HTTP
or HTTPS, AWS provides libraries, sample code, tutorials, and other resources for software developers.
These libraries provide basic functions that automatically take care of tasks such as cryptographically
signing your requests, retrying requests, and handling error responses, so that it is easier for you to get
started. For more information, see AWS SDKs and Tools.

Pricing for Amazon EC2

When you sign up for AWS, you can get started with Amazon EC2 for free using the AWS Free Usage
Tier.

Amazon EC2 provides the following purchasing options for instances:

On-Demand Instances
Pay for the instances that you use by the hour, with no long-term commitments or upfront payments.
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Reserved Instances
Make a low, one-time, upfront payment for an instance, reserve it for a one- or three-year term, and
pay a significantly lower hourly rate for these instances.

Spot Instances
Specify the maximum hourly price that you are willing to pay to run a particular instance type. The
Spot Price fluctuates based on supply and demand, but you never pay more than the maximum price
you specified. If the Spot Price moves higher than your maximum price, Amazon EC2 shuts down
your Spot Instances.

For a complete list of charges and specific prices for Amazon EC2, see Amazon EC2 Pricing.

To calculate the cost of a sample provisioned environment, see AWS Economics Center.

To see your bill, go to your AWS Account Activity page. Your bill contains links to usage reports that
provide details about your bill. To learn more about AWS account billing, see AWS Account Billing.

If you have questions concerning AWS billing, accounts, and events, Contact AWS Support.

For an overview of Trusted Advisor, a service that helps you optimize the costs, security, and performance
of your AWS environment, see AWS Trusted Advisor. You can access Trusted Advisor from the Amazon
EC2 console by clicking the AWS Trusted Advisor link underneath Resources.

Instances and AMIs

An Amazon Machine Image (AMI) is a template that contains a software configuration (for example, an
operating system, an application server, and applications). From an AMI, you launch an instance, which
is a copy of the AMI running as a virtual server in the cloud. You can launch multiple instances of an AMI,
as shown in the following figure.

Instance

Host computer

AMI

““\‘\‘
Launch instances \n

of any type
Instances

Host computer

Your instances keep running until you stop or terminate them, or until they fail. If an instance fails, you
can launch a new one from the AMI.

Instances

You can launch different types of instances from a single AMI. An instance type essentially determines
the hardware of the host computer used for your instance. Each instance type offers different compute
and memory capabilities. Select an instance type based on the amount of memory and computing power
that you need for the application or software that you plan to run on the instance. For more information
about the specifications for each Amazon EC2 instance type, see Instance Type Detalils.
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After you launch an instance, it looks like a traditional host, and you can interact with it as you would any
computer. You have complete control of your instances; you can use sudo to run commands that require
root privileges.

Your AWS account has a limit on the number of instances that you can have running. For more information
about this limit, and how to request an increase, see How many instances can | run in Amazon EC2 in
the Amazon EC2 General FAQ.

In addition to the limit on running instances, there is a limit on the overall number of instances that you
can have (whether running, stopped, or in any other state except for terminated). This overall instance
limit is two times your running instance limit.

Storage for Your Instance

The root device for your instance contains the image used to boot the instance. For more information,
see Amazon EC2 Root Device Volume (p. 12).

Your instance may include local storage volumes, known as instance store volumes, which you can
configure at launch time with block device mapping. For more information, see Block Device

Mapping (p. 517). After these volumes have been added to and mapped on your instance, they are available
for you to mount and use. If your instance fails, or if your instance is stopped or terminated, the data on
these volumes is lost; therefore, these volumes are best used for temporary data. For important data,
you should use a replication strategy across multiple instances in order to keep your data safe, or store
your persistent data in Amazon S3 or Amazon EBS volumes. For more information, see Storage (p. 444).

Security Best Practices

¢ Use AWS ldentity and Access Management (IAM) to control access to your AWS resources, including
your instances. You can create IAM users and groups under your AWS account, assign security
credentials to each, and control the access that each has to resources and services in AWS. For more
information, see Controlling Access to Amazon EC2 Resources (p. 399).

¢ Restrict access by only allowing trusted hosts or networks to access ports on your instance. For example,
you can restrict SSH access by restricting incoming traffic on port 22. For more information, see Amazon
EC2 Security Groups (p. 392).

¢ Review the rules in your security groups regularly, and ensure that you apply the principle of least
privilege—only open up permissions that you require. You can also create different security groups to
deal with instances that have different security requirements. Consider creating a bastion security group
that allows external logins, and keep the remainder of your instances in a group that does not allow
external logins.

¢ Disable password-based logins for instances launched from your AMI. Passwords can be found or
cracked, and are a security risk. For more information, see Disable Password-Based Logins for
Root (p. 54). For more information about sharing AMIs safely, see Shared AMIs (p. 49).

Stopping, Starting, and Terminating Instances

Stopping an instance

When an instance is stopped, the instance performs a normal shutdown, and then transitions to a st opped
state. All of its Amazon EBS volumes remain attached, and you can start the instance again at a later
time.

You are not charged for additional instance hours while the instance is in a stopped state. A full instance
hour will be charged for every transition from a stopped state to a running state, even if this happens
multiple times within a single hour. If the instance type was changed while the instance was stopped, you
will be charged the rate for the new instance type after the instance is started. All of the associated Amazon
EBS usage of your instance, including root device usage, is billed using typical Amazon EBS prices.
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When an instance is in a stopped state, you can attach or detach Amazon EBS volumes. You can also
create an AMI from the instance, and you can change the kernel, RAM disk, and instance type.

Terminating an instance

When an instance is terminated, the instance performs a normal shutdown, then the attached Amazon
EBS volumes are deleted unless the volume's del et eOnTer i nat i on attribute is setto f al se. The
instance itself is also deleted, and you can't start the instance again at a later time.

To prevent accidental termination, you can disable instance termination. If you do so, ensure that the

di sabl eApi Ter mi nat i on attribute is setto t r ue for the instance. To control the behavior of an instance
shutdown, such as shut down - h in Linux or shut down in Windows, set the

i nstancel ni ti at edShut downBehavi or instance attribute to st op ort er m nat e as desired. Instances
with Amazon EBS volumes for the root device default to st op, and instances with instance-store root
devices are always terminated as the result of an instance shutdown.

For more information, see Instance Lifecycle (p. 263).

AMIs

Amazon Web Services (AWS) publishes many Amazon Machine Images (AMIs) that contain common
software configurations for public use. In addition, members of the AWS developer community have
published their own custom AMIs. You can also create your own custom AMI or AMIs; doing so enables
you to quickly and easily start new instances that have everything you need. For example, if your application
is a website or a web service, your AMI could include a web server, the associated static content, and
the code for the dynamic pages. As a result, after you launch an instance from this AMI, your web server
starts, and your application is ready to accept requests.

All AMIs are categorized as either backed by Amazon EBS, which means that the root device for an
instance launched from the AMI is an Amazon EBS volume, or backed by instance store, which means
that the root device for an instance launched from the AMI is an instance store volume created from a
template stored in Amazon S3.

The description of an AMI indicates the type of root device (either ebs ori nst ance store).Thisis
important because there are significant differences in what you can do with each type of AMI. For more
information about these differences, see Storage for the Root Device (p. 45).
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Regions and Availability Zones

Amazon EC2 is hosted in multiple locations world-wide. These locations are composed of regions and

Availability Zones. Each region is a separate geographic area. Each region has multiple, isolated locations
known as Availability Zones. Amazon EC2 provides you the ability to place resources, such as instances,
and data in multiple locations. Resources aren't replicated across regions unless you do so specifically.

Amazon operates state-of-the-art, highly-available data centers. Although rare, failures can occur that
affect the availability of instances that are in the same location. If you host all your instances in a single
location that is affected by such a failure, none of your instances would be available.

Note

Some AWS resources might not be available in all regions and Availability Zones. Ensure that
you can create the resources you need in the desired regions or Availability Zone before deploying
your applications.

Topics
¢ Region and Availability Zone Concepts (p. 7)
¢ Describing Your Regions and Availability Zones (p. 9)
¢ Specifying the Region for a Resource (p. 10)
¢ Launching Instances in an Availability Zone (p. 11)
¢ APl and Command Overview (p. 11)

Region and Availability Zone Concepts

Each region is completely independent. Each Availability Zone is isolated, but the Availability Zones in a
region are connected through low-latency links. The following diagram illustrates the relationship between
regions and Availability Zones.

e ~
Amazon Web Services

Region Availability Region Availability
Zone Zane
Availability Availability Availability I Availability

Zone Zane Zone Zone

AN

Amazon EC2 resources are either global, tied to a region, or tied to an Availability Zone. For more
information, see Resource Locations (p. 528).

Regions

Each Amazon EC2 region is designed to be completely isolated from the other Amazon EC2 regions.
This achieves the greatest possible fault tolerance and stability.

Amazon EC2 provides multiple regions so that you can launch Amazon EC2 instances in locations that
meet your requirements. For example, you might want to launch instances in Europe to be closer to your
European customers or to meet legal requirements. The following table lists the regions that provide
support for Amazon EC2.
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Code Name

ap-northeast-1 Asia Pacific (Tokyo) Region

ap- sout heast -1 Asia Pacific (Singapore) Region

ap- sout heast - 2 Asia Pacific (Sydney) Region
eu-west-1 EU (Ireland) Region

sa-east-1 South America (Sao Paulo) Region
us-east-1 US East (Northern Virginia) Region
us-west -1 US West (Northern California) Region
us- west - 2 US West (Oregon) Region

When you view your resources, you'll only see the resources tied to the region you've specified. This is
because regions are isolated from each other, and we don't replicate resources across regions
automatically.

When you work with an instance using the command line interface or API actions, you must specify its
regional endpoint. For more information about the regions and endpoints for Amazon EC2, see Regions
and Endpoints in the Amazon Web Services General Reference.

When you launch an instance, you must select an AMI that's in the same region. If the AMI is in another
region, you can copy the AMI to the region you're using. For more information, see Copying AMIs (p. 84).

All communications between regions is across the public Internet. Therefore, you should use the appropriate
encryption methods to protect your data. Data transfer between regions is charged at the Internet data
transfer rate for both the sending and the receiving instance. For more information, see Amazon EC2
Pricing - Data Transfer.

Availability Zones

You can list the Availability Zones that are available to your account. For more information, see Describing
Your Regions and Availability Zones (p. 9).

When you launch an instance, you can select an Availability Zone or let us chose one for you. If you
distribute your instances across multiple Availability Zones and one instance fails, you can design your
application so that an instance in another Availability Zone can handle requests.

You can also use Elastic IP addresses to mask the failure of an instance in one Availability Zone by rapidly
remapping the address to an instance in another Availability Zone. For more information, see Elastic IP
Addresses (EIP) (p. 428).

To ensure that resources are distributed across the Availability Zones for a region, we independently map
Availability Zones to identifiers for each account. For example, your Availability Zone us- east - 1a might
not be the same location as us- east - 1a for another account. Note that there's no way for you to
coordinate Availability Zones between accounts.

As Availability Zones grow over time, our ability to expand them can become constrained. If this happens,
we might restrict you from launching an instance in a constrained Availability Zone unless you already
have an instance in that Availability Zone. Eventually, we might also remove the constrained Availability
Zone from the list of Availability Zones for new customers. Therefore, your account might have a different
number of available Availability Zones in a region than another account.
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Describing Your Regions and Availability Zones

You can use the AWS Management Console or the Amazon EC2 command line interface to determine
which regions and Availability Zones are available for your use.

PROWT> ec2-describe-availability-zones --region us-east-1

AVAI LABI LI TYZONE us-east-1a avail able
AVAI LABI LI TYZONE us-east-1b avail abl e
AVAI LABI LI TYZONE us-east-1c avail abl e
AVAI LABI LI TYZONE us-east-1d avail abl e

us-east-1
us-east-1
us-east-1
us-east-1

AWS Management Console

To find your regions and Availability Zones

1. Signin to the AWS Management Console and open the Amazon EC2 console at

https://console.aws.amazon.com/ec2/.

2. From the navigation bar, view the options in the region selector.

M. Virginia -

US East (N. Virginia)
US West (Oregon)

US West (M. California)
EU {Ireland)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (S8o0 Paulo)

3. After you select a region, you can view your Availability Zones within that region when you launch
an instance or create an Amazon EBS volume.

a. Inthe navigation pane, click Volumes.

b. View the options in the Availability Zones list.

c.  When you are finished, click Cancel.

Command Line Interface

Use the following command to describe your regions.
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PROVPT> ec2-descri be-regi ons

REG ON us-east-1 ec2.us-east-1.amazonaws. com

REG ON ap-northeast-1 ec2.ap-northeast-1.anmazonaws.com
REG ON ap-sout heast-1 ec2. ap-sout heast-1.anmazonaws.com

Use the following command to describe the Availability Zones within the us- east - 1 region.

PROWPT> ec2-describe-availability-zones --region us-east-1
AVAI LABI LI TYZONE us-east-1a avail abl e us-east-1
AVAI LABI LI TYZONE us-east-1b avail abl e us-east-1
AVAI LABI LI TYZONE us-east-1c avail abl e us-east-1
AVAI LABI LI TYZONE us-east-1d avail abl e us-east-1

Specifying the Region for a Resource

Every time you create an Amazon EC2 resource, you can specify the region for the resource. This section
explains how to specify the region for a resource.

AWS Management Console

To specify the region for a resource

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. Use the region selector in the navigation bar.

US East (N. Virginia)

S West (Cregon)

LS West (M. California)
EU (Ireland)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (S&o0 Paulo)

Command Line Interface

To specify the region to use for all commands, set the value of the EC2__URL environment variable to the
regional endpoint. For example, ht t ps: // ec2. us- west - 1. anazonaws. com

APl Version 2013-10-01
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Alternatively, you can use the - - r egi on or - Ucommand line option with each individual command. For
example, - -regi on us-west-1lor-U https://ec2.us-west-1.amazonaws. com

For more information about the endpoints for Amazon EC2, see Amazon Elastic Compute Cloud Endpoints.

Launching Instances in an Availability Zone

When you launch an instance, select a region that puts your instances closer to specific customers, or
meets the legal or other requirements you have. By launching your instances in separate Availability
Zones, you can protect your applications from the failure of a single location.

When you launch an instance, you can optionally specify an Availability Zone in the region that you are
using. If you do not specify an Availability Zone, we select one for you. When you launch your initial
instances, we recommend that you accept the default Availability Zone, because this enables us to select
the best Availability Zone for you based on system health and available capacity. If you launch additional
instances, only specify an Availability Zone if your new instances must be close to, or separated from,
your running instances.

AWS Management Console

To specify an Availability Zone for your instance

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. On the dashboard, click Launch Instance.

3. Follow the directions for the wizard to launch the instance. On the Configure Instance Details page,
you can select one of the Availability Zone options from the list, or select No Preference to enable
us to select the best Availability Zone for you.

Command Line Interface

To specify an Availability Zone for your instance, use the - - avai | abi | i t y- zone option with the
ec2-run-instances command.

PROVPT> ec2-run-instances am _id --availability-zone zone

APl and Command Overview

The following table summarizes the available commands and corresponding API actions for regions and
Availability Zones.

Description Command and API Action

Describes the Availability Zones that are available | ec2- descri be-avai | abi | ity-zones
to you. Descri beAvai |l abi | i t yZones

Describes the regions that are available to you. ec2-descri be-regi ons
Descri beRegi ons
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Amazon EC2 Root Device Volume

When you launch an Amazon EC2 instance, the root device volume contains the image used to boot the
instance. When we introduced Amazon EC2, all AMIs were backed by Amazon EC2 instance store, which
means the root device for an instance launched from the AMI is an instance store volume created from
a template stored in Amazon S3. After we introduced Amazon EBS, we introduced AMls that are backed
by Amazon EBS. This means that the root device for an instance launched from the AMI is an Amazon
EBS volume created from an Amazon EBS snapshot. You can choose between AMIs based by Amazon
EC2 instance store and AMIs backed by Amazon EBS. We recommend that you use AMIs backed by
Amazon EBS, because they launch faster and use persistent storage.

Topics
¢ Root Device Storage Concepts (p. 12)
¢ Choosing an AMI by Root Device Type (p. 14)
¢ Displaying the Root Device Type of Your Instance (p. 14)
¢ Changing the Root Device Volume to Persist (p. 14)
¢ Root Device Storage Usage Scenarios (p. 15)

Root Device Storage Concepts

You can launch an instance from one of two types of AMIs: an Amazon EC2 instance store-backed AMI
or an Amazon EBS-backed AMI. The description of an AMI includes which type of AMI it is; you'll see the
root device referred to in some places as either ebs (for Amazon EBS-backed) ori nst ance st or e (for
Amazon EC2 instance store-backed). This is important because there are significant differences between
what you can do with each type of AMI. For more information about these differences, see Storage for
the Root Device (p. 45).

Instance Store-backed Instances

Instances that use instance stores for the root device automatically have instance store volumes available,
with one serving as the root device volume. When an instance is launched, the image that is used to boot
the instance is copied to the root volume (typically sdal). Any data on the instance store volumes persists
as long as the instance is running, but this data is deleted when the instance is terminated (instance
store-backed instances do not support the Stop action) or if it fails (such as if an underlying drive has
issues).

' ™
Amazon EC2 Instance

fdev/sdj
/dev/sdb

Block device mapping

Bucket
\ Instance store

Amazon S3

After an instance store-backed instance fails or terminates, it cannot be restored. If you plan to use
Amazon EC2 instance store-backed instances, we highly recommend that you distribute the data on your
instance stores across multiple Availability Zones. You should also back up the data on your instance
store volumes to persistent storage on a regular basis.
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For more information, see Amazon EC2 Instance Store (p. 508).
Amazon EBS-backed Instances

Instances that use Amazon EBS for the root device automatically have an Amazon EBS volume attached.
When you launch an Amazon EBS-backed instance, we create an Amazon EBS volume for each EBS
snapshot referenced by the AMI you use. You can optionally use other Amazon EBS volumes or instance
store volumes.

~
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& " 4 Root device volume
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Instance store RO
A /
Host Computer Amazon EBS Volumes

An Amazon EBS-backed instance can be stopped and later restarted without affecting data stored in the
attached volumes. There are various instance— and volume-related tasks you can do when an Amazon
EBS-backed instance is in a stopped state. For example, you can modify the properties of the instance,
you can change the size of your instance or update the kernel it is using, or you can attach your root
volume to a different running instance for debugging or any other purpose.

By default, the root device volume and the other Amazon EBS volumes attached when you launch an
Amazon EBS-backed instance are automatically deleted when the instance terminates. For information
about how to change this behavior when you launch an instance, see Changing the Root Device Volume
to Persist (p. 14).

By default, any Amazon EBS volumes that you attach to a running instance are detached with their data
intact when the instance terminates. You can attach a detached volume to any running instance.

If an Amazon EBS-backed instance fails, you can restore your session by following one of these methods:

¢ Stop and then start again.

¢ Automatically snapshot all relevant volumes and create a new AMI. For more information, see Creating
Amazon EBS-Backed Linux AMIs (p. 63).

* Attach the volume to the new instance by following these steps:
1. Create a snapshot of the root volume.

2. Register a new AMI using the snapshot.
3. Launch a new instance from the new AMI.
4. Detach the remaining Amazon EBS volumes from the old instance.

5. Reattach the Amazon EBS volumes to the new instance.

We recommend using either the first or the second method for failed instances with normal volume size
and the third method for failed instances with large volumes.
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Choosing an AMI by Root Device Type

The AMI that you specify when you launch your instance determines the type of root device volume that
your instance has.

To choose an EBS-backed AMI

1. Open the EC2 console.
2. In the navigation pane, click AMIs.

3. From the filter lists, select the image type (such as Public images), the operating system (such as
Amazon Linux), and EBS images.

4. (Optional) To get additional information to help you make your choice, click the Show/Hide Columns
icon, update the columns to display, and click Close.

5. Choose an AMI and write down its AMI ID.

To choose an instance store-backed AMI

1. Open the EC2 console.
2. In the navigation pane, click AMIs.

3. From the filter lists, select the image type (such as Public images), the operating system (such as
Amazon Linux), and Instance store images.

4. (Optional) To get additional information to help you make your choice, click the Show/Hide Columns
icon, update the columns to display, and click Close.

5. Choose an AMI and write down its AMI ID.

Displaying the Root Device Type of Your Instance

To display the root device type of an instance

1. Open the EC2 console.
2. Inthe navigation pane, click Instances, and select the instance.
3. Check the value of Root device type in the details pane as follows:

« If the value is ebs, this is an EBS-backed instance.
» |fthe value isi nst ance st or e, this is an instance store-backed instance.

Changing the Root Device Volume to Persist

By default, the root device volume for an AMI backed by Amazon EBS is deleted when the instance
terminates. To change the default behavior, set the Del et eOnTer mi nat i on flag tof al se in the instance's
block device mapping.

AWS Management Console

To change the root device volume to persist when you launch an instance

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. From the Amazon EC2 console dashboard, click Launch Instance.
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3. Onthe Choose an Amazon Machine Image (AMI) page, choose the AMI to use and click Select.

4. Follow the wizard to complete the Choose an Instance Type and Configure Instance Details
pages.

5. Onthe Add Storage page, deselect the Delete On Termination check box for the Root volume.

6. Complete the remaining wizard pages, and then click Launch.

You can verify the setting by viewing details for the root device volume on the instance's details pane in
the AWS Management Console. Next to Block devices, click the entry for the root device volume. By
default, Delete on termination is Tr ue. If you change the default behavior, Delete on termination is
Fal se.

Command Line Interface

Use the ec2- run-i nst ances command, and include a block device mapping that sets the
del et eOnTer mi nat i on flag for the root device to f al se. Include the - v option to run the command in
verbose mode.

PROWPT> ec2-run-instances am _id -b root_device_nane=::fal se ot her paranet
ers... -v

The root device is typically /dev/sdal, or xvda (for Windows). The following is an example.

PROWPT> ec2-run-instances am -1a2b3c4d -b /dev/sdal=::fal se other paraneters...
-V

If you're using the command line tools on a Windows system, you must put quotation marks around the
block device mapping value.

PROWPT> ec2-run-instances am -1a2b3c4d -b "xvda=::false" other paraneters...
-V

By running the command in verbose mode, you can see the underlying request and response, and confirm
that the del et eOnTer mi nati on value is set to f al se, as shown here.

<bl ockDevi ceMappi ng>
<itenp
<devi ceNane>/ dev/ sdal</ devi ceNane>
<ebs>
<del et eOnTer m nat i on>f al se</ del et eOnTer m nati on>
</ ebs>
</itenr
</ bl ockDevi ceMappi ng>

For more information, see ec2-run-instances.

Root Device Storage Usage Scenarios

You can implement EBS-backed AMIs by creating a set of snapshots and registering an AMI that uses
those snapshots. The AMI publisher controls the default size of the root device through the size of the
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shapshot. The default size can be increased up to 1TiB to accommodate the requirements of the application
either at the time you register the EBS-backed AMI or while you launch the EBS-backed instance.

You cannot decrease the size of your root device to less than the size of the AMI. To decrease the size
of your root device, create your own AMI with the desired size for the root device and then launch an
instance from that AMI.

To launch an EBS-backed instance with increased root device storage disk size

1. Select an EBS-backed AMI to launch your instance from.
Check the root device size and note the AMI ID.

3. Using the command line interface, launch the instance by specifying the AMI ID and the mapping of
the root device with the increased size.

4, Connect to the instance.

5. Check the size of the root device on the instance. The increased size of the root device is not apparent
yet. This is because the file system does not recognize the increased size on the root device.

6. Resize the file system.
7. Check the size of the root device.
8. The root device of the newly launched instance now shows the increased size.

To increase the size of the root device for a running EBS-backed instance

1. Getthe ID of the Amazon EBS volume and the Availability Zone of a running instance for which you
want to increase the root storage size.

Stop the instance.

Detach the original volume from the instance.

Create a snapshot of the detached volume.

Create a new volume from the snapshot by specifying a larger size.

Attach the new volume to the stopped instance.

Start the instance and get the new IP address/hostname.

Connect to the instance using the new IP address/hostname.

Resize the root file system to the extent of the new Amazon EBS volume.

10. Check the size of the root device. The root device now shows the increased size.
11. (Optional) Delete the old Amazon EBS volume, if you no longer need it.

© o N Ok WD

The following are the tasks for creating a snapshot of the root device of an instance store-backed instance.
The snapshot is created using an Amazon EBS volume. You can use this snapshot to create a new
EBS-backed AMI or to launch another instance.

To create a snapshot of the root device of an instance store-backed instance

1. Launch an instance from an instance store-backed AMI.
Create a 10GiB Amazon EBS volume in the same Availability Zone as that of your newly launched
instance.

Note

Use this volume to create a snapshot of the root partition of an instance store-backed AMI.
The resulting snapshot is the same size as the root partition; the maximum size of the root
partition in an instance store-backed AMI is 10GiB.

3. Attach the volume to the running instance using either the AWS Management Console or the command
line tools.

4. Format the volume with a file system.
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[Linux] Create a directory and then mount the volume on the newly-created directory.
Copy the data on the root storage device to the newly-attached volume.

Unmount and detach the volume from the instance.

Create a snapshot of the volume.

© No o

Instance store-backed AMIs are limited to 10GiB storage for the root device. If you require additional
storage on your root device, you must first convert the instance store-backed AMI to an EBS-backed AMI
and then launch an EBS-backed instance with increased root storage.

Note
This conversion procedure works with a Linux AMI, but step 6 fails with a Windows AMI.

To convert an instance store-backed AMI to an EBS-backed AMI (Linux only)

1. Launch an instance from an instance store-backed AMI.

Create a 10GiB Amazon EBS volume in the same Availability Zone as that of your newly-launched
instance.

Use this volume to create a snapshot of the root partition of the instance store-backed AMI. The
resulting snapshot is the same size as the root partition; the maximum size of the root partition in an
instance store-backed AMI is 10GiB.

3. Attach the volume to the running instance using either the AWS Management Console or the command
line interface.

Format the volume with a file system.

Create a directory and then mount the volume on the newly-created directory.
Copy the data on the root storage device to the newly-attached volume.
Unmount and detach the volume from the instance.

Create a snapshot of the volume.

© N TR

Register the snapshot of the volume as an AMI.
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Get Set Up for Amazon EC2

Before you use Amazon EC2 for the first time, complete the following tasks:

1. Sign Up for AWS (p. 18)
2. Create a Key Pair (p. 18)
3. Create a Security Group (p. 20)

Note that if you plan to launch instances in multiple regions, you'll need to create a key pair and a security
group in each region. For more information about regions, see Regions and Availability Zones (p. 7).

Sign Up for AWS

When you sign up for Amazon Web Services (AWS), your AWS account is automatically signed up for
all services in AWS, including Amazon EC2. You are charged only for the services that you use.

With Amazon EC2, you pay only for what you use. If you are a new AWS customer, you can get started
with Amazon EC2 for free. For more information, see AWS Free Usage Tier.

If you have an AWS account already, skip to the next task. If you don't have an AWS account, use the
following procedure to create one.

To create an AWS account

1. Go to http://aws.amazon.com, and then click Sign Up.
2. Follow the on-screen instructions.

Part of the sign-up procedure involves receiving a phone call and entering a PIN using the phone
keypad.

Create a Key Pair

AWS uses public-key cryptography to secure the login information for your instance. A Linux instance
has no password; you use a key pair to log in to your instance securely. You specify the name of the key
pair when you launch your instance, then provide the private key when you log in.
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If you haven't created a key pair already, you can create one using the Amazon EC2 console.

To create a key pair

1.
2.

Open the Amazon EC2 console.

From the navigation bar, select a region for the key pair. You can select any region that's available
to you, regardless of your location. This choice is important because some Amazon EC2 resources
can be shared between regions, but key pairs can't. For example, if you create a key pair in the US
West (Oregon) Region, you can't see or use the key pair in another region.

M. Virginia ~

US East (N. Virginia)
S West (Cregon)

LS West (M. California)
EU (Ireland)

Asia Pacific (Singapore)
Asia Pacific (Tokyo)
Asia Pacific (Sydney)

South America (S&o0 Paulo)

Click Key Pairs in the navigation pane.

Click Create Key Pair.

Enter a name for the new key pair in the Key pair name field of the Create Key Pair dialog box, and
then click Create. Choose a name that is easy for you to remember, such as your user name, followed
by - key- pai r, plus the region name. For example, your_user_name-key-pair-region_name.

The private key file is automatically downloaded by your browser. The base file name is the name
you specified as the name of your key pair, and the file name extension is . pem Save the private
key file in a safe place.

Important

This is the only chance for you to save the private key file. You'll need to provide the name
of your key pair when you launch an instance and the corresponding private key each time
you connect to the instance.

If you will use an SSH client on a Linux computer to connect to your Linux instance, use the following
command to set the permissions of your private key file so that only you can read it.

$ chnmod 400 your _user_nane- key- pai r-regi on_nane. pem

For more information, see Amazon EC2 Key Pairs (p. 385).

If you'll connect to your Linux instance from a computer running Linux, you'll specify the . pemfile to your
SSH client. If you'll connect to your Linux instance from a computer running Windows, you can use either
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MindTerm or PUTTY. If you plan to use PuTTY, you'll need to install it and use the following procedure
to convert the . pemfile to a . ppk file.

(Optional) To prepare to connect to a Linux instance from Windows using PuTTY

1.

Download and install PUTTY from http://www.chiark.greenend.org.uk/~sgtatham/putty/. Be sure to
install the entire suite.

Start PuTTYgen (for example, from the Start menu, click All Programs > PuTTY > PuTTYgen).
Under Type of key to generate, select SSH-2 RSA.

Parameters

Type of key to generate:
) S5H-1 (RSA) @ S5H-2 RSA ) 55H-2 DSA

Number of bits in a generated key: 1024

Click Load. By default, PuTTYgen displays only files with the extension . ppk. To locate your . pem
file, select the option to display files of all types.

File name: - [Pu'I'I'Y Private Key Files (*.ppk) ']

PuTTY Private Ki Files (*.iik)

Select the private key file that you created in the previous procedure and click Open. Click OK to
dismiss the confirmation dialog box.

Click Save private key. PuTTYgen displays a warning about saving the key without a passphrase.
Click Yes.

Specify the same name for the key that you used for the key pair (for example,
your_user_name-key-pair-region_name). PUTTY automatically adds the . ppk file extension.

Create a Security Group

Security groups act as a firewall for associated instances, controlling both inbound and outbound traffic
at the instance level. You must add rules to a security group that enable you to connect to your instance
from your IP address using SSH. You can also add rules that allow inbound and outbound HTTP and
HTTPS access from anywhere.

Tip

You'll need the public IP address of your local computer, which you can get using a service. For
example, we provide the following service: http://checkip.amazonaws.com/. To locate another
service that provides your IP address, use the search phrase "what is my IP address." If you are
connecting through an Internet service provider (ISP) or from behind a firewall without a static
IP address, you need to find out the range of IP addresses used by client computers.

To create a security group with least privilege

P onNPE

o

Open the Amazon EC2 console.
Click Security Groups in the navigation pane.
Click Create Security Group.

Specify your_user_name_SG_region_name as the name of the security group, and provide a
description. Click Yes, Create.

Select the security group that you just created.
On the Inbound tab, create the following rules, and then click Apply Rule Changes:
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¢ Select HTTP from the Create a new rule list, make sure that Source is 0. 0. 0. 0/ 0, and then click
Add Rule.

* Select HTTPS from the Create a new rule list, make sure that Source is 0. 0. 0. 0/ 0, and then
click Add Rule.

¢ Select SSHfrom the Create a new rule list. In the Source box, specify the public IP address of
your computer or network in CIDR notation, and then click Add Rule. To specify an individual IP
address in CIDR notation, add the prefix / 32. For example, if your IP address is 203. 0. 113. 25,
specify 203. 0. 113. 25/ 32. If your company allocates addresses from a range, specify the entire
range, such as 203. 0. 113. 0/ 24.

Caution
For security reasons, we don't recommend that you allow SSH access from all IP addresses
(0. 0. 0. 0/ 0) to your instance, except for testing purposes and only for a short time.

For more information, see Amazon EC2 Security Groups (p. 392).
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Getting Started with Amazon EC2
Linux Instances

Let's get started with Amazon Elastic Compute Cloud (Amazon EC2) by launching, connecting to, and
using a Linux instance. We'll use the AWS Management Console, a point-and-click web-based interface,
to complete the example architecture shown in the following diagram:

My e -

N

—s

Interme|

 Oe

Instance
Security Group

— —
Root  Volume
Amazon EBS

——=] Private key

The instance is an Amazon EBS-backed instance (meaning that the root volume is an Amazon EBS
volume). We'll also create and attach an additional Amazon EBS volume. You can either specify the
Availability Zone in which your instance runs, or let us select an Availability Zone for you. When you
launch your instance, you secure it by specifying a key pair and security group. (This exercise assumes
that you created a key pair and a security group when getting set up; see Get Set Up for Amazon EC2.)
When you connect to your instance, you must specify the private key of the key pair that you specified
when launching your instance.

To complete this exercise, perform the following tasks:

1. Launch an Amazon EC2 Instance (p. 23)
2. Connect to Your Instance (p. 24)

3. Add a Volume to Your Instance (p. 27)

4. Clean Up Your Instance and Volume (p. 29)
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Related Topics

If you'd prefer to launch and connect to a Windows instance, see this tutorial: Getting Started with Amazon
EC2 Windows Instances.

For tutorials that show you how to use additional AWS products and services with Amazon EC2, see
Getting Started with AWS.

Launch an Amazon EC2 Instance

You can launch a Linux instance using the AWS Management Console as described in this topic. Before
you begin, be sure that you've completed the steps in Get Set Up for Amazon EC2.

Note
If you'd prefer to launch a Windows instance, see Getting Started with Amazon EC2 Windows
Instances.

Important

When you sign up for AWS, you can get started with Amazon EC2 for free using the AWS Free
Usage Tier. If you created your AWS account less than 12 months ago, and have not already
exceeded the Free Usage Tier benefits for Amazon EC2 and Amazon EBS, it will not cost you
anything to complete this tutorial, because we help you select options that are within the Free
Usage Tier benefits. Otherwise, you'll incur the standard Amazon EC2 usage fees from the time
that you launch the instance until you terminate the instance (which is the final task of this tutorial),
even if it remains idle. The total charges to complete this tutorial outside the Free Usage Tier
are minimal (typically only a few dollars).

To launch an instance

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. From the console dashboard, click Launch Instance.

3. The Select an Amazon Machine Image (AMI) page displays a list of basic configurations called
Amazon Machine Images (AMIs) that serve as templates for your instance. Select the 64-bit Amazon
Linux AMI. Notice that this configuration is marked "Free tier eligible."

4. On the Select an Instance Type page, you can select the hardware configuration of your instance.
The t1.micro instance is selected by default. Click Review and Launch to let the wizard complete
other configuration settings for you, so you can get started quickly.

5. Onthe Review Instance Launch page, you can review the settings for your instance.

Under Security Groups, you'll see that the wizard created and selected a security group for you.
Instead, select the security group that you created when getting set up using the following steps:

a. Click Edit security groups.

b. Onthe Configure Security Group page, ensure the Select an existing security group option
is selected.

c. Selectyour security group from the list of existing security groups, and click Review and Launch.

6. Onthe Review Instance Launch page, click Launch.

7. Inthe Select an existing key pair or create a new key pair dialog box, select Choose an existing
key pair, then select the key pair you created when getting set up.

Alternatively, you can create a new key pair. Select Create a new key pair, enter a name for the
key pair, and then click Download Key Pair. This is the only chance for you to save the private key
file, so be sure to download it. Save the private key file in a safe place. You'll need to provide the
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name of your key pair when you launch an instance and the corresponding private key each time
you connect to the instance.

A key pair enables you to connect to a Linux instance through SSH. Therefore, don't select the
Proceed without a key pair option. If you launch your instance without a key pair, then you can't
connect to it.

When you are ready, select the acknowledgment check box, and then click Launch Instances.

8. A confirmation page lets you know that your instance is launching. Click View Instances to close
the confirmation page and return to the console.

9. Onthe Instances screen, you can view the status of your instance. It takes a short time for an
instance to launch. When you launch an instance, its initial state is pendi ng. After the instance
starts, its state changes to r unni ng, and it receives a public DNS name. (If the Public DNS column
is hidden, click the Show/Hide icon and select Public DNS.)

Next Step

Now that you've launched your instance, you can connect to it and use it. For more information, see
Connect to Your Instance (p. 24).

Connect to Your Instance

After you launch your instance, you can connect to it and use it the way that you'd use a computer sitting
in front of you.

If you receive an error while attempting to connect to your instance, see Troubleshooting Connecting to
Your Instance.

Before you try to connect to your instance, be sure that you've completed the following tasks:

¢ Get the public DNS name of the instance
You can get the public DNS for your instance using the Amazon EC2 console (check the Public DNS
column; if this column is hidden, click the Show/Hide icon and select Public DNS). If you prefer, you
can use the ec2-describe-instances command.

¢ Locate the private key
You'll need the fully-qualified path of the . pemfile for the key pair that you specified when you launched
the instance.

¢ Enable inbound SSH traffic from your IP address to your instance
Ensure that the security group associated with your instance allows incoming SSH traffic from your IP
address. For more information, see Authorizing Network Access to Your Instances.

There are several ways to connect to a Linux instance. Choose the method that meets your needs:

e Option 1: Connect Using Your Browser (p. 25)
e Option 2: Connect from Windows Using PuTTY (p. 25)
e Option 3: Connect from Linux Using an SSH Client (p. 27)

Next Step
After you've successfully launched and connected to your instance, you can do any of the following:

« Continue to the next step in this tutorial, Add a Volume to Your Instance (p. 27).
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¢ Continue using this instance with a different tutorial, such as Installing a LAMP Web Server or Hosting
a WordPress Blog.

« Skip to the last step in this tutorial, Clean Up Your Instance and Volume (p. 29), to terminate the instance
so that you don't continue to incur charges.

Option 1: Connect Using Your Browser

You must have Java installed and enabled in the browser. If you don't have Java already, you can contact
your system administrator to get it installed, or follow the steps outlined in the following pages: Install
Java and Enable Java in your web browser.

To connect to your Linux instance using a web browser

From the Amazon EC2 console, click Instances in the navigation pane.
Select the instance, and then click Connect.
Click A Java SSH client directly from my browser (Java required) .

Amazon EC2 automatically detects the public DNS name of your instance and populates Public
DNS for you. It also detects the key pair that you specified when you launched the instance. Complete
the following, and then click Launch SSH Client.

PowodNE

a. InUser name, enter ec2- user.
Tip
For Amazon Linux, the user name is ec2- user . For RHELD5, the user name is often
r oot but might be ec2- user . For an Ubuntu, AMI the user name is ubunt u. Otherwise,
check with your AMI provider.
In Private key path, enter the fully qualified path to your private key (. penj file.

c. Click Store in browser cache to store the location of the private key in your browser cache.
This enables Amazon EC2 to detect the location of the private key in subsequent browser
sessions, until you clear your browser's cache.

When prompted to add the host to your set of known hosts, click No.
If necessary, click Yes to trust the certificate.

Click Run to run the MindTerm client.

If you accept the license agreement, click Accept.

If this is your first time running MindTerm, a series of dialog boxes asks you to confirm setup for your
home directory and other settings. Confirm these settings. A window opens and you are connected
to your instance.

© o N o

Option 2: Connect from Windows Using PuTTY

PuUTTY doesn't use . pemfiles, it uses . ppk files. If you haven't already generated a . ppk file, do so now.
For more information, see To prepare to connect to a Linux instance from Windows using PuTTY.

To connect to your Linux instance using PuTTY

1. Start PuTTY (from the Start menu, click All Programs > PuTTY > PuTTY).
2. Inthe Category pane, select Session and complete the following fields:

a. Inthe Host Name box, enter ec2-user@public_dns_name.
b. Under Connection type, select SSH.
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c. Ensure that Port is 22.

-
@ PuTTY Configuration @Iﬂ
Category:
[=E Sgssion Basic options for your PuTTY session
[ Logging Specify the destination you want to connect to
(=) Terminal ® B
- Keyboard Host Mame (or IP address) Port
. Bell ec2user@ec2-198.51.100.1 compute-1. 22
- Features Connection type:
| = Window T Raw () Telnet ) Rlogin @ SSH () Senal
ﬁppea@nce Load, save or delete a stored session
- Behaviour
.. Tranelation Saved Sessions
- Selection
 Clours
& Corrmttion
.. Data Save
e
- Teet [ Dele |
- Rlogin
- SSH
 Serial Close window on exit:
() Mways () Never @) Only on clean exit
L
Cos [0 ] .

In the Category pane, expand Connection, expand SSH, and then select Auth. Complete the

following:

a. Click Browse.

b. Select the . ppk file that you generated for your key pair, and then click Open.

c. Click Open to start the PUuTTY session.

@ PuTTY Configuration @
Category:

=1- Terminal - Options controlling S5H authentication
. Keyboard
.. Bell o |:| Bypass authentication entirely (SSH-2 only)
... Features Display pre-authentication banner (S5H-2 only)

—]-- \' if

- Window Authentication methods
- Appearance
. Behaviour Atempt authentication using Pageant
.. Translation [C] Attempt TIS or CryptoCard auth (S5H-1)
- Selection Atempt "keyboard-nteractive” auth (S5H-2)
. Col L

B Connn:;if: = Authentication parameters
.. Data [C] Mlow agent forwarding
- Prongy [T] Miow attempted changes of usemame in S5H-2
- Telnet Private key file for authentication:
- Rlogin C\Keys \my-key-pair ppk

=-55H
q [
[ About ] [ Help ] [ Open ] [ Cancel ]

If this is the first time you have connected to this instance, PUTTY displays a security alert dialog
box that asks whether you trust the host you are connecting to. Click Yes. A window opens and you
are connected to your instance.
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Option 3: Connect from Linux Using an SSH Client

Your Linux computer most likely includes an SSH client by default. You can check for an SSH client by
typing ssh at the command line. If your computer doesn't recognize the command, the OpenSSH project
provides a free implementation of the full suite of SSH tools. For more information, see
http://www.openssh.org.

Open your command shell and run the following command:

ssh -i /path/key_pair.pem ec2-user @ublic_dns_nane

Tip

For Amazon Linux, the user name is ec2- user . For RHELD5, the user name is often r oot but
might be ec2- user . For an Ubuntu, AMI the user name is ubunt u. Otherwise, check with your
AMI provider.

Add aVolume to Your Instance

Now that you've launched and connected to your Linux instance, you can run the following command on
your instance to view its mounted volumes.

$ df -h

For a micro instance, your output should look something like this.

Fil esystem Si ze Used Avail Use% Mounted on
/ dev/ xvdal 8.0G6 1.1G 6.9G 14%/
tnpfs 298M 0 298M 0%/ dev/shm

The / dev/ xvdal volume is the root device volume. It contains the image used to boot the instance.
Notice that there's some room to install additional software on your instance. For example, you can use
the yum command to download and install packages.

If you need additional storage for your data, a simple solution is to add Amazon EBS volumes to your
instance. An Amazon EBS volume serves as network-attached storage for your instance. Let's add a
volume to the Linux instance that you've launched. First we'll use the EC2 console to create the volume
and attach it to the instance, and then we'll mount the volume to make it available.

To create and attach an Amazon EBS volume

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. Inthe navigation bar, select the region in which you created your instance, and then click Instances
in the navigation pane.

The console displays the list of current instances in that region. Select your Linux instance. In the
Description tab in the bottom pane note the Availability Zone for the instance.

3. Inthe navigation pane, under Elastic Block Store, click Snapshots. Select Public Snapshots from
the Viewing list. Select a snapshot from the list and note its snapshot ID. The Free Usage Tier
provides up to 30 GB of Amazon Elastic Block Storage; therefore, to avoid being charged for this
tutorial, choose a snapshot that is smaller than 30 GB.

Note that this tutorial assumes that you create the volume using a snapshot as described in this step.
If you create an empty volume instead, we'll ask you to perform an additional step in the next
procedure.
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Click Create Volume.

The Create Volume dialog box is preconfigured with the snapshot ID and volume size of the snapshot
you selected. Configure the following, and then click Yes, Create:

¢ Select the St andar d volume type to create a standard EBS volume.

« Select the same Availability Zone that you used when you created your instance. Otherwise, you
can't attach the volume to your instance.

In the navigation pane, under Elastic Block Store, click Volumes. Notice that your newly created
volume appears there and the state of the volume is avai | abl e, so it's ready to be attached to an
instance.

Right-click the newly created volume and select Attach Volume.

In the Attach Volume dialog box, configure the following, and then click Yes, Attach:

¢ Select your Linux instance from the list.

» Specify an unused device name for that instance. We'll use / dev/ sdf in this tutorial. If you select
a different device name, be sure to note it as you'll need this information in the next procedure.

You'll notice that in the Details pane for your volume, the state of the volume is i n- use, and the volume
is attached to your instance with the device name / dev/ sdf . However, if you return to your instance and
run the df -h command again, you won't see the volume yet. That's because we need to mount the volume
to make it available.

To make a volume available

1.

To mount the volume as / mt / ny- dat a, run the following commands.

$ sudo nkdir /mt/nmy-data
$ sudo nmount /dev/sdf /mmt/ny-data

If you attached the volume using a device name other than / dev/ sdf , be sure to specify that device
name. Otherwise, you might receive the following error when you run this mount command: "mount:
you must specify the filesystem type".

Note that if you created an empty volume instead of creating a volume from a snapshot in the previous
procedure, you'll need to format the volume using mkfs before you can mount it. Do not use mkfs
if you created the volume from a snapshot, as this will delete the public data set. For more information,
see Making the Volume Available on Linux.

Now when you run the df -h command, you'll see output like the following.

Fi |l esystem Si ze Used Avail Use% Mounted on

/ dev/ xvdal 8.6G 1.2G 7.4G 14%/

tnpfs 313M 0 313M 0%/ dev/shm

/ dev/ xvdf 5.0 4.3G 442M 91%/mt/ ny-data

To view the contents of the new volume, run the following command.

$1s /mt/ny-data
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At this point, you have completed the example architecture for this tutorial. You can continue to customize
and use your instance for as long as you wish.

Important

Remember, if you launched an instance in the Free Usage Tier, there are no charges. Otherwise,
as soon as your instance starts to boot, you're billed for each hour or partial hour that you keep
the instance running, even if the instance is idle. You'll stop incurring charges for a regular
instance as soon as the instance status changes to shutti ng down ort er m nat ed.

When you're finished with your instance, don't forget to clean up any resources you've used and terminate
the instance, as shown in the next step, Clean Up Your Instance and Volume (p. 29).

Clean Up Your Instance and Volume

After you've finished with the instance and the Amazon EBS volume that you created for this tutorial, you
should clean up. First, terminate the instance, which detaches the volume from the instance, and then
delete the volume.

Terminating an instance effectively deletes it because you can't reconnect to an instance after you've
terminated it. This differs from stopping the instance; when you stop an instance, it is shut down and you
are not billed for hourly usage or data transfer (but you are billed for any Amazon EBS volume storage).
Also, you can restart a stopped instance at any time. For more information about the differences between
stopping and terminating an instance, see Stopping Instances.

To terminate the instance

1. Locate your instance in the list of instances on the Instances page. If you can't find your instance,
verify that you have selected the correct region.

2. Right-click the instance, and then click Terminate.
3. Click Yes, Terminate when prompted for confirmation.

EBS volumes can persist even after your instance is terminated. If you created and attached an EBS
volume in the previous step, it was detached when you terminated the instance. However, you must
delete the volume, or you'll be charged for volume storage if the storage amount exceeds the limit of the
Free Usage Tier. After you delete a volume, its data is gone and the volume can't be attached to any
instance.

To delete the volume

1. Locate the volume that you created in the list of volumes on the Volumes page. If you can't find your
volume, verify that you have selected the correct region.

2. Right-click the volume, and then click Delete.

3. Click Yes, Delete when prompted for confirmation.
Amazon EC2 begins deleting the volume.
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Tutorial: Installing a LAMP Web
Server

The following procedures help you install the Apache web server with PHP and MySQL support on your
Amazon EC2 instance (sometimes called a LAMP web server or LAMP stack). You can use this server
to host a static website or deploy a dynamic PHP application that reads and writes information to a
database. These instructions are intended for use with the Amazon Linux AMI, but the commands and
file locations are similar for Red Hat and CentOS AMIs. For more information about other distributions,
see their specific documentation.

Prerequisites

This tutorial assumes that you have already launched an instance with a public DNS name that is reachable
from the Internet. For more information, see Launch an Amazon EC2 Instance (p. 23). You must also
have configured your security group to allow SSH (port 22), HTTP (port 80), and HTTPS (port 443)
connections. For more information about these prerequisites, see Get Set Up for Amazon EC2 (p. 18).

To install and start the LAMP web server

1. Connect to your instance (p. 24).

2. To ensure that all of your software packages are up to date, perform a quick software update on your
instance. This process may take a few minutes, but it is important to make sure you have the latest
security updates and bug fixes.

Note
The -y option installs the updates without asking for confirmation. If you would like to
examine the updates before installing, you can omit this option.

[ec2-user ~]$ sudo yum update -y

3. Now that your instance is current, you can install the Apache web server, MySQL, and PHP software
packages. Use the yum groupinstall command to install multiple software packages and all related
dependencies at the same time.

[ec2-user ~]$ sudo yum groupinstall -y "Web Server" "M/SQ. Database" "PHP
Support"”
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Note

Non-Amazon Linux AMIs may have subtle differences in their group names. If the above
command fails because of an invalid group name, use the yum grouplist command and
scan the output for similar groups, such as "MySQ. Dat abase server "instead of "My SQL
Dat abase", and use the appropriate group name for your distribution.

Install the php- nysqgl package.

[ec2-user ~]$ sudo yuminstall -y php-nysql

Start the Apache web server.

[ec2-user ~]$ sudo service httpd start
Starting httpd: [ &K ]

Use the chkconfig command to configure the Apache web server to start at each system boot.

[ec2-user ~]$ sudo chkconfig httpd on

Tip
The chkconfig command does not provide any confirmation message when you successfully
enable a service. You can verify that httpd is on by running the following command.

[ec2-user ~]$ chkconfig --list httpd
htt pd 0: of f 1: of f 2:0n 3:0n 4:0n 5:0n 6: of f

Here, httpd is on in runlevels 2, 3, 4, and 5 (which is what you want to see).

Test your web server. In a web browser, enter the public DNS address (or the public IP address) of
your instance; you should see the Apache test page. You can get the public DNS for your instance
using the Amazon EC2 console (check the Public DNS column; if this column is hidden, click the
Show/Hide icon and select Public DNS).
Tip
If you are unable to see the Apache test page, check that the security group you are using
contains a rule to allow HTTP (port 80) traffic. For information about adding an HTTP rule to
your security group, see Adding Rules to a Security Group (p. 396).

Important

If you are not using an Amazon Linux AMI, you may also need to configure the firewall on
your instance to allow these connections. For more information about how to configure the
firewall, see the documentation for your specific distribution.

APl Version 2013-10-01
31



Amazon Elastic Compute Cloud User Guide

This page is used to test the proper operation of the Apache HTTP server after it has been installed. If
you can read this page, it means that the Apache HTTP server installed at this site is working properly.

If you are a member of the general
public:

The fact that you are seeing this page indicates
that the website you just visited is either
experiencing problems, or is undergoing routine
maintenance.

If you would like to let the administrators of this
website know that you've seen this page instead
of the page you expected, you should send
them e-mail. In general, mail sent to the name
"webmaster" and directed to the website's
domain should reach the appropriate person.

For example, if you experienced problems while
visiting www.example.com, you should send
e-mail to "webmaster@example.com".

If you are the website administrator:

You may now add content to the directory
Jvar/www/html/. Note that until you do so,
people visiting your website will see this page,
and not your content. To prevent this page from
ever being used, follow the instructions in the
file fetc/httpd/conf.d/welcome.cont.

You are free to use the image below on web
sites powered by the Apache HTTP Server:

wered by 2.2
APACH E

Note

This test page only appears when there is no content in / var / ww/ ht ml . When you add
content to the document root, your content appears at the public DNS address of your

instance instead of this test page.

Apache httpd serves files that are kept in a directory called the Apache document root. The Amazon

Linux AMI Apache document root is / var / www/ ht ml , which is owned by r oot by default.

[ ec2-user
total 16
dr wxr - Xr - X
dr wxr - Xr - X
dr wxr - Xr - X
dr wxr - Xr - X

12 01: 00 cgi-bin

~1$ Is -1 /var/ww

2 root root 4096 Jul

3 root root 4096 Aug 7 00:02 error
2 root root 4096 Jan 6 2012 htni
3 root root 4096 Aug 7 00:02 icons

To allow ec2- user to manipulate files in this directory, you need to modify the ownership and permissions
of the directory. There are many ways to accomplish this task; in this tutorial, you add a www group to
your instance, and you give that group ownership of the / var / wwv directory and add write permissions
for the group. Any members of that group will then be able to add, delete, and modify files for the web

server.

To set file permissions

1. Add the www group to your instance.

[ec2-user ~]$ sudo groupadd www

2. Add your user (in this case, ec2- user) to the www group.

[ec2-user ~]$ sudo usernpd -a -G www ec2- user

APl Version 2013-10-01

32




Amazon Elastic Compute Cloud User Guide

Important
You need to log out and log back in to pick up the new group. You can use the exit command,
or close the terminal window.

3. Log out and then log back in again and verify your membership in the www group.

a. Log out.

[ec2-user ~]$ exit

b. Reconnect to your instance and then run the following command to verify your membership in
the wwv group.

[ec2-user ~]$ groups
ec2-user wheel ww

4. Change the group ownership of / var / www and its contents to the www group.

[ec2-user ~]$ sudo chown -R root:ww /var/ww

5. Change the directory permissions of / var / wwvand its subdirectories to add group write permissions
and to set the group ID on future subdirectories.

[ec2-user ~]$ sudo chnod 2775 /var/ww
[ec2-user ~]$ find /var/ww -type d -exec sudo chnod 2775 {} +

6. Recursively change the file permissions of / var / www and its subdirectories to add group write
permissions.

[ec2-user ~]$ find /var/ww -type f -exec sudo chnod 0664 {} +

Now ec2_user (and any future members of the www group) can add, delete, and edit files in the Apache
document root. Now you are ready to add content, such as a static website or a PHP application.

To test your LAMP web server

If your server is installed and running, and your file permissions are set correctly, your ec2- user account
should be able to create a simple PHP file in the / var / www/ ht i directory that will be available from
the Internet.

1. Create a simple PHP file in the Apache document root.

[ec2-user ~]$ echo "<?php phpinfo(); ?>" > [var/ww/ htm /phpinfo.php

Tip

If you get a "Per mi ssi on deni ed" error when trying to run this command, try logging out
and logging back in again to pick up the proper group permissions that you configured in
To set file permissions (p. 32).
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2. In aweb browser, enter the URL of the file you just created. This URL is the public DNS address of
your instance followed by a forward slash and the filename. For example:

http://ny.public.dns.amazonaws. conf phpi nf o. php

You should see the PHP information page.

PHP Version 5.3.27

System Linux ip-172-31-3-156 3.4.43-43.43.amzn1.x86_64 #1 SMP Mon May 6 18:04:41 UTC 2013
¥B6_64

Build Date Jul 12 2013 22:04:56

Configure *Iconfigure’ ‘—build=x86_G4-redhat-linux-gnu’ ‘—host=x86_&4-redhat-linux-gnu’

Command ‘—target=x86_G4-amazon-linux-gnu’ ‘—program-prefix=""—prefix=/usr "—exec-prefix=lusr

‘—pindir=fusr/bin’ —sbindir=/usr/sbin’ ‘—sysconfdir=/etc’ ‘—datadir=lusr/share’
‘—includedir=/usrfinclude’ —libdir=/usrlibG4" —libexecdir=/usrlibexec’ —localstatedir=far
‘—sharedstatedir=har/lib’ ‘—mandir=/usr/share/man’ —infodir=/usr/sharefinfo’ —cache-
file=_./config.cache’ ‘—with-libdir=lib64" "—with-config-file-path=/etc’ "—with-config-file-scan-
dir=letc/php.d "—disable-debug' "—with-pic' ‘—disable-rpath’ '—without-pear "—with-bz2" "—with-
exec-dir=fusr/bin’ —with-freetype-dir=fusr —with-png-dir=lusr "—with-xpm-dir=/usr "—enable-
gd-native-tif —with-t1lib=lusr ‘—without-gdbm’ ‘—with-gettext’ "—with-gmp' —with-iconv' ‘—with-
jpeg-dir=fusr —with-openssl —with-pcre-regex=fusr —with-zlib" ‘—with-layout=GHL"
‘—enable-exif ‘—enable-fip’ ‘—enable-magic-quotes’ —enable-sockets' —with-kerberos’
‘—enable-ucd-snmp-hack’ —enable-shmop’ "—enable-calendar —without-sglite’ ‘—with-
i I-dir=fugr' —enable-xml' —with-system-{zdata’ —with-mhash’ ‘—with-agxs2=lus
. ; | ,

3. Delete the phpi nf 0. php file. Although this can be very useful information to you, it should not be
broadcast to the Internet for security reasons.

[ec2-user ~]$ rm/var/ww/ ht m / phpi nfo. php

To secure the MySQL server

The default installation of the MySQL server has several features that are great for testing and development,
but they should be disabled or removed for production servers. The mysql_secure_installation command
walks you through the process of setting a root password and removing the insecure features from your
installation. Even if you are not planning on using the MySQL server, performing this procedure is a good
idea.

1. Startthe MySQL server so that you can run mysql_secure_installation.

[ec2-user ~]$ sudo service nysqgld start

Initializing MyYSQL database: Installing MySQ. systemtables...
(0 1¢

Filling help tables...

(0 1¢

To start nysqld at boot time you have to copy
support-files/mysqgl.server to the right place for your system

PLEASE REMEMBER TO SET A PASSWORD FOR THE MySQL root USER !

Starting nysql d: [ XK ]
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2. Run mysql_secure_installation.

[ec2-user ~]$ sudo nysql _secure_installation

a. When prompted, enter a password for the r oot account.

i.  Enter the current r oot password. By default, the r oot account does not have a password
set, so press Enter.

ii. TypeY to seta password, and enter a secure password twice. For more information about
creating a secure password, go to http://www.pctools.com/guides/password/. Make sure to
store this password in a safe place.

Type Y to remove the anonymous user accounts.

Type Y to disable remote r oot login.

Type Y to remove the test database.

Type Y to reload the privilege tables and save your changes.

© 2 0 T

3. (Optional) Stop the MySQL server if you do not plan to use it right away. You can restart the server
when you need it again.

[ec2-user ~]$ sudo service nysqld stop
St oppi ng nysql d: [ &K ]

You should now have a fully functional LAMP web server. If you add content to the Apache document
root at / var / ww/ ht ml , you should be able to view that content at the public DNS address for your
instance.

Related Topics

For more information on transferring files to your instance or installing a WordPress blog on your web
server, see the following topics:

« Transferring Files to Your Instance with WinSCP (p. 278)
¢ Transferring Files to Linux/UNIX Instances from Linux/UNIX with SCP (p. 280)
¢ Tutorial: Hosting a WordPress Blog with Amazon EC2 (p. 36)

For more information about the Apache web server, go to http://httpd.apache.org/. For more information
about the MySQL database server, go to http://www.mysgl.com/. For more information about the PHP
programming language, go to http://php.net/.
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Tutorial: Hosting aWordPress Blog
with Amazon EC2

The following procedures will help you install, configure, and secure a WordPress blog on your Amazon
EC2 instance. This tutorial is intended for use with the Amazon Linux AMI, but the commands and file
locations are similar for Red Hat and CentOS AMIs. For more information about other distributions, see
their specific documentation.

This tutorial is a good introduction to using Amazon EC2 in that you have full control over a web server
that hosts your WordPress blog, which is not typical with a traditional hosting service. Of course, that
means that you are responsible for updating the software packages and maintaining security patches for
your server as well. For a more automated WordPress installation that does not require direct interaction
with the web server configuration, the AWS CloudFormation service provides a WordPress template that
can also get you started quickly. For more information, see Get Started in the AWS CloudFormation User
Guide. If you'd prefer to host your WordPress blog on a Windows instance, see Deploying a WordPress
Blog on Your Amazon EC2 Windows Instance in the Amazon Elastic Compute Cloud Microsoft Windows
Guide.

Prerequisites

This tutorial assumes that you have launched an instance with a functional web server with PHP and
MySQL support. Your Amazon EC2 security group should also allow HTTP and HTTPS traffic. If you do
not already have a functional web server, see Tutorial: Installing a LAMP Web Server (p. 30) to create
one and then return to this tutorial to install WordPress. For information about adding rules to your security
group, see Adding Rules to a Security Group (p. 396).

To download and unzip the WordPress installation package

1. Download the latest WordPress installation package with the wget command. The command below
should always download the latest release.

[ec2-user ~]$ wget https://wordpress.org/latest.tar.gz

--2013-08-09 17:19:01-- https://wordpress.org/latest.tar.gz

Resol vi ng wordpress.org (wordpress.org)... 66.155.40.249, 66.155.40.250
Connecting to wordpress.org (wordpress.org)| 66. 155. 40. 249| : 443. .. connect ed.
HTTP request sent, awaiting response... 200 K

Length: 4028740 (3.8M [application/x-gzip]

Saving to: latest.tar.gz
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100% >] 4,028,740 20.1MB/s in 0.2s

2013-08-09 17:19:02 (20.1 MB/s) - latest.tar.gz saved [4028740/ 4028740]

2. Unzip and unarchive the installation package. The installation folder is unzipped to a folder called
wor dpr ess.

[ec2-user ~]$ tar -xzf latest.tar.gz
[ec2-user ~]$ Is
|atest.tar.gz wordpress

To create a MySQL user and database for your WordPress installation

Your WordPress installation needs to store information, such as blog post entries and user comments,
in a database. This procedure will help you create a database for your blog and a user that is authorized
to read and save information to that database.

1. Loginto the MySQL client as the r oot user. Enter your MySQL r oot password when prompted;
this may be different than your r oot UNIX password or it may even be empty if you have not secured
your MySQL server.

Important
If you have not secured your MySQL server yet, it is very important that you do so. For more
information, see To secure the MySQL server (p. 34).

[ec2-user ~]$ nysqgl -u root -p
Ent er password:

2. Create a user and password for your MySQL database. Your WordPress installation uses these
values to communicate with your MySQL database. Enter the following command, substituting a
unigue user name and password.

nmysql > CREATE USER ' wor dpress-user' @1 ocal host' | DENTI FI ED BY
"your _strong _password';
Query OK, O rows affected (0.00 sec)

Make sure that you create a strong password for your user. Do not use the single quote character (
") in your password, because this will break the above command. For more information about creating
a secure password, go to http://www.pctools.com/guides/password/. Do not reuse an existing
password, and make sure to store this password in a safe place.

3. Create your database. Give your database a descriptive, meaningful name, such as wor dpr ess- db.

Note

The punctuation marks surrounding the database name in the command below are called
backticks. The backtick (*) key is usually located above the Tab key on a standard keyboard.
Backticks are not always required, but they allow you to use otherwise illegal characters,
such as hyphens, in database names.

nysql > CREATE DATABASE " wor dpress-db”;
Query OK, 1 row affected (0.01 sec)
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4. Grant full privileges for your database to the WordPress user you created earlier.

nysql > GRANT ALL PRI VI LEGES ON “wordpress-db™.* TO "wordpress-user" @I ocal
host";
Query OK, 0 rows affected (0.00 sec)

5. Flush the MySQL privileges to pick up all of your changes.

mysql > FLUSH PRI VI LEGES;
Query OK, 0 rows affected (0.01 sec)

6. Exitthe mysql client.

nysql > exit
Bye

To create and edit the wp-config.php file

The WordPress installation folder contains a sample configuration file called wp- conf i g- sanpl e. php.
In this procedure, you copy this file and edit it to fit your specific configuration.

1. Copy the wp- confi g- sanpl e. php file to a file called wp- conf i g. php. This creates a new
configuration file and keeps the original sample file intact as a backup.

[ec2-user ~]$ cd wordpress/
[ec2-user wordpress]$ cp wp-config-sanpl e. php wp-confi g. php

2. Edit the wp- confi g. php file with your favorite text editor (such as nano or vim) and enter values
for your installation. If you do not have a favorite text editor, nano is much easier for beginners to
use.

[ec2-user wordpress]$ nano wp-config. php

a. Find the line that defines DB_NAME and change dat abase_nane_her e to the database name
you created in Step 3 (p. 37) of To create a MySQL user and database for your WordPress
installation (p. 37).

define(' DB_NAVE' , 'wordpress-db');

b. Find the line that defines DB_USER and change user nane_her e to the database user you
created in Step 2 (p. 37) of To create a MySQL user and database for your WordPress
installation (p. 37).

define(' DB_USER , 'wordpress-user');

c. Find the line that defines DB_PASSWORD and change passwor d_her e to the strong password
you created in Step 2 (p. 37) of To create a MySQL user and database for your WordPress
installation (p. 37).
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define(' DB_PASSWORD , 'your_strong_password');

d. Find the section called Aut henti cati on Uni que Keys and Sal ts.These KEY and SALT
values provide a layer of encryption to the browser cookies that WordPress users store on their
local machines. Basically, adding long, random values here makes your site more secure. Visit
https://api.wordpress.org/secret-key/1.1/salt/ to randomly generate a set of key values that you
can copy and paste into your wp- conf i g. php file. To paste text into a PUTTY terminal, place
the cursor where you want to paste the text and right-click your mouse inside the PuTTY terminal.

For more information about security keys, go to
http://codex.wordpress.org/Editing_wp-config.php#Security_Keys.

Note
The values below are for example purposes only; do not use these values for your
installation.
define(' AUTH_KEY', " #USSH[ RXNB: bM- L O(WU_+ c+Wrkl ~c] o] -
bHwW+) / Aj [ WTWSi Z<Qb[ nghEXcRh-");
define(' SECURE_AUTH KEY', 'Zsz. P=I/]|y.Lq)Xj | kwS1ly5NJ76E6EJ. AVOpCK
ZZB, *~*r ?60P$eJT@ +(ndLg');
defi ne(' LOGGED_| N_KEY', "jugw e3vF+8f _zOW ?{LI GsQ Ye@JIh", 8x>)Y

| (M 1w Pi +LGHFAAR?7N YB3' ) ;

defi ne(' NONCE_KEY'

" P(g62HeZxEes| Lnl i =H, [ XwK9l &[ 2s| : 20N} VIMR; v2v] v+; +09eXUahg@: G ') ;
define(' AUTH SALT',

' C$DpB4H [ JK: ?{ gl ~sRva: {: 7yShy(9A@wg+" JJIVb1f k% - Bx* M4d(qc[ QW T! h');
define(' SECURE_AUTH SALT',

" d! uRu#} +q#{ f $Z?2Z9UFPG. ${ +S{ n~1MRYU@ gL>U>NV<zpD @- Es7QLO bp28EKV' ) ;
define(' LOGGED_ | N _SALT', ;] {00P* owZf ) kVD+FVLN- ~

>, | YOaJg4#l ~* LVd9QeZM&XnK| e( 76m C+H&W&+"0P/ ' ) ;

defi ne(' NONCE_SALT',

'-97r*V/ cgxLnp?Zy4zUU4r 99QQ r Gs2LTdYP; | _elt S)8 B/, . 6] =UK<J_y9?2JWG ) ;

e. Save the file and exit your text editor.

To move your WordPress installation to the Apache document root

Now that you've unzipped the installation folder, created a MySQL database and user, and customized
the WordPress configuration file, you are ready to move your installation files to your web server document
root so you can run the installation script that completes your installation. The location of these files
depends on whether you want your WordPress blog to be available at the root of your web server (for
example, ny. publ i c. dns. amazonaws. com) or in a subdirectory or folder (for example,

ny. publ i c. dns. amazonaws. con bl og).

Important

Choose the location where you want your blog to be available and only run the mv associated
with that location. If you run both sets of commands below, you will get an error message on the
second mv command because the files you are trying to move are no longer there.

1. Tomake your blog available atmy. publ i c. dns. amazonaws. com move the files in the wor dpr ess
folder (but not the folder itself) to the Apache document root (/ var / ww/ ht mM on Amazon Linux
AMIs).

[ec2-user wordpress]$ nv * /var/ww htnl/
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2. OR, to make your blog available at my. publ i c. dns. amazonaws. coni bl og instead, create a new
folder called bl og inside the Apache document root and move the files in the wor dpr ess folder (but
not the folder itself) to the new bl og folder.

[ec2-user wordpress]$ nkdir /var/ww/ htmn /bl og
[ec2-user wordpress]$ mv * /var/ww htnl /bl og

Important

If you are not moving on to the next procedure immediately, stop the Apache web server (ht t pd)
now for security purposes. After you move your installation to the Apache document root, the
WordPress installation script is unprotected and an attacker could gain access to your blog if
the Apache web server were running. To stop the Apache web server, enter the sudo service
httpd stop command. If you are moving on to the next procedure, you do not need to stop the
Apache web server.

To run the WordPress installation script

1. Use the chkconfig command to ensure that the ht t pd and nysql d services start at every system
boot.

[ec2-user wordpress]$ sudo chkconfig httpd on
[ec2-user wordpress]$ sudo chkconfig nysqgld on

2. \Verify that the MySQL server (nysql d) is running.

[ec2-user wordpress]$ sudo service nysqld status
mysqld (pid 4746) is running...

If the mysql d service is not running, start it.

[ec2-user wordpress]$ sudo service nysqgld start
Starting nysql d: [ K ]

3. Verify that your Apache web server (ht t pd) is running.

[ec2-user wordpress]$ sudo service httpd status
httpd (pid 502) is running...

If the ht t pd service is not running, start it.

[ec2-user wordpress]$ sudo service httpd start
Starting httpd: [ K ]

4. Verify that the php and php- mysql packages are installed. Your output may look slightly different,
but look for the | nst al | ed Packages section.

[ec2-user wordpress]$ yumlist installed php php-nysql

Loaded plugins: priorities, security, update-notd, upgrade-hel per

anzn- mai n | 2.1 kB 00: 00
anzn- updat es | 2.3 kB 00: 00
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Install ed Packages

php. x86_64 5.3.27-1.0.anznl @nen-
updat es
php- nmysql . x86_64 5.3.27-1.0.anznl @unen-
updat es

Note

If either of these packages are not listed as installed, install them with the following command
and then restart the httpd service.

[ec2-user wordpress]$ sudo yuminstall -y php php-nysql
[ec2-user wordpress]$ sudo service httpd restart

5. In a web browser, enter the URL of your WordPress blog (either the public DNS address for your
instance, or that address followed by the bl og folder). You should see the WordPress installation
screen.

http://ny. public. dns. amazonaws. com

@WORDPRESS

Welcome

Welcome to the famous five minute WordPress installation process! You may want to browse the Readle
documentation at your leisure. Otherwise, just fill in the information below and you'll be on your way fo using the
most extendable and powerful personal publishing platform in the world.

Information needed

Please provide the following information. Don't worry, you can always change these settings later,

Site Title Amazon EC2 WordPress Blog

Username |

Usernames can have only alphanumeric characters, spaces, underscores, hyphens, periods and the @
.

6. Enter the remaining installation information into the WordPress installation wizard.

Field Value
Site Title Enter a name for your WordPress site.
Username Enter a name for your WordPress administrator.

For security purposes you should choose a
unigue name for this user, since this will be more
difficult to exploit than the default user name,
admi n.
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Field Value

Password Enter a strong password and then enter it again
to confirm. Do not reuse an existing password,
and make sure to store this password in a safe
place.

Your E-mail Enter the email address you want to use for
notifications.

7. Click Install WordPress to complete the installation.

Congratulations, you should now be able to log into your WordPress blog and start posting entries.

If your WordPress blog becomes popular and you need more compute power, you might consider migrating
to a larger instance type; for more information, see Resizing Your Instance (p. 111). If your blog requires
more storage space than you originally accounted for, you could expand the storage space on your
instance; for more information, see Expanding the Storage Space of a Volume (p. 479). If your MySQL
database needs to grow, you could consider moving your database to Amazon RDS to take advantage
of the service's autoscaling abilities.

For information about WordPress, see the WordPress Codex help documentation at
http://codex.wordpress.org/. For more information about troubleshooting your installation, go to
http://codex.wordpress.org/Installing_WordPress#Common_Installation_Problems. For information about
making your WordPress blog more secure, go to http://codex.wordpress.org/Hardening_WordPress. For
information about keeping your WordPress blog up-to-date, go to
http://codex.wordpress.org/Updating_WordPress.
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Amazon Machine Images (AMI)

An Amazon Machine Image (AMI) is a template that contains a software configuration for your server (for
example, an operating system, an application server, and applications). You specify an AMI when you
launch an instance, which is a virtual server in the cloud. The AMI provides the software for the root
volume of the instance. You can launch as many instances from your AMI as you need.

Using an AMI

When you are connected to an instance, you can use it just like you use any other server. For information
about launching, connecting, and using your instance, see Amazon EC2 Instances (p. 94).

You can search for an AMI that meets the criteria for your instance. You can search for AMIs provided
by AWS or AMIs provided by the community. For more information, see AMI Types (p. 44) and Finding
a Suitable AMI (p. 47).

Creating Your Own AMI

You can customize the instance that you launch from a public AMI and then save that configuration as a
custom AMI for your own use. Instances that you launch from your AMI use all the customizations that
you've made.

The root storage device of the instance determines the process you follow to create an AMI. The root
volume of an instance is either an Amazon EBS volume or an instance store volume. For information,
see Amazon EC2 Root Device Volume (p. 12).

To create an Amazon EBS-backed AMI, see Creating Amazon EBS-Backed Linux AMIs (p. 63). To create
an instance store-backed AMI, see Creating Instance Store-Backed Linux/UNIX AMIs (p. 66).

To help categorize and manage your AMIs, you can assign custom tags to them. For more information,
see Tagging Your Amazon EC2 Resources (p. 532).

Buying, Sharing, and Selling AMIs

After you create an AMI, you can keep it private so that only you can use it, or you can share it with a
specified list of AWS accounts. You can also make your custom AMI public so that the community can
use it. Building a safe, secure, usable AMI for public consumption is a fairly straightforward process, if
you follow a few simple guidelines. For information about how to create and use shared AMIs, see Shared
AMls (p. 49).
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You can purchase an AMIs from a third party, including AMIs that come with service contracts from
organizations such as Red Hat. You can also create an AMI and sell it to other Amazon EC2 users. For
more information about buying or selling AMIs, see Paid AMIs (p. 57).

Amazon Linux

The Amazon Linux AMI is a supported and maintained Linux image provided by AWS. The following are
some of the features of Amazon Linux.

Amazon Linux is a stable, secure, and high-performance execution environment for applications running
on Amazon EC2.

Amazon Linux is provided at no additional charge to Amazon EC2 users.

The Amazon Linux AMI is an Amazon EBS-backed, PV-GRUB image that includes Linux 3.4, AWS
tools, and repository access to multiple versions of MySQL, PostgreSQL, Python, Ruby, and Tomcat.
Amazon Linux is updated on a regular basis to include the latest components, and these updates are
also made available in the yum repositories for installation on running instances.

Amazon Linux includes packages that enable easy integration with AWS services, such as the Amazon
EC2 APl and AMI tools, the Boto library for Python, the Elastic Load Balancing tools.

For more information, see Amazon Linux (p. 87).

AMI Types

You can select an AMI to use based on the following characteristics:

Region (see Regions and Availability Zones (p. 7))
Operating system

Architecture (32-bit or 64-bit)

Launch Permissions (p. 44)

Storage for the Root Device (p. 45)

Launch Permissions

The owner of an AMI determines its availability by specifying launch permissions. Launch permissions
fall into the following categories.

Launch Description

Permission

public The owner grants launch permissions to all AWS accounts.
explicit The owner grants launch permissions to specific AWS accounts.
implicit The owner has implicit launch permissions for an AMI.

Amazon and the Amazon EC2 community provide a large selection of public AMIs. For more information,
see Shared AMIs (p. 49). Developers can charge for their AMIs. For more information, see Paid
AMls (p. 57).
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Storage for the Root Device

Storage for the Root Device

All AMIs are categorized as either backed by Amazon EBS or backed by instance store. The former
means that the root device for an instance launched from the AMI is an Amazon EBS volume created
from an Amazon EBS snapshot. The latter means that the root device for an instance launched from the
AMI is an instance store volume created from a template stored in Amazon S3. For more information,
see Amazon EC2 Root Device Volume (p. 12).

This section summarizes the important differences between the two types of AMIs. The following table
provides a quick summary of these differences.

Characteristic

Boot time
Size limit
Root device volume

Data persistence

Upgrading

Charges

AMI creation/bundling

Stopped state

Amazon EBS-Backed

Usually less than 1 minute
1TiB
Amazon EBS volume

Data on Amazon EBS volumes
persists after instance termination®*;
you can also attach instance store
volumes that don't persist after
instance termination.

The instance type, kernel, RAM disk,
and user data can be changed while
the instance is stopped.

You're charged for instance usage,
Amazon EBS volume usage, and
storing your AMI as an Amazon EBS
shapshot.

Uses a single command/call
Can be placed in stopped state where

instance is not running, but the root
volume is persisted in Amazon EBS

Amazon Instance Store-Backed

Usually less than 5 minutes
10 GiB
Instance store volume

Data on instance store volumes
persists only during the life of the
instance; you can also attach Amazon
EBS volumes that persist after
instance termination.

Instance attributes are fixed for the life

of an instance.

You're charged for instance usage and
storing your AMI in Amazon S3.

Requires installation and use of AMI
tools

Cannot be in stopped state; instances
are running or terminated

* By default, Amazon EBS-backed instance root volumes have the Del et eOnTer ni nat i on flag set to
t r ue, which causes the volume to be deleted upon instance termination. For information about how to
change this so that the volume persists following termination, see Changing the Root Device Volume to
Persist (p. 14).

Size Limit

Amazon EC2 instance store-backed AMiIs are limited to 10 GiB storage for the root device, whereas
Amazon EBS-backed AMls are limited to 1 TiB. Many Windows AMIs come close to the 10 GiB limit, so
you'll find that Windows AMls are often backed by an Amazon EBS volume.

Note
AllWindows Server 2008, Windows Server 2008 R2, and Windows Server 2012 AMIs are backed
by an Amazon EBS volume by default because of their larger size.
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Stopped State

You can stop an Amazon EBS-backed instance, but not an Amazon EC2 instance store-backed instance.
Stopping causes the instance to stop running (its status goes from r unni ng to st oppi ng to st opped).
A stopped instance persists in Amazon EBS, which allows it to be restarted. Stopping is different from
terminating; you can't restart a terminated instance. Because Amazon EC2 instance store-backed AMIs
can't be stopped, they're either running or terminated. For more information about what happens and
what you can do while an instance is stopped, see Stop and Start Your Instance (p. 284).

Default Data Storage and Persistence

Instances that use an instance store volume for the root device automatically have instance store available
(the root volume contains the root partition and you can store additional data). Any data on an instance
store volume is deleted when the instance fails or terminates (except for data on the root device). You
can add persistent storage to your instance by attaching one or more Amazon EBS volumes.

Instances that use Amazon EBS for the root device automatically have an Amazon EBS volume attached.
The volume appears in your list of volumes like any other. The instances don't use any available instance
store volumes by default. You can add instance storage or additional Amazon EBS volumes using a block
device mapping. For more information, see Block Device Mapping (p. 517). For information about what
happens to the instance store volumes when you stop an instance, see Stop and Start Your

Instance (p. 284).

Boot Times

Amazon EBS-backed AMIs launch faster than Amazon EC2 instance store-backed AMIs. When you
launch an Amazon EC2 instance store-backed AMI, all the parts have to be retrieved from Amazon S3
before the instance is available. With an Amazon EBS-backed AMI, only the parts required to boot the
instance need to be retrieved from the snapshot before the instance is available. However, the performance
of an instance that uses an Amazon EBS volume for its root device is slower for a short time while the
remaining parts are retrieved from the snapshot and loaded into the volume. When you stop and restart
the instance, it launches quickly, because the state is stored in an Amazon EBS volume.

AMI Creation

To create Linux/UNIX AMIs backed by instance store, you must create an image of your instance on the
instance itself, but there aren't any API actions to help you. To create a Windows AMI backed by instance
store, there's an API action that creates an image and another API action that registers the AMI.

AMI creation is much easier for AMIs backed by Amazon EBS. The Cr eat el mage API action creates
the AMI on both Linux/UNIX and Windows. This API action creates your Amazon EBS-backed AMI and
registers it. There's also a button in the AWS Management Console that lets you create an image from
a running instance. For more information, see Creating Amazon EBS-Backed Linux AMIs (p. 63).

How You're Charged

With AMIs backed by instance store, you're charged for AMI storage and instance usage. With AMIs
backed by Amazon EBS, you're charged for volume storage and usage in addition to the AMI and instance
usage charges.

With Amazon EC2 instance store-backed AMIs, each time you customize an AMI and create a new one,
all of the parts are stored in Amazon S3 for each AMI. So, the storage footprint for each customized AMI
is the full size of the AMI. For Amazon EBS-backed AMIs, each time you customize an AMI and create
a new one, only the changes are stored. So the storage footprint for subsequent AMIs you customize
after the first is much smaller, resulting in lower AMI storage charges.
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When an Amazon EBS-backed instance is stopped, you're not charged for instance usage; however,
you're still charged for volume storage. We charge a full instance hour for every transition from a stopped
state to a running state, even if you transition the instance multiple times within a single hour. For example,
let's say the hourly instance charge for your instance is $0.10. If you were to run that instance for one
hour without stopping it, you would be charged $0.10. If you stopped and restarted that instance twice
during that hour, you would be charged $0.30 for that hour of usage (the initial $0.10, plus 2 x $0.10 for
each restart).

Finding a Suitable AMI

Before you select an AMI, consider the following requirements you might have for the instances you'll
launch:

¢ The region

¢ The operating system

¢ The architecture: 32-bit (i 386) or 64-bit (x86_64)

¢ The root device type: Amazon EBS or instance store

¢ The provider: Amazon Web Services, Oracle, IBM, Microsoft, or the community

Finding an AMI Using the Amazon EC2 Console

To find a suitable AMI using the console

1. Open the Amazon EC2 console.

2. From the navigation bar, select a region. You can select any region that's available to you, regardless
of your location. This is the region in which you'll launch your instance.

3. In the navigation pane, click AMls.

4. (Optional) Use the Filter options to scope the list of displayed AMIs to the AMIs that interest you.
For example, to list all AMIs provided by AWS, select Public images and then Amazon images.

5. (Optional) Click the Show/Hide Columns icon to select which image attributes to display, such as
the root device type. Alternatively, you can select an AMI from the list and view its properties in the
Details tab.

6. Before you select an AMI, it's important that you check whether it's backed by instance store or by
Amazon EBS and that you are aware of the effects of this difference. For more information, see
Storage for the Root Device (p. 45).

7. To launch an instance from this AMI, select it and then click Launch. For more information, see
Launch Your Instance (p. 266). If you're not ready to launch the instance now, write down the AMI ID
(ami-xxxxxxxx) for later.

Finding an AMI Using the Amazon EC2 CLI

Use the ec2-describe-images command to list your AMIs and Amazon's public AMIs.

PROVPT> ec2-describe-imges -0 self -0 amazon

The following example shows only part of the resulting output from the command (information for 10
AMIs).
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| MAGE ami - d8699bbl ammzon/am -vpc-nat-1.0.0-beta.i386-ebs amazon avail abl e

public 386 nachine aki-407d9529 ebs paravirtual xen

BLOCKDEVI CEMAPPI NG / dev/ sdal snap-33d88c5f 8

| MAGE ami - c6699baf amazon/am -vpc-nat-1.0.0-beta. x86_64-ebs amazon avail abl e

public x86_64 nmachi ne aki-427d952b ebs paravirtual xen

BLOCKDEVI CEMAPPI NG / dev/ sdal snap-57d88c3b 8

| MAGE ami - 30f 30659 amazon/anen-an -0.9. 7-beta. i 386-ebs anazon avail abl e public
i 386 nmachi ne aki -407d9529 ebs paravirtual xen

BLOCKDEVI CEMAPPI NG / dev/ sdal snap-d895cdb3 10

| MAGE ami - Oaf 30663 amazon/ anen-ani-0. 9. 7- bet a. x86_64- ebs anmazon avail abl e public
x86_64 machi ne aki-427d952b ebs paravirtual xen

BLOCKDEVI CEMAPPI NG / dev/ sdal snap-f295cd99 10

| MAGE ami - 3ac33653 amazon/ anen-am -0. 9. 8-beta. i 386-ebs anmzon avail abl e public
i 386 nmachi ne aki -407d9529 ebs paravirtual xen

BLOCKDEVI CEMAPPI NG / dev/ sdal snap-14ba967f 10

| MAGE ami - 38¢33651 amazon/ anen-ani-0. 9. 8- bet a. x86_64- ebs anmazon avail abl e public
x86_64 machi ne aki-427d952b ebs paravirtual xen

BLOCKDEVI CEMAPPI NG / dev/ sdal snap-10b9957b 10

| MAGE ami - 08728661 amazon/anen-am -0.9. 9-beta. i 386-ebs anazon avail abl e public
i 386 nmachi ne aki -407d9529 ebs paravirtual xen

BLOCKDEVI CEMAPPI NG / dev/ sdal snap-674a930d 10

I MAGE ami -2272864b amazon/ anezn-am - 0. 9. 9- bet a. x86_64- ebs armazon avai |l abl e public
x86_64 machi ne aki-427d952b ebs paravirtual xen

BLOCKDEVI CEMAPPI NG / dev/ sdal snap-8926ffe3 10

I MAGE ami - 76f 0061f amazon/ anmen-am -2010. 11. 1- bet a. i 386- ebs amazon avail abl e

public 386 nachine aki-407d9529 ebs paravirtual xen

BLOCKDEVI CEMAPPI NG / dev/ sdal snap-cbha692al 8

| MAGE ani - 74f 0061d anazon/ anzn-ami -2010. 11. 1- bet a. x86_64- ebs anmzon avail abl e

public x86_64 nmachi ne aki-427d952b ebs paravirtual xen

BLOCKDEVI CEMAPPI NG / dev/ sdal snap-ffa69295 8

| MAGE ami - 8c1f ece5 amazon/ anen-am -2011. 02. 1. i 386- ebs anmzon avail abl e public

i 386 machi ne aki -407d9529 ebs paravirtual xen

BLOCKDEVI CEMAPPI NG / dev/ sdal snap-22fc264e 8

| MAGE ani - 8elf ece7 amazon/ anen-am -2011. 02. 1. x86_64- ebs anazon avail abl e public
x86_64 machi ne aki-427d952b ebs paravirtual xen

BLOCKDEVI CEMAPPI NG / dev/ sdal snap-a6fc26ca 8

To reduce the number of displayed AMiIs, use a filter to list only the types of AMIs that interest you. For
example, use --filter "platformw ndows" to display only Windows-based AMIs.

After locating an AMI that meets your needs, write down its ID (ami-xxxxxxxx). You can use this AMI to
launch an instances. For more information, see Launching an Instance Using the Amazon EC2 CLI in
the Amazon Elastic Compute Cloud Command Line Reference.
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Shared AMIs

A shared AMI is an AMI that a developer created and made available for other developers to use. One
of the easiest ways to get started with Amazon EC2 is to use a shared AMI that has the components you
need and then add custom content.

You use a shared AMI at your own risk. Amazon can't vouch for the integrity or security of AMIs shared
by other Amazon EC2 users. Therefore, you should treat shared AMIs as you would any foreign code
that you might consider deploying in your own data center and perform the appropriate due diligence.

We recommend that you get an AMI from a trusted source. If you have questions or observations about
a shared AMI, use the AWS forums.

Amazon's public images have an aliased owner, which appears as amazon in the account field. This
enables you to find AMIs from Amazon easily. Other users can't alias their AMIs.

Topics
¢ Finding Shared AMIs (p. 49)
¢ Making an AMI Public (p. 50)
¢ Sharing an AMI with Specific AWS Accounts (p. 51)
¢ Using Bookmarks (p. 52)
¢ Guidelines for Shared Linux AMIs (p. 53)

Finding Shared AMIs

You can use the Amazon EC2 console, Amazon EC2 CLI, or the Amazon EC2 API to shared shared
AMIs.

Finding a Shared AMI Using the Console

To find a shared private AMI using the console

1. Open the Amazon EC2 console.
2. Inthe navigation pane, click AMIs.
3. Inthe first filter, select Private images. All AMIs that have been shared with you are listed.

To find a shared public AMI using the console

Open the Amazon EC2 console.
In the navigation pane, click AMIs.
To find shared AMIs, select Public images from the Filter drop-down list.

Use filters to list only the types of AMIs that interest you. For example, select Amazon images to
display only Amazon's public images.

P oDNPE

Finding a Shared AMI Using the CLI

To find a shared public AMI using the command line tools

Use the ec2-describe-images command to list AMIs. You can scope the list to the types of AMIs that
interest you, as shown in the following examples.
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The following command lists all public AMIs using the - x al | option. This list includes any public AMIs
that you own.

PROVPT> ec2-descri be-inages -x all

The following command lists the AMIs for which you have explicit launch permissions. This list excludes
any such AMIs that you own.

PROVPT> ec2-descri be-images -x self

The following command lists the AMIs owned by Amazon. Amazon's public AMIs have an aliased owner,
which appears as anazon in the account field. This enables you to find AMIs from Amazon easily. Other
users can't alias their AMIs.

PROVPT> ec2-descri be-images -o anazon

The following command lists the AMIs owned by the specified AWS account.

PROVPT> ec2-descri be-imges -o <target_uid>

The <t ar get _ui d> is the account ID that owns the AMIs for which you are looking.

To reduce the number of displayed AMIs, use a filter to list only the types of AMIs that interest you. For
example, use --filter "platformw ndows" to display only Windows-based AMIs.

Using Shared AMIs

Before you use a shared AMI, take the following steps to confirm the instance is not doing anything
malicious.

1. Check the SSH authorized keys file. The only key in the file should be the key you used to launch the
AMIL.

2. Check open ports and running services.

3. Check if SSH allows root password logins. If so, disable them; for more information, see Disable
Password-Based Logins for Root (p. 54).

4. Check whether there are any other user accounts that might allow back-door entry to your instance.
Accounts with superuser privileges are particularly dangerous.

5. Verify that all cron jobs are legitimate.

Making an AMI Public

Amazon EC2 enables you to share your AMIs with other AWS accounts. You can allow all AWS accounts
to launch the AMI (make the AMI public), or only allow a few specific accounts to launch the AMI. You
are not billed when your AMI is launched by other AWS accounts; only the accounts launching the AMI
are billed.

Before you share an AMI, make sure to read the security considerations in Guidelines for Shared Linux
AMils (p. 53).

Note
If an AMI has a product code, you can't make it public. You must share the AMI with specific
AWS accounts.
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Sharing a Public AMI Using the Console

To share a public AMI using the console

1. Open the Amazon EC2 console.
2. Inthe navigation pane, click AMIs.
3. Select your AMI in the list, click the Permissions tab, and select the Public radio button.

Sharing a Public AMI Using the CLI

Each AMI has a | aunchPer mi ssi on property that controls which AWS accounts, besides the owner's,
are allowed to use that AMI to launch instances. By modifying the | aunchPer i ssi on property of an
AMI, you can make the AMI public (which grants launch permissions to all AWS accounts or share it with
only the AWS accounts that you specify.

You can add or remove account IDs from the list of accounts that have launch permissions for an AMI
To make the AMI public, specify the al | group. You can specify both public and explicit launch permissions.

To make an AMI public

Use the ec2-modify-image-attribute command as follows to add the al | group to the | aunchPer mi ssi on
list for the specified AMI.

PROWPT> ec2-nodify-inage-attribute am -2bb65342 --launch-perm ssion -a all
I aunchPer m ssi on am - 2bb65342 ADD group al |

To verify the launch permissions of the AMI, use the following command.

PROVWPT> ec2-descri be-inmage-attribute am -2bb65342 -|
I aunchPer m ssi on am - 2bb65342 group al |

To make the AMI private again, remove the al | group from its launch permissions. Note that the owner
of the AMI always has launch permissions and is therefore unaffected by this command.

PROVPT> ec2-nodi fy-image-attribute am -2bb65342 -1 -r all
| aunchPer m ssi on am - 2bb65342 REMOVE  group al |

Sharing an AMI with Specific AWS Accounts

You can share an AMI with specific AWS accounts without making the AMI public. All you need are the
AWS account IDs.

Sharing an AMI Using the Console

To grant explicit launch permissions using the console

Open the Amazon EC2 console.
In the navigation pane, click AMIs.
Select your AMI in the list, then click the Permissions tab.

Specify the AWS account number of the user with whom you want to share the AMI in the AWS
Account Number field, then click Save.

P oDNPE
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To share this AMI with multiple users, click Add Permission and repeat the above step until you
have added all the required users.

5. To allow create volume permissions for snapshots, check Add "create volume" permissions to
the following associated snapshots when creating permissions.

Note

You do not need to share the Amazon EBS snapshots than an AMI references in order to
share the AMI. Only the AMI itself needs to be shared; the system automatically provides
the instance access to the referenced Amazon EBS snapshots for the launch.

Sharing an AMI Using the CLI

Use the ec2-modify-image-attribute command to share an AMI as shown in the following examples.
To grant explicit launch permissions using the CLI

The following command grants launch permissions for the specified AMI to the specified AWS account.

PROVPT> ec2-nodi fy-image-attri bute am -2bb65342 -1 -a 111122223333
| aunchPer m ssi on am - 2bb65342 ADD userld 111122223333

To remove launch permissions for an account

The following command removes launch permissions for the specified AMI from the specified AWS
account:

PROWPT> ec2-nodi fy-image-attribute am -2bb65342 -1 -r 111122223333
| aunchPer m ssi on am - 2bb65342 REMOVE userld 111122223333

To remove all launch permissions

The following command removes all public and explicit launch permissions from the specified AMI. Note
that the owner of the AMI always has launch permissions and is therefore unaffected by this command.

PROVPT> ec2-reset-image-attribute am -2bb65342 -1
| aunchPer mi ssi on am - 2bb65342 RESET

Using Bookmarks

If you have created a public AMI, or shared an AMI with another AWS user, you can create a bookmark
that allows a user to access your AMI and launch an instance in their own account immediately. This is
an easy way to share AMI references, so users don't have to spend time finding your AMI in order to use
it.

Note that your AMI must be public, or you must have shared it with the user to whom you want to send
the bookmark.

To create a bookmark for your AMI

1. Type a URL with the following information, where <r egi on> is the region in which your AMI resides,
and <am _i d> is the ID of the AMI:
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https://consol e. ans. anazon. coni ec2/ home?r egi on=<r egi on>#Launchl nst anceW z
ard: am =<am _i d>

For example, this URL launches an instance from the ami-2bb65342 AMI in the us-east-1 region:

https://consol e. awns. anazon. conl ec2/ v2/ hone?r egi on=us- east - 1#Launchl nst anceW z
ard: am =am - 2bb65342

2. Distribute the link to users who want to use your AMI.

3. To use a bookmark, click the link or copy and paste it into your browser. The launch wizard opens,
with the AMI already selected.

Guidelines for Shared Linux AMIs

If you follow these guidelines, you'll provide a better user experience and make your users' instances
less vulnerable to security issues.

If you are building AMIs for AWS Marketplace, see Building AMIs for AWS Marketplace for guidelines,
policies and best practices.

For additional information about sharing AMIs safely, see the following articles on the AWS Developer
Resources website:

¢ How To Share and Use Public AMIs in A Secure Manner
¢ Public AMI Publishing: Hardening and Clean-up Requirements

Shared AMI Guidelines

1 Update the AMI Tools at Boot Time (p. 53)

2 Disable Password-Based Logins for Root (p. 54)
3 Disable Root Access (p. 54)

4 Install Public Key Credentials (p. 55)

5 Disabling sshd DNS Checks (Optional) (p. 56)

6 Identify Yourself (p. 56)

7 Protect Yourself (p. 56)

Update the AMI Tools at Boot Time

For AMIs backed by instance store, we recommend that your AMIs download and upgrade the Amazon
EC2 AMI creation tools during startup. This ensures that new AMIs based on your shared AMIs have the
latest AMI tools.

For Amazon Linux, add the followingtorc. | ocal :
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# Update the Amazon EC2 AM tools
echo " + Updating EC2 AM t ool s"
yum update -y aws-anitool s-ec2
echo " + Updated EC2 AM tools"

Use this method to automatically update other software on your image.

Note

When deciding which software to automatically update, consider the amount of WAN traffic that
the update will generate (your users will be charged for it) and the risk of the update breaking
other software on the AMI.

For other distributions, make sure you have the latest AMI tools.

Disable Password-Based Logins for Root

Using a fixed root password for a public AMI is a security risk that can quickly become known. Even
relying on users to change the password after the first login opens a small window of opportunity for
potential abuse.

To solve this problem, disable password-based logins for the root user. Additionally, we recommend you
disable root access.

To disable password-based logins for root

1. Openthe/etc/ssh/sshd_confi g file with a text editor and locate the following line:

#Perm t Root Logi n yes

2. Change the line to:

Per m t Root Logi n wi t hout - passwor d

The location of this configuration file might differ for your distribution, or if you are not running
OpenSSH. If this is the case, consult the relevant documentation.

Disable Root Access

When you work with shared AMls, it is a known best practice to have a secure environment; one of the
elements associated with a secure environment is ensuring the root password is not empty. To do this,
log into your running instance and issue the following command to disable root access:

sudo passwd -1 root

Note
This does not impact the use of sudo.
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Remove SSH Host Key Pairs

If you plan to share an AMI derived from a public AMI, remove the existing SSH host key pairs located
in / et ¢/ ssh. This forces SSH to generate new unique SSH key pairs when someone launches an
instance using your AMI, improving security and reducing the likelihood of "man-in-the-middle" attacks.

The following list shows the SSH files to remove.

¢ ssh_host_dsa_key

» ssh_host_dsa_key.pub
¢ ssh_host_key

» ssh_host_key.pub

¢ ssh_host_rsa_key

» ssh_host_rsa_key.pub

Important

If you forget to remove the existing SSH host key pairs from your public AMI, our routine auditing
process notifies you and all customers running instances of your AMI of the potential security
risk. After a short grace period, we mark the AMI private.

Install Public Key Credentials

After configuring the AMI to prevent logging in using a password, you must make sure users can log in
using another mechanism.

Amazon EC2 allows users to specify a public-private key pair name when launching an instance. When

a valid key pair name is provided to the Runl nst ances API call (or through the command line API tools),
the public key (the portion of the key pair that Amazon EC2 retains on the server after a call to

Cr eat eKeyPai r or | npor t KeyPai r) is made available to the instance through an HTTP query against
the instance metadata.

To log in through SSH, your AMI must retrieve the key value at boot and append it to
/root/.ssh/authori zed_keys (or the equivalent for any other user account on the AMI). Users can
launch instances of your AMI with a key pair and log in without requiring a root password.

if [ ! -d/root/.ssh ] ; then
nkdir -p /root/.ssh
chnod 700 /root/.ssh
fi
# Fetch public key using HTTP
curl http://169.254.169. 254/ | at est / et a- dat a/ publ i c- keys/ 0/ openssh- key > /t np/ ny-
key
if [ $2 -eq 0] ; then
cat /tnp/ny-key >> /root/.ssh/authorized_keys
chnod 700 /root/.ssh/authorized_keys
rm/tnp/ ny-key
fi

This can be applied to any user account; you do not need to restrict it to root.

Note

Rebundling an instance based on this image includes the key with which it was launched. To
prevent the key's inclusion, you must clear out (or delete) the aut hor i zed_keys file or exclude
this file from rebundling.
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Disabling sshd DNS Checks (Optional)

Disabling sshd DNS checks slightly weakens your sshd security. However, if DNS resolution fails, SSH
logins still work. If you do not disable sshd checks, DNS resolution failures prevent all logins.

To disable sshd DNS checks

1. Openthe/ et c/ ssh/ sshd_confi g file with a text editor and locate the following line:

#UseDNS yes

2. Change the line to:

UseDNS no

Note
The location of this configuration file can differ for your distribution or if you are not running
OpenSSH. If this is the case, consult the relevant documentation.

Identify Yourself

Currently, there is no easy way to know who provided a shared AMI, because each AMI is represented
by an account ID.

We recommend that you post a description of your AMI, and the AMI ID, in the Amazon EC2 forum. This
provides a convenient central location for users who are interested in trying new shared AMIs. You can
also post the AMI to the Amazon Machine Images (AMIs) page.

Protect Yourself

The previous sections described how to make your shared AMIs safe, secure, and usable for the users
who launch them. This section describes guidelines to protect yourself from the users of your AMI.

We recommend against storing sensitive data or software on any AMI that you share. Users who launch
a shared AMI might be able to rebundle it and register it as their own. Follow these guidelines to help you
to avoid some easily overlooked security risks:

¢ Always delete the shell history before bundling. If you attempt more than one bundle upload in the
same image, the shell history contains your secret access key. The following example should be the
last command executed before bundling from within the instance.

rm~/.bash_history ~/.zsh_history

For the following two commands, AWS recommends using the - - e (--excl ude) option on

ec2- bundl e- vol toinstruct it to skip the directories and subdirectories listed within the parameter from
the bundle operation. List the directories and subdirectories containing secret information within the
parameter. For more information, see ec2-bundle-vol in the Amazon Elastic Compute Cloud Command
Line Reference.
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Paid

¢ Bundling a running instance requires your private key and X.509 certificate. Put these and other
credentials in a location that is not bundled (such as the instance store).

¢ Exclude the ssh authorized keys when bundling the image. The Amazon public images store the public
key used to launch an instance with its ssh authorized keys file.

Note
Unfortunately, it is not possible for this list of guidelines to be exhaustive. Build your shared AMIs
carefully and take time to consider where you might expose sensitive data.

AMIs

A paid AMI is an AMI that you can purchase from a developer.

Amazon EC2 integrates with Amazon DevPay and AWS Marketplace, enabling developers to charge
other Amazon EC2 users for the use of their AMIs or to provide support for instances. For more information
about Amazon DevPay, see the Amazon DevPay site.

The AWS Marketplace is an online store where you can buy software that runs on AWS; including AMIs
that you can use to launch your EC2 instance. The AWS Marketplace AMIs are organized into categories,
such as Developer Tools, to enable you to find products to suit your requirements. For more information
about AWS Marketplace, see the AWS Marketplace site.

Launching an instance from a paid AMI is the same as launching an instance from any other AMI. No
additional parameters are required. The instance is charged according to the rates set by the owner of
the AMI, as well as the standard usage fees for the related web services; for example, the hourly rate for
running a ml.small instance type in Amazon EC2. The owner of the paid AMI can confirm whether a
specific instance was launched using that paid AMI.

Important
All paid AMIs from Amazon DevPay are backed by instance store. AWS Marketplace supports
AMls backed by Amazon EBS.

Topics
¢ Selling Your AMI (p. 57)
¢ Finding a Paid AMI (p. 58)
¢ Purchase a Paid AMI (p. 58)
¢ Getting the Product Code for Your Instance (p. 59)
¢ Using Paid Support (p. 59)
« Bills for Paid and Supported AMiIs (p. 60)
¢ Managing Your AWS Marketplace Subscriptions (p. 60)

Selling Your AMI

You can sell your AMI using either AWS Marketplace or Amazon DevPay. Both help customers buy
software that runs on AWS, but AWS Marketplace offers a better shopping experience, making it easier
for customers to find your AMI. AWS Marketplace also supports AWS features that Amazon DevPay
doesn't support, such as Amazon EBS-backed AMIs, Reserved Instances, and Spot Instances.

For information about how to sell your AMI on AWS Marketplace, see Selling on AWS Marketplace.

For information about how to sell your AMI on Amazon DevPay, see Using DevPay with Your Amazon
EC2 AMI.
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Finding a Paid AMI

There are several ways that you can find AMIs that are available for you to purchase. For example, you
can use AWS Marketplace, the Amazon EC2 console, or the Amazon EC2 CLI. Alternatively, a developer
might let you know about a paid AMI themselves.

Finding a Paid AMI Using the Amazon EC2 Console

To find a paid AMI using the AMIs page

1. Openthe Amazon EC2 console.
In the navigation pane, click AMls.

3. Select Public images from the first Filter list, Marketplace images from the second Filter list, and
the operating system from the third Filter list.

Finding a Paid AMI Using AWS Marketplace

To find a paid AMI using AWS Marketplace

Open AWS Marketplace.

Enter the name of the operating system in the search box, and click Go.

To scope the results further, use one of the categories or filters.

Each product is labeled with its product type: either AM or Sof tware as a Servi ce.

P onNPE

Finding a Paid Windows AMI Using the Amazon EC2 CLI

To find a paid Windows AMI using the Amazon EC2 CLI

You can also find a paid Windows AMI using the ec2-describe-images command as follows.

PROVPT> ec2-descri be-i mages

This command returns numerous fields that describe each AMI. If the output for an AMI contains a product
code, it is a paid AMI. The following example output from ec2- descri be- i mages for a paid AMI. The
product code is ACD42B6F.

| MAGE  ami - abbf59cc i mage_source 123456789012 avai |l abl e public
ACD42B6F x86_64 machi ne i nstance-store

Purchase a Paid AMI

You must sign up for (purchase) a paid AMI before you can launch an instance using the AMI.

Typically a seller of a paid AMI presents you with information about the AMI, including its price and a link
where you can buy it. When you click the link, you're first asked to log into AWS, and then you can
purchase the AMI.

Important
You don't get the discount from Reserved Instances if you use a paid AMI from Amazon DevPay.
That is, if you purchase Reserved Instances, you don't get the lower price associated with them
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when you launch a paid AMI. You always pay the price that's specified by the seller of the paid
AMIL.

Purchasing a Paid AMI Using the Console

You can purchase a paid AMI by using the Amazon EC2 launch wizard. For more information, see
Launching an AWS Marketplace Instance (p. 271).

Subscribing to a Product Using AWS Marketplace

To use the AWS Marketplace, you must have an AWS account. To launch instances from AWS Marketplace
products, you must be signed up to use the Amazon EC2 service, and you must be subscribed to the
product from which to launch the instance. There are two ways to subscribe to products in the AWS
Marketplace:

« The AWS Marketplace website: You can launch preconfigured software quickly with the 1-Click
deployment feature.

¢ The EC2 launch wizard: You can search for an AMI and launch an instance directly from the wizard.
For more information, see Launching an AWS Marketplace Instance (p. 271).

Purchasing a Paid AMI From a Developer

The developer of a paid AMI can enable you to purchase a paid AMI that isn't listed in AWS Marketplace.
The developer provides you with a link that enables you to purchase the product through Amazon. You
can sign in with your Amazon.com credentials and select a credit card that's stored in your Amazon.com
account to use when purchasing the AMI.

Getting the Product Code for Your Instance

You can determine whether your instance has an Amazon DevPay or AWS Marketplace product code
using its instance metadata. For more information about retrieving metadata, see Instance Metadata and
User Data (p. 290).

To retrieve a product code, use the following query:

GET http://169. 254. 169. 254/ 2007- 03- 01/ et a- dat a/ pr oduct - codes

If the instance has a product code, Amazon EC2 returns it. For example:

774FAFF8

Using Paid Support

Amazon EC2 also enables developers to offer support for software (or derived AMIs). Developers can
create support products that you can sign up to use. During sign-up for the support product, the developer
gives you a product code, which you must then associate with your own AMI. This enables the developer
to confirm that your instance is eligible for support. It also ensures that when you run instances of the
product, you are charged according to the terms for the product specified by the developer.

Important
You can't use a support product with Reserved Instances. You always pay the price that's
specified by the seller of the support product.
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To associate a product code with your AMI, use the ec2-modify-image-attribute command as follows,
where ami_id is the ID of the AMI and product_code is the product code:

PROWPT> ec2-nodify-inage-attribute am _id --product-code product_code

After you set the product code attribute, it cannot be changed or removed.

Bills for Paid and Supported AMIs

At the end of each month, you receive an email with the amount your credit card has been charged for
using any paid or supported AMIs during the month. This bill is separate from your regular Amazon EC2
bill. For more information, see Paying For AWS Marketplace Products.

Managing Your AWS Marketplace Subscriptions

On the AWS Marketplace website, you can check your subscription details, view the vendor's usage
instructions, manage your subscriptions, and more.

To check your subscription details

Log in to the AWS Marketplace.
Click Your Account.
Click Manage Your Software Subscriptions.

All your current subscriptions are listed. Click Usage Instructions to view specific instructions for
using the product, for example, a user name for connecting to your running instance.

PN PE

To cancel an AWS Marketplace subscription
1. Ensure that you have terminated any instances running from the subscription.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec?2/.
In the navigation pane, click Instances.

c. Select the instance, and select Terminate from the Actions menu. When prompted, click Yes,
Terminate.

2. Log in to the AWS Marketplace, and click Your Account, then Manage Your Software
Subscriptions.

3. Click Cancel subscription. You are prompted to confirm your cancellation.

Note

After you've canceled your subscription, you are no longer be able to launch any instances
from that AMI. To use that AMI again, you need to resubscribe to it, either on the AWS
Marketplace website, or through the launch wizard in the Amazon EC2 console.

Creating Amazon EBS-Backed AMIs Using the
Console

Topics
¢ Create an AMI from an Instance (p. 61)
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¢ Delete an AMI and a Snapshot (p. 62)

This section walks you through the process of creating an Amazon EBS-backed AMI from a running
Amazon EBS-backed instance. For more information about Amazon EBS-backed AMIs and instance
store-backed AMIs, see Storage for the Root Device (p. 45). For instructions that use the command line
tools or API, see Creating Amazon EBS-Backed Linux AMIs (p. 63).

Create an AMI from an Instance

To create an AMI from a running Amazon EBS-backed instance

1.
2.

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

If you don't have a running instance that uses an Amazon EBS volume for the root device, you must
launch one. For instructions, see Launching an Instance (p. 266).

[Optional] Connect to the instance and customize it however you want. For example, you can install
software and applications, copy data, or attach additional EBS volumes. For more information about
connecting to an instance, see Connect to Your Amazon EC2 Instance (p. 273).
In the navigation pane, click Instances to view a list of your instances. Right-click your running
instance and select Create Image.

Tip

If this option is disabled, your instance isn't an Amazon EBS-backed instance.
The Create Image dialog box appears.

Fill in the requested information as follows, and click Create Image.

A unique name for the image.
[Optional] A description of the image (up to 255 characters).

c. By default, Amazon EC2 shuts down the instance, takes snapshots of any attached volumes,
creates and registers the AMI, and then reboots the instance. Select No reboot if you don't want
your instance to be shut down.

Warning
If you select the No Reboot option, the file system integrity of the created image can't
be guaranteed.

d. [Optional] You can modify the root volume, EBS volumes, and instance store volumes as follows:

» To change the size of the root volume, locate the Root volume in the Type column, and fill in
the Size field.

» To suppress an EBS volume specified by the block device mapping of the AMI used to launch
the instance, locate the EBS volume in the list and click Delete.

« To add an EBS volume, click Add New Volume, select EBS from the Type list, and fill in the
fields. When you then launch an instance from your new AMI, these additional volumes are
automatically attached to the instance. Empty volumes must be formatted and mounted.
Volumes based on a snapshot must be mounted.

» To suppress an instance store volume specified by the block device mapping of the AMI used
to launch the instance, locate the volume in the list and click Delete.

* To add an instance store volume, click Add New Volume, select Instance Store from the
Type list, and select a device name from the Device list. When you launch an instance from
your new AMI, these additional volumes are automatically initialized and mounted. These
volumes don't contain data from the instance store volumes of the running instance from which
you based your AMI.

For more information, see Amazon EC2 Root Device Volume (p. 12), Amazon EC2 Instance
Store (p. 508), and Block Device Mapping (p. 517)
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6. Click AMIs in the navigation pane to view the AMI's status. While the new AMI is being created, its
status is pendi ng.

It takes a few minutes for the whole process to finish.

7. After your new AMI's status is avai | abl e, go to the Snapshots page and view the new snapshot
that was created for the new AMI. Any instance you launch from the new AMI uses this snapshot for
its root device volume.

8. Go back to the AMIs page, select the image, and click Launch.

The launch wizard opens.

9. Walk through the wizard to launch an instance of your new AMI.

10. After your instance's status is r unni ng, connect to the instance and verify that any changes you
made to the original AMI have persisted.

You now have a new AMI and snapshot that you just created. Both continue to incur charges to your
account until you stop or delete them.

Delete an AMI and a Snapshot

To delete an AMI and a snapshot

1. Go tothe AMIs page. Select the AMI, click Actions, then select Deregister. When asked for
confirmation, click Continue.
The image is deregistered, which means it is deleted and can no longer be launched.

2. Goto the Snapshots page. Right-click the snapshot and select Delete Snapshot. When asked for
confirmation, click Yes, Delete.
The snapshot is deleted.

Creating Your Own AMIs

There are many public AMIs available to you. To see the available AMIs, go to Amazon Machine Images
(AMls). If the available public AMIs don't provide everything that you're looking for, you can create an
AMI that meets your needs.

Creating your own AMI helps you make the most of Amazon EC2. Your AMI becomes the basic unit of
deployment; it enables you to rapidly boot hew custom instances as you need them. This section gives
an overview of your AMI creation options, identifies the tools you need, and walks you through the process.

Before you begin this section, you should be familiar with AMI and instance concepts. For more information,
see the following sections:

¢ Amazon Machine Images (AMI) (p. 43)
¢ Amazon EC2 Instances (p. 94)
¢ Amazon Elastic Block Store (p. 446)

Overview of the AMI Creation Process

There are a few different ways to create an AMI. The process you must follow to create an AMI depends
on whether you are creating an Amazon EBS-backed AMI or an Amazon EC2 instance store-backed
AMI. There are significant differences between Amazon EBS-backed and Amazon EC2 instance
store-backed AMIs, such as data persistence. For information on the differences between these choices,
see Storage for the Root Device (p. 45).
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First, decide which operating system and root device volume you want, and then you'll know which of
these processes to use for creating the AMI:

* Amazon EBS-backed AMI
The same general process applies to Linux/UNIX and Windows.
e Linux/UNIX—Creating Amazon EBS-Backed Linux AMIs (p. 63)
¢ Windows— Creating an Amazon EBS-Backed Windows AMI (Amazon Elastic Compute Cloud
Microsoft Windows Guide)
¢ Amazon EC2 instance store-backed AMI
The process depends on the operating system.
e Linux/UNIX—Creating Instance Store-Backed Linux/UNIX AMIs (p. 66)
* Windows— Creating an Instance Store-Backed Windows AMI (Amazon Elastic Compute Cloud
Microsoft Windows Guide)
¢ Creating an AMI from a Resized Instance

If you have changed the size of your instance (p. 111) and the root device for your instance is an instance
store volume, you must create an AMI from your current instance, launch a new instance from this AMI
with the instance type you need, then terminate the instance you no longer need. For detailed instructions
on how to do this, click here (p. 112).

Creating Amazon EBS-Backed Linux AMIs

To create an Amazon EBS-backed Linux AMI, start with an Amazon EBS-backed AMI (for example, one
of the public AMIs that Amazon provides), and modify it to suit your particular needs (note that as Amazon
EBS-backed instances are stored as Amazon EBS data, standard storage rates apply). If you start with
an Amazon instance store-backed instance, you cannot create an Amazon EBS-backed AMI using these
instructions. For more information about Amazon EBS-backed AMIs and instance store-backed AMls,
see Storage for the Root Device (p. 45).

Note

This topic describes the process for creating an Amazon EBS-backed Linux AMI. For information
about Amazon EBS-backed Windows AMIs, see Creating an Amazon EBS-Backed Windows
AMI. For instructions using an instance store-backed AMI, see Creating Instance Store-Backed
Linux/UNIX AMIs (p. 66).

Topics
e Creating an Amazon EBS-Backed Linux AMI (p. 63)
¢ Special Cases (p. 64)
« How to Create Amazon EBS-Backed AMIs (p. 64)
¢ Converting Amazon EC2 instance store-backed AMIs to EBS-Backed AMIs (p. 66)

Creating an Amazon EBS-Backed Linux AMI

To create an Amazon EBS-backed Linux AMI

1. Launch an instance of an Amazon EBS-backed AMI that is similar to the AMI that you want to create.
For example, you might take a public AMI that uses the operating system you want to use for your
AMI.

The instance must be launched from an Amazon EBS-backed AMI; you cannot use an Amazon EC2
instance store-backed AMI.

2. When the instance is running, customize it as desired. For example, you could attach additional
Amazon EBS volumes, load applications, or copy data.
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Important

If you customize your instance with instance-store volumes or additional EBS volumes
besides the root device, the new AMI contains block device mapping information for those
volumes and new instances automatically launch with the additional volumes. However,
instance-store volumes on the new instance won't contain any customized data. For more
information, see Create an AMI from an Instance. If you want your data to persist, you must
use an EBS volume instead of an instance-store (ephemeral) volume. For more information,
see Block Device Mapping (p. 517).

3.  When the instance is set up the way you want it, it is best to stop the instance before you create the
AMI to ensure data integrity. Follow these steps to stop the instance:

a. Right-click your running instance and select Stop.
b.  When prompted to confirm this, click Yes, Stop.

4. Create an AMI from that instance.

It takes several minutes for the entire process to complete. If you customized the instance with instance
store volumes or additional EBS volumes besides the root device, the new AMI contains block device
mapping information for those volumes. When you launch an instance from your new AMI, the instance
automatically launches with the additional volumes. The instance store volumes are new and don't contain
any data from the instance store volumes of the original instance used to create the AMI.

Amazon EC2 powers down the instance before creating the AMI to ensure that everything on the instance
is stopped and in a consistent state during the creation process. If you're confident that your instance is
in a consistent state appropriate for AMI creation, you can add the - - no- r eboot flag to

ec2- creat e-i nage or Cr eat el mage that tells Amazon EC2 not to power down and reboot the instance.
With this flag, the instance remains running throughout the AMI creation process. Some file systems,
such as xfs, can freeze and unfreeze activity, making it safe to create the image without rebooting the
instance.

Special Cases

In some cases, the general tasks in creating Amazon EBS-backed AMIs don't apply:
* You don't have the original AMI from which to launch instances.

In this case, you can create an Amazon EBS-backed AMI by registering a snapshot of a root device.
You must own the snapshot and it must be a Linux/UNIX system (this process is not available for
Windows instances). For more information about creating an AMI this way, see Launching an Instance
from a Backup (p. 271).

¢ You have an Amazon EC2 instance store-backed Linux/UNIX AMI.

In this case, you can convert the AMI to be backed by Amazon EBS. You cannot convert a Windows
AMI backed by instance store. For more information about converting a Linux/UNIX AMI, see Converting
Amazon EC2 instance store-backed AMIs to EBS-Backed AMiIs (p. 66).

How to Create Amazon EBS-Backed AMIs

You can create an Amazon EBS-backed AMI by using the AWS Management Console, the command
line tools, or the API. The following section describes the steps using each tool or interface.
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AWS Management Console

For instructions that use the AWS Management Console, see Creating Amazon EBS-Backed AMIs Using
the Console (p. 60).

Command Line Interface

To create an Amazon EBS-backed AMI

1. Use the ec2-create-image command to create an image.

PROVWPT> ec2-create-inmage -n your _inmage_nane instance_id

For example:

PROWPT> ec2-create-image -n "My AM" i-eb977f 82

Amazon EC2 creates an image and returns an AMI ID.

| MAGE ani - 8675309

2. If you want to check whether the AMI is ready, use the ec2-describe-images command as follows:

$ ec2-describe-inmages -0 self

Amazon EC2 returns information about the AMI.

If the AMI you start with doesn't already have the storage devices you want attached, you can add them
by creating EBS volumes or using block device mapping. To create EBS volumes, use
ec2-creat e-vol une and ec2- att ach- vol une.

You also can call ec2- r un- i nst ances with block device mapping information for the devices you want
to add. For more information about block device mapping, see Block Device Mapping (p. 517).

API

To create an Amazon EBS-backed AMI, construct the following query request to create an image:

https://ec2. amazonaws. com
?Act i on=Cr eat el mage

&l nstancel d=i nstance_id
&Name=My_Ami

&AUTHPARANS

In the following example response, Amazon EC2 creates the image and returns its AMI ID.

<Cr eat el mageResponse xm ns="http://ec2. amazonaws. com doc/ 2013-10-01/" >
<i magel d>ani - 8675309</ i magel d>
</ Cr eat el mageResponse>

AMI creation can take time. You can check whether the AMI is ready using Descr i bel nages.
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If the AMI you start with doesn't already have the storage devices you want attached, you can add them
by creating EBS volumes or using block device mapping. To create EBS volumes, use Cr eat eVol une
and At t achVol une.

You also can call Runl nst ances with block device mapping information for the devices you want to add.
For more information about block device mapping, see Block Device Mapping (p. 517).

Converting Amazon EC2 instance store-backed AMis to
EBS-Backed AMIs

There's no simple API or button in the AWS Management Console that converts an existing Amazon EC2
instance store-backed AMI to an Amazon EBS-backed AMI. However, you can convert Amazon EC2
instance store-backed Linux/UNIX AMIs to EBS-backed systems manually.

Important

You can't convert an instance store-backed Windows AMI to an EBS-backed Windows AMI. You
must start with a public EBS-backed Windows AMI, modify it to meet your specifications, and
then create an image from it. For information, see Creating Amazon EBS-Backed AMIs Using
the Console (p. 60).

The following table describes the conversion process.

How to convert a Linux/UNIX Amazon EC2 instance store-backed AMI to an EBS-backed
AMI

1 Copy the AMI's root device information to an Amazon EBS volume. For more information, see
the related task list in Root Device Storage Usage Scenarios (p. 15)

2 Create a snapshot of that volume. For more information, see Creating an Amazon EBS
Snapshot (p. 485).

3 Register the image with a block device mapping that maps the root device name of your choice
to the snapshot you just created. For an example, see Block Device Mapping (p. 517).

You might find it useful to refer to available blog posts that discuss conversion. The following are two
example blogs; AWS, however, takes no responsibility for the completeness or accuracy of the content:

« http://www.elastician.com/2009/12/creating-ebs-backed-ami-from-s3-backed.html
¢ http://coderslike.us/2009/12/07/amazon-ec2-boot-from-ebs-and-ami-conversion/

Creating Instance Store-Backed Linux/UNIX AMIs

Topics
¢ Tools You Need (p. 67)
¢ Creating an Instance Store-Backed AMI From an Existing AMI (p. 68)
¢ Creating an Instance Store-Backed AMI From a Loopback (p. 72)

For Linux/UNIX systems, you have two common ways to prepare Amazon EC2 instance store-backed
AMIs. The easiest method (A) involves launching an existing public AMI and modifying it according to
your requirements. For more information, see Creating an Instance Store-Backed AMI From an Existing
AMI (p. 68).

Another approach (B) is to build a fresh installation either on a stand-alone machine or on an empty file
system mounted by loopback. The process entails building an operating system installation from scratch.
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After you've built the installation package to your satisfaction, you must bundle it using the AMI tool for
bundling volumes and register it using the command line tool for registering images. For information, see
Creating an Instance Store-Backed AMI From a Loopback (p. 72).

The following diagram shows the general tasks in creating Amazon EC2 instance store-backed Linux/UNIX
AMIs.

Customize a Linux/ Upload the key and Bundle customized
UNIXinstance 4 certificate - image —#~  Upload bundle .  Register image
W 1 2 3 4

xistind L 5
Create Amazon 53-
backed Linux/UNIX

AMis
L
\u\%,m

) Install Linux/UNIX
0S on clean root file >

system

Bundle image of new

installation p| Uploadbundie | _| Registerimage

3 4
1 2

This section discusses the steps for creating AMIs from an existing file and from a loopback, and some
basics about the AMI tools.

Tools You Need

Amazon created the Amazon EC2 AMI tools to help you perform specific tasks for Amazon EC2 instance
store-backed Linux/UNIX AMIs. You use these AMI tools, which are a set of command line utilities, for
bundling and uploading Amazon EC2 instance store-backed Linux/UNIX AMiIs. You also use these AMI
tools for managing these bundled images. For information about the specific AMI tools, see AMI Tools
Reference in the Amazon Elastic Compute Cloud Command Line Reference.

When you bundle an Amazon EC2 instance store-backed Linux/UNIX AMI and you start with an instance,
you use the AMI tools for bundling and uploading the bundle, and then you use the API tools to register
the image. If you are creating an Amazon EC2 instance store-backed AMI from a loopback, you first
prepare the instance, then use the AMI tools to bundle before you use the API tools to register the image
you created.

If you are starting with an instance of an Amazon public AMI, it might already have the AMI tools installed.
Try running the command ec2- bundl e- vol to check if the instance already has the AMI tools.

If the tools are already installed, you can jump to the section that discusses the bundling process you
want to complete:

¢ Creating an Instance Store-Backed AMI From an Existing AMI (p. 68)
¢ Creating an Instance Store-Backed AMI From a Loopback (p. 72)

If the tools aren't installed, read on. This section describes installation and usage information when using
AMI tools.

Install the AMI Tools

The AMI tools are available in both a zip file and as an RPM suitable for running on Fedora Core with
Ruby 1.8.2 (or greater) installed. You need root privileges to install the software.

For information about installing the AMI tools, see Amazon EC2 AMI Tools.
To install the AMI tools

1. Install Ruby using the yumpackage manager.
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# yuminstall ruby

Install the AMI tools RPM.

# rpm-i ec2-am-tool s-x.X-xxxx.i386.rpm

View the AMI Tools Documentation

This section describes how to view Linux/UNIX documentation.

To view the manual for each tool

Append --manual to the command that invokes the tool.

$ ec2-bundl e-i nage - - nmanual

To view help for each tool

Append --help to the command that invokes the tool.

$ ec2-bundl e-i mage --hel p

Creating an Instance Store-Backed AMI From an EXxisting
AMI

To quickly and easily get a new working AMI, start with an existing public AMI or one of your own. You
can then modify it and create a new AMI.

Before You Get Started

1.
2.

If the AMI tools are not already installed, install them (p. 67)

Before you select an AMI, determine whether the instance types you plan to launch are 32-bit or
64-bit. For more information, see Instance Types (p. 94).

Make sure you are using GNU Tar 1.15 or later.

Install the Amazon EC2 API tools. Go to Amazon EC2 API Tools for more information and to download
the tools from Amazon S3.

Note
To ensure you have the latest and most reliable version, we recommend that you install the
Amazon EC2 API tools only from Amazon S3.

Tasks to Use an Existing AMI to Create a New AMI

1.
2.
3.

Customize an Instance (p. 69)
Upload the Key and Certificate (p. 69)
Bundle a Customized Image (Requires Root Privileges) (p. 70)

APl Version 2013-10-01
68



http://aws.amazon.com/developertools/351

Amazon Elastic Compute Cloud User Guide
Creating Instance Store-Backed Linux/UNIX AMIs

4. Upload a Bundled AMI (p. 71)
5. Register the AMI (p. 71)

Customize an Instance
Customizing an instance involves the following series of steps:

1. Selecting an AMI from available AMlIs.
2. Launching an instance from the AMI you selected.

3. Making changes to (thus, customizing) the instance, such as altering the Linux configuration, adding
software, and configuring web applications.

For more information, see Launch Your Instance (p. 266).

After you've launched an instance according to your specifications, proceed to the next steps to create
a new AMI using the customized instance.

Upload the Key and Certificate

Your new AMI must be encrypted and signed to ensure that only you and Amazon EC2 can access it.
To accomplish this, you must upload your Amazon EC2 private key and X.509 certificate to an instance
store directory on your running instance. The private key and the certificate will be used in the AMI bundling
process.

The private key and certificate files must not be bundled with the image. To prevent this, create a separate
directory for these files. This directory will be specifically excluded from the bundle. In these examples,
the private key and certificate files will be stored in the / t np/ cer t directory. You can either use a secure
file transfer program such as WinSCP to copy the files from your computer to your instance, or you can
upload them directly. You must grant write permissions to the directory where these files will be uploaded.
The following command grants write permissionto/t np/ cert.

$ sudo chnod 777 /tnp/cert

To upload your Amazon EC2 private key and X.509 certificate

Copy your Amazon EC2 private key and X.509 certificate to the instance using a secure copy function
such as scp.

The following shows the syntax to use with the scp command.

$ scp -i <keypair_nanme> <private_keyfile> <certificate_file> <username>@dns_| oc
ati on>: <instance_store_directory>

Where,

¢ <keypai r _name> is the .pem file.

e <private_keyfil e>is the file that contains the private key.

e <certificate file>isthe file that contains the certificate.

e <user nane> is the login name you use to log in to your instance; for example, ec2- user .
e <dns_| ocati on> is the DNS location of the instance within Amazon EC2.

e <instance_store_directory>is the directory where your instance store is mounted.

scp displays the names of the files copied and some performance statistics.
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The following is an example of a fully specified scp command using the Amazon Linux AMI.

$ scp -i gsg- keypair pk- HKZYKTAI ECVXY! BHSHXVAZBEXAMPLE. pem cer t - HKZYKTAI GZECVKY
| BHSHXV4AZBEXAMPLE. pem ec2- user @c2- 203- 0- 113- 25. conput e- 1. amazonaws. com / t np/ cert
pk- HKZYKTAI GZECMXY| BH3HXV4ZBEXAMPLE. pem 100% 717 0. 7KB/ s 00: 00

cert - HKZYKTAI G2ECMXY| BH3HXV4ZBEXAMPLE. pem 100% 685 0. 7KB/ s 00: 00

Bundle a Customized Image (Requires Root Privileges)

When you have the image that meets your specifications, you need to bundle it for uploading to Amazon
S3. The bundling process requires both the AMI Tools (to install the AMI Tools, click here (p. 67)) and
root privileges. Root privileges can be obtained with the sudo su or sudo su- command:

sudo su -[root password]

To bundle a customized image

Use the ec2-bundle-vol command. Make sure to exclude the directory where the private key and certificate
files are stored with the -e option. This option excludes files that may contain sensitive information, such
as your AWS credentials. By default, the bundle process excludes files that might contain sensitive
information. These files include *. sw, *. swo, *. swp, *. pem *. pri v, *id_rsa*, *i d_dsa* *. gpg,

* . jks,*/.ssh/aut horized_keys, and */ . bash_hi st ory. To include all of these files, use the
--no-filter option. To include some of these files, use the - - i ncl ude option.

# ec2-bundl e-vol -k <private keyfile> -c <certificate file> -u <your_aws_ac
count _id> -e <cert_|ocation>

e <private_keyfil e>is the file that contains the private key.
e <certificate file>isthe file that contains the certificate.

e <user _i d>is the ID associated with your AWS account. This is your AWS account ID without dashes.
It consists of 12 to 15 characters, and it's not the same as your access key ID.

e <cert_| ocati on> is the directory that contains the private key and certificate files, which must be
excluded from the bundle.

Note
If SELinux is enabled on your system, be sure to disable it before running ec2-bundle-vol.

Specify your architecture. In the following example, x86_64 is used:

# —r x86_64

Execute the following command to bundle the local machine root file system.

# ec2-bundl e-vol -e /tnp/cert -k pk-HKZYKTAI G2ECMXYI BH3HXV4ZBEXAMPLE. pem - ¢
cert - HKZYKTAI GZECMXYI BH3HXVAZBEXAMPLE. pem -u 111122223333

Pl ease specify a value for arch [x86_64]:
Copying / into the image file /tnp/imge...
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Excl udi ng:

/ sys

/tnp/cert

1+0 records in

140 records out

1048576 bytes (1.0 MB) copied, 0.00172 s, 610 MB/s
nke2fs 1.42.3 (14-May-2012)

Bundling i mage file...

Splitting /tnp/inmage.tar.gz. enc..

Created i nmage. part. 00
Created image.part. 01l

Created image. part. NN

Generating digests for each part...
Di gests generat ed.

Creating bundle manifest...

ec2- bundl e-vol conpl ete.

Upload a Bundled AMI

You must upload the bundled AMI to Amazon S3 before Amazon EC2 can access it. This task is necessary
when you create Amazon EC2 instance store-backed AMIs from an existing instance or from a loopback.
Use the ec2-upload-bundle command to upload the bundled AMI that you created earlier. Amazon S3
stores data objects in buckets, which are similar to directories. All buckets must have globally unique
names. The ec2-upload-bundle command uploads the bundled AMI to a specified bucket. If the specified
bucket exists and belongs to another AWS account, the ec2-upload-bundle command will fail.

Important
The specified Amazon S3 bucket must exist, and it must have been created in the same region
as the instance being uploaded.

To upload the bundled AMI

Use the ec2-upload-bundle command as follows:

$ ec2-upl oad-bundl e -b <your-s3-bucket> -m <nani fest _pat h> -a <access_key> -s
<secret _key>

e <your - s3- bucket > is the Amazon S3 bucket that the bundle will be uploaded to. You can also upload
the bundle to a subfolder of the bucket, such as ny- awsbucket / upl oaded- i mages/ i mage- 1. If the
subfolder does not exist, it will be created.

e <mani f est _pat h> is the full path to the manifest file (for example, / t np/ i mage. mani f est . xm ).
The manifest file will reside in the destination directory that was specified in the ec2-bundle-vol command.

» <access_key> is your AWS access key ID.
» <secret_key> is your AWS secret key.

The AMI manifest file and all image parts are uploaded to Amazon S3. The manifest file is encrypted with
the Amazon EC2 public key before being uploaded.

Register the AMI

You must register your image with Amazon EC2, so that Amazon EC2 can locate it and run instances
based on it. This task is necessary when you create Amazon EC2 instance store-backed AMIs from an
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existing file or from a loopback. If you make any changes to the source image stored in Amazon S3, you
must reregister the image.

To register the AMI that you created and uploaded to Amazon S3

Use the ec2-register command (which is part of the EC2 CLI tools, not the AMI tools) as follows:

$ ec2-regi ster <your-s3-bucket>/<path>/image. mani fest.xm -n <i nage_nane> -0
<your _access_key> -W<your_secret_key>

Important
The capitalization of the bucket name and path in <your - s3- bucket >/ <pat h> must match
exactly what was passed in the ec2-upload-bundle command.

This command registers the AMI in the default region. To specify a different region, set the EC2_URL
environment variable, or use the --region option with the ec2-register command.

Amazon EC2 returns an AMI identifier, the value next to the | MAGE tag, that you can use to run instances.

Creating an Instance Store-Backed AMI From a Loopback

Creating AMIs through a loopback involves doing a full operating system installation on a clean root file
system, but avoids having to create a new root disk partition and file system on a physical disk. After you
have installed your operating system, you can bundle the resulting image as an AMI with the

ec2- bundl e- i mage command, which is part of the AMI tools (and not an API action). For more information
about the ec2- bundl e- i mage command and the AMI tools, go to the Amazon Elastic Compute Cloud
Command Line Reference.

Note
This method works only with AMIs that use instance stores for their root devices. This method
is not applicable for AMIs backed by Amazon EBS.

Before You Get Started

1 Before you select an AMI, determine whether the instance types you plan to launch are
32-bit or 64-bit. For more information, see Instance Types (p. 94).

2 Make sure you are using GNU Tar 1.15 or later.

3 This topic uses Fedora Core 4. Please make any adjustments for your distribution.

Tasks to Create a New AMI Through a Loopback
1 Install Linux/UNIX and Prepare the System

. Create a File to Host the AMI (p. 73)
. Create a Root File System Inside the File (p. 73)
. Mount the File through Loopback (p. 74)
. Prepare for the Installation (p. 75)
. Install the Operating System (p. 76)
Configure the Operating System (p. 77)

S DO QO O T D

2 Bundle the Loopback File Image (p. 78)
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3 Upload a Bundled AMI (p. 79)

4 Register the AMI (p. 80)

Create a File to Host the AMI

The dd utility can create files of arbitrary sizes. Make sure to create a file large enough to host the operating
system, tools, and applications that you will install. For example, a baseline Linux/UNIX installation requires
about 700 MB, so your file should be at least 1 GB.

To create a file to host the AMI

¢ Enter the following command:

# dd if=/dev/zero of =i nage_nane bs=1M count =si ze

The <i mage_nane> is the name of the image file you are creating and <si ze> is the size of the file
in megabytes.

Example

The following example creates a 1 GB file (1024*1 MB).

# dd i f=/dev/zero of =ny-inage.fs bs=1M count =1024
1024+0 records in
1024+0 records out

Create a Root File System Inside the File

The nkf s utility has several variations that can create a file system inside the image file you are creating.
Typical Linux/UNIX installations default to ext 2 or ext 3 file systems.

To create an ext 3 file system

¢ Enter the following command:

# nke2fs -F -j <image_nane>

The <i nage_nane> is the name of the image file.

APl Version 2013-10-01
73



Amazon Elastic Compute Cloud User Guide
Creating Instance Store-Backed Linux/UNIX AMIs

Example

The following example creates an ext 3 file system.

# nke2fs -F -j ny-image.fs
nke2fs 1.38 (30-Jun-2005)
Fi | esystem | abel =
CS type: Linux
Bl ock size=4096 (| o0g=2)
Fragnment size=4096 (| og=2)
131072 i nodes, 262144 bl ocks
13107 bl ocks (5.00% reserved for the super user
First data bl ock=0
Maxi mum fi |l esyst em bl ocks=268435456
8 bl ock groups
32768 bl ocks per group, 32768 fragnments per group
16384 i nodes per group
Super bl ock backups stored on bl ocks:
32768, 98304, 163840, 229376

Witing inode tables: done
Creating journal (8192 bl ocks): done
Witing superbl ocks and filesystem accounting information: done

This filesystemw ||l be automatically checked every 24 nounts or
180 days, whichever cones first. Use tune2fs -c or -i to override.

Mount the File through Loopback

The loopback module enables you to use a normal file as if it were a raw device, which gives you a file
system within a file. Mounting a file system image file through loopback presents it as part of the normal
file system. You can then modify it using your favorite file management tools and utilities.

To mount the file through loopback

1. Enter the following command to create a mount point in the file system where the image will be
attached:

# nmkdi r <i mage_nount poi nt >

The <i mage_nount poi nt > is the location where the image will be mounted.
2. Mount the file system image:

# nount -0 |loop <image_nanme> <image_nount poi nt >

The <i mage_nane> is the name of the image file and <i mage_nount poi nt > is the mount location.

Example

The following commands create and mount the my-image.fs image file.

# nkdir /mmt/ec2-fs
# mount -0 loop ny-inmage.fs /mt/ec2-fs
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Prepare for the Installation

Before the operating system installation can proceed, you must create and prepare the newly created
root file system.

To prepare for the installation

1.

Create a / dev directory and populate it with a minimal set of devices. You can ignore the errors in
the output.

# nkdir /mt/ec2-fs/dev

# [ sbi n/f MAKEDEV -d <i nage_nount poi nt >/ dev -x consol e
# [ sbi n/ MAKEDEV -d <i nage_nount poi nt>/dev -x null

# [ sbi n/ MAKEDEV -d <i nage_nount poi nt >/ dev -x zero

The <i mage_nount poi nt > is the mount location.
Create the f st ab file within the / et ¢ directory and add the following:

/dev/sdal / ext 3 defaul ts 11
none /dev/pts devpts gid=5,node=620 0 O
none /dev/shm tnpfs defaul ts 00
none / proc proc defaul ts 00
none / sys sysfs defaul ts 00

Create a temporary YUM configuration file (e.g., yum xen. conf ) and add the following content.

[ fedora]

nane=Fedora $rel easever - $basearch

fail overnethod=priority

#tbaseur | =ht t p: / / downl oad. f edor apr oj ect . or g/ pub/ f edora/ | i nux/ rel eases/ $rel ea
sever/ Everyt hi ng/ $basear ch/ os/
mrrorlist=https://mrrors.fedoraproject.org/ netalink?repo=fedora-$rel ea
sever &r ch=$basear ch

enabl ed=1

#nmet adat a_expi re=7d

gpgcheck=1

gpgkey=file:///etc/pki/rpm gpg/ RPM GPG KEY-f edor a- $basear ch

[ updat es]

nane=Fedora $rel easever - $basearch - Updates fail overnethod=priority
#tbaseur| =ht t p: / / downl oad. f edor apr oj ect . or g/ pub/ f edor a/ | i nux/ updat es/ $r el ea
sever/ $basear ch/
mrrorlist=https://mrrors.fedoraproject.org/netalink?repo=updat es-rel eased-
f $r el easever &r ch=$basear ch

enabl ed=1

gpgcheck=1

gpgkey=file:///etc/pki/rpm gpg/ RPM GPG KEY-f edor a- $basear ch

This step ensures that all the required basic packages and utilities are installed. You can locate this
file anywhere on your main file system (not on your loopback file system) and is used only during
installation.

Enter the following:
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# nkdi r <i mage_nount poi nt >/ proc
# nmount -t proc none <i mage_nount poi nt >/ proc

The <i mage_nount poi nt > is the mount location. A gr oupadd utility bug in the shadow-uti | s
package (versions prior to 4.0.7-7) requires you to mount the new pr oc file system manually with
the preceding command.

Example

These commands create the / dev directory and populate it with a minimal set of devices:

# nkdir /mmt/ec2-fs/dev

# [ sbin/ MAKEDEV -d /mmt/ec2-fs/dev -x consol e
MAKEDEV: nkdir: File exists

MAKEDEV: nkdir: File exists

MAKEDEV: nkdir: File exists

# [ sbin/ MAKEDEV -d /mmt/ec2-fs/dev -x null
MAKEDEV: nkdir: File exists

MAKEDEV: nkdir: File exists

MAKEDEV: nkdir: File exists

# [ sbin/ MAKEDEV -d /mt/ec2-fs/dev -x zero
MAKEDEV: nkdir: File exists

MAKEDEV: nkdir: File exists

MAKEDEV: nkdir: File exists

This example creates and mounts the / mt / ec2- f s/ pr oc directory.

# nmkdir /mmt/ec2-fs/proc
# nount -t proc none /mt/ec2-fs/proc

Install the Operating System

At this stage, the basic directories and files are created and you are ready to install the operating system.
Depending on the speed of the host and network link to the repository, this process might take a while.

To install the operating system

« Enter the following command:

# yum-c <yumconfiguration file> --installroot=<image_nount poi nt> -y groupin
stall Base

The <yum confi gurati on_fil e>is the name of the YUM configuration file and
<i mage_nount poi nt > is the mount location.

You now have a base installation, which you can configure for operation inside Amazon EC2 and
customize for your use.
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Example

This example installs the operating system at the / rmt / ec2- f s mount point using the yum xen. conf
YUM configuration file.

# yum -c yum xen.conf --installroot=/mt/ec2-fs -y groupinstall Base
Setting up Group Process
Setting up repositories

base 100% | | 1.1 kB 00: 00
updat es-r el eased 100% | | 1.1 kB 00: 00
conps. xni 100% | | 693 kB 00: 00
conps. xni 100% | | 693 kB 00: 00
Setting up repositories

Readi ng repository nmetadata in fromlocal files

primary. xm . gz 100% | | 824 kB 00: 00
base D HHHHRRHHHH SRR H AR R 2772] 2772
Added 2772 new packages, deleted 0 old in 15.32 seconds

primary. xm . gz 100% | | 824 kB 00: 00

updat es- r e: H#HHHHHHBHHHHHH B HHHH PR H T H PR 2772) 2772
Added 2772 new packages, deleted 0 old in 10.74 seconds

Conpl et e!

Configure the Operating System

After successfully installing the base operating system, you must configure your networking and hard
drives to work in the Amazon EC2 environment.

To configure the operating system

1. Edit(orcreate)/ mt/ec2-fs/etc/sysconfig/network-scripts/ifcfg-ethOandmake sure
it contains at least the following information:

DEVI CE=et h0
BOOTPROTO=dhcp
ONBOOT=yes
TYPE=Et her net
USERCTL=yes
PEERDNS=yes

| PV6I NI T=no

Note

The Amazon EC2 DHCP server ignores hostname requests. If you set DHCP_HOSTNANME,
the local hostname will be set on the instance but not externally. Additionally, the local
hostname will be the same for all instances of the AMI, which might be confusing.

2. \Verify that the following line appears in the / mt / ec2- f s/ et ¢/ sysconfi g/ net wor k file so that
networking starts:

NETWORKI NG=yes

3. Add the following lines to / mt / ec2- f s/ et ¢/ f st ab so that local disk storage on / dev/ sda2 and
swap space on / dev/ sda3 are mounted at system startup:
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/dev/sda2 [ mmt ext 3 defaul ts 00
/ dev/ sda3 swap swap defaul ts 00
Note

The / dev/ sda2 and / dev/ sda3 storage locations only apply to small instances. For more
information on instance storage, see the section called “Instance Store” (p. 508).

4. Allocate appropriate system run levels so that all your required services start at system startup. For
example, to enable a service on multiuser and networked run levels, use the following commands:

# chroot /mmt/ec2-fs /bin/sh
# chkconfig --1evel 345 ny-service on
# exit

Your new installation is successfully installed and configured to operate in the Amazon EC2
environment.

5. Enter the following commands to umount the image:

# unmount <i nmage_nount poi nt >/ proc
# umount -d <i mage_nount poi nt >

The <i mage_nount poi nt > is the mount location.

Example

The following example unmounts the installation from the / mt / ec2- f s mount point.

# unmount /mt/ec2-fs/proc
# umount -d /mmt/ec2-fs

Bundle the Loopback File Image

To bundle the loopback file image

« Enter the following command:

# ec2-bundl e-image -i <inmge_nanme>.ing -k <private_keyfile> -c <certific
ate file> -u <user_id>

The <i nage_nane> is the name of the image file, <pri vat e_keyf i | e> is the file that contains the
private key, <certificate_fil e>is the file that contains the certificate, and <user _i d> is the ID
associated with your AWS account.

Note
The user ID is your AWS account ID without dashes. It consists of 12 to 15 characters, and
it's not the same as your Access Key ID.
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Example

The ec2-bundle-image command bundles an image created in a loopback file.

# ec2-bundl e-i mage -k pk-HKZYKTAI G2ECMXY| BH3HXVAZBEXAVPLE. pem - ¢ cert - HKZYK
TAl ECMXYI BH3HXV4ZBEXAMPLE. pem -u 111122223333 -i image.ing -d bundl ed/ -p
fred -r x86_64

Pl ease specify a value for arch [i386]:

Bundling i mage file...

Splitting bundled/fred.gz.crypt...

Created fred. part. 00

Created fred.part. 01

Created fred. part.02

Created fred. part.03

Created fred.part.04

Created fred. part. 05

Created fred. part. 06

Created fred. part. 07

Created fred. part.08

Created fred. part.09

Created fred.part. 10

Created fred.part. 11

Created fred. part. 12

Created fred.part.13

Created fred.part. 14

Cenerating digests for each part...

Di gests generat ed.

Creating bundle nmanifest...

ec2-bundl e-i nage conpl et e.

Upload a Bundled AMI

You must upload the bundled AMI to Amazon S3 before Amazon EC2 can access it. This task is necessary
when you create Amazon EC2 instance store-backed AMIs from an existing instance or from a loopback.
Use the ec2-upload-bundle command to upload the bundled AMI that you created earlier. Amazon S3
stores data objects in buckets, which are similar to directories. All buckets must have globally unique
names. The ec2-upload-bundle command uploads the bundled AMI to a specified bucket. If the specified
bucket exists and belongs to another AWS account, the ec2-upload-bundle command will fail.

Important
The specified Amazon S3 bucket must exist, and it must have been created in the same region
as the instance being uploaded.

To upload the bundled AMI

Use the ec2-upload-bundle command as follows:

$ ec2-upl oad-bundl e -b <your-s3-bucket> -m <nani fest _pat h> -a <access_key> -s
<secret _key>

e <your - s3- bucket > is the Amazon S3 bucket that the bundle will be uploaded to. You can also upload
the bundle to a subfolder of the bucket, such as ny- awsbucket / upl oaded- i nages/ i nage- 1. If the
subfolder does not exist, it will be created.

e <mani f est _pat h> is the full path to the manifest file (for example, / t np/ i mage. mani f est . xm ).
The manifest file will reside in the destination directory that was specified in the ec2-bundle-vol command.

e <access_key>is your AWS access key ID.
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e <secret_key>is your AWS secret key.

The AMI manifest file and all image parts are uploaded to Amazon S3. The manifest file is encrypted with
the Amazon EC2 public key before being uploaded.

Register the AMI

You must register your image with Amazon EC2, so that Amazon EC2 can locate it and run instances
based on it. This task is necessary when you create Amazon EC2 instance store-backed AMIs from an
existing file or from a loopback. If you make any changes to the source image stored in Amazon S3, you
must reregister the image.

To register the AMI that you created and uploaded to Amazon S3

Use the ec2-register command (which is part of the EC2 CLI tools, not the AMI tools) as follows:

$ ec2-register <your-s3-bucket>/<path>/image. mani fest.xm -n <i nage_nanme> -0
<your _access_key> -W<your_secret_key>

Important
The capitalization of the bucket name and path in <your - s3- bucket >/ <pat h> must match
exactly what was passed in the ec2-upload-bundle command.

This command registers the AMI in the default region. To specify a different region, set the EC2_URL
environment variable, or use the --region option with the ec2-register command.

Amazon EC2 returns an AMI identifier, the value next to the | MAGE tag, that you can use to run instances.

Creating and Launching an AMI from a Snapshot

If you have a snapshot of the root device volume of an instance, you can terminate that instance and
then later launch a new instance from the snapshot. You must first register the snapshot, then create and
launch the resulting AMI, as explained in Launching an Instance from a Backup (p. 271).

Using Your Own Linux Kernels

To enable user-provided kernels on EC2 instances, Amazon has published Amazon Kernel Images (AKIs)
that use a system called PV-GRUB. PV-GRUB is a paravirtual boot loader that runs a patched version
of GNU GRUB 0.97. When you start an instance, PV-GRUB loads the kernel specified by your image's
menu. | st file.

PV-GRUB understands standard gr ub. conf or menu. | st commands, which allows it to work with all
currently supported Linux distributions. Older distributions such as Ubuntu 10.04 LTS, Oracle Enterprise
Linux or CentOS 5.x require a special "ec2" or "xen" kernel package, while newer distributions include
the required drivers in the default kernel package.

Most modern paravirtual AMIs use a PV-GRUB AKI by default (including all of the paravirtual Linux AMIs
available in the Amazon EC2 Launch Wizard Quick Start menu), so there are no additional steps that
you need to take to use a different kernel on your instance, provided that the kernel you want to use is
compatible with your distribution. You can verify that the kernel image for an AMI is a PV-GRUB AKI by
executing the following command with the Amazon EC2 command line tools (substituting the kernel image
ID you want to check):

$ ec2-describe-imges -a -F inage-id=aki-880531cd
| MAGE  aki-880531cd amazon/ pv- grub-hd0_1. 04-x86_64.9z ...
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The nane field of the output should contain pv- gr ub.

Topics
¢ Limitations of PV-GRUB (p. 81)
¢ Configuring GRUB (p. 81)
¢ Amazon PV-GRUB Kernel Image IDs (p. 82)

Limitations of PV-GRUB

PV-GRUB has the following limitations:

¢ You can't use the 64-bit version of PV-GRUB to start a 32-bit kernel or vice versa.
¢ You can't specify an Amazon ramdisk image (ARI) when using a PV-GRUB AKI.

¢ AWS has tested and verified that PV-GRUB works with these file system formats: EXT2, EXT3, EXT4,
JFS, XFS, and ReiserFS. Other file system formats might not work.

¢ PV-GRUB can boot kernels compressed using the gzip, bzip2, 1zo, and xz compression formats.

¢ Cluster AMIs don't support or need PV-GRUB, because they use full hardware virtualization (HVM).
While paravirtual instances use PV-GRUB to boot, HVM instance volumes are treated like actual disks,
and the boot process is similar to the boot process of a bare metal operating system with a partitioned
disk and bootloader.

¢ PV-GRUB versions 1.03 and earlier don't support GPT partitioning, they support MBR partitioning only.

« If you plan to use a logical volume manager (LVM) with Amazon EBS volumes, you need a separate
boot partition outside of the LVM. Then you can create logical volumes with the LVM.

Configuring GRUB

To boot PV-GRUB, a GRUB nenu. | st file must exist in the image; the most common location for this
file is / boot / gr ub/ nmenu. | st .

The following is an example of a nenu. | st configuration file for booting an AMI with a PV-GRUB AKI.
In this example, there are two kernel entries to choose from: Amazon Li nux 2013. 09 (the original
kernel for this AMI), and Vani | | a Li nux 3. 11. 6 (a newer version of the Vanilla Linux kernel from
https://www.kernel.org/). The Vanilla entry was copied from the original entry for this AMI, and the ker nel
and i ni t r d paths were updated to the new locations. The def aul t 0 parameter points the boot loader
to the first entry it sees (in this case, the Vanilla entry), and the f al | back 1 parameter points the
bootloader to the next entry if there is a problem booting the first.

default O
fall back 1
timeout O
hi ddennmenu

title Vanilla Linux 3.11.6

root (hd0)

kernel /boot/vminuz-3.11.6 root=LABEL=/ consol e=hvcO
initrd /boot/initrd.inmg-3.11.6

title Amazon Linux 2013.09 (3.4.62-53.42. anenl. x86_64)

root (hd0)

kernel /boot/vminuz-3.4.62-53.42. anenl. x86_64 root =LABEL=/ consol e=hvcO
initrd /boot/initranfs-3.4.62-53.42. anmenl. x86_64. i ngy
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You don't need to specify a fallback kernel in your nenu. | st file, but we recommend that you have a
fallback when you test a new kernel. PV-GRUB can fall back to another kernel in the event that the new
kernel fails. Having a fallback kernel allows the instance to boot even if the new kernel isn't found.

PV-GRUB checks the following locations for nenu. | st, using the first one it finds:

¢ (hd0)/ boot/grub

e (hdO0, 0)/ boot/ grub
e (hd0, 0)/ grub

e (hdO0, 1)/ boot/ grub
e (hdO, 1)/ grub

e (hdO, 2)/ boot/ grub
e (hdO0, 2)/ grub

e (hdO, 3)/boot/grub
e (hdO, 3)/grub

Note that PV-GRUB 1.03 and earlier only check one of the first two locations in this list.

Amazon PV-GRUB Kernel Image IDs

PV-GRUB AKIs are available in all Amazon EC2 regions. There are AKIs for both 32-bit and 64-bit
architecture types. Most modern AMIs use a PV-GRUB AKI by default.

We recommend that you always use the latest version of the PV-GRUB AKI, as not all versions of the
PV-GRUB AKI are compatible with all instance types. Use the following command to get a list of the
PV-GRUB AKIs for the current region:

$ ec2-describe-inmages -0 amazon --filter "name=pv-grub-*.gz"

Note that PV-GRUB is the only AKI available in the ap- sout heast - 2 region. You should verify that any
AMI you want to copy to this region is using a version of PV-GRUB that is available in this region.

The following are the current AKI IDs for each region. There is no longer any difference between the hd0
and hd00 AKlIs, though we continue to provide both haming schemes for backward compatibility. You
should register new AMIs using an hd0 AKI.

ap-northeast-1, Asia Pacific (Tokyo) Region

Image ID Image Name

aki - 136bf 512 pv- grub-hd0_1. 04-i 386. gz
aki - 176bf 516 pv- grub-hd0_1. 04- x86_64. gz
aki - 196bf 518 pv- grub- hd00_1. 04-i 386. gz
aki - 1f 6bf 51e pv- grub- hd00_1. 04- x86_64. gz

ap-southeast-1, Asia Pacific (Singapore) Region
Image ID Image Name

aki - ae3973f c pv- grub-hdO_1. 04-i 386. gz
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Image ID
aki - 503e7402
aki - 563e7404

aki - 5e3e740c

Image Name
pv- grub- hd0_1. 04- x86_64. gz
pv- grub-hd00_1. 04-i 386. gz

pv- grub- hd00_1. 04- x86_64. gz

ap-southeast-2, Asia Pacific (Sydney) Region

Image ID

aki - cd62fff7
aki -c362fff9
aki-cl62fffb

aki - 3b1d8001

Image Name

pv- grub-hd0_1. 04-i 386. gz
pv- grub-hd0_1. 04- x86_64. gz
pv- grub- hd00_1. 04-i 386. gz

pv- grub- hd00_1. 04- x86_64. gz

eu-west-1, EU (Ireland) Region

Image ID

aki - 68a3451f
aki - 52a34525
aki - 5ea34529

aki - 58a3452f

Image Name

pv- grub-hdO_1. 04-i 386. gz
pv- grub-hd0_1. 04-x86_64. gz
pv- grub-hd00_1. 04-i 386. gz

pv- grub- hd00_1. 04- x86_64. gz

sa-east-1, South America (Sao Paulo) Region

Image ID

aki - 5b53f 446
aki - 5553f 448
aki - 5753f 44a

aki - 5153f 44c

Image Name

pv- grub-hd0O_1. 04-i 386. gz
pv- grub- hd0_1. 04- x86_64. gz
pv- grub-hd00_1. 04-i 386. gz

pv- grub- hd00_1. 04- x86_64. gz

us-east-1, US East (Northern Virginia) Region

Image ID

aki - 8f 9dcae6
aki - 919dcaf 8
aki - 659cchOc

aki - 499ccbh20

Image Name

pv- grub-hd0_1. 04-i 386. gz
pv- grub-hd0_1. 04- x86_64. gz
pv- grub-hd00_1. 04-i 386. gz

pv- grub- hd00_1. 04- x86_64. gz
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us-gov-west-1, AWS GovCloud (US)

Image ID

aki - 1f e98d3c
aki - 1de98d3e
aki - 63e98d40

aki - 61e98d42

Image Name

pv- grub-hdO_1. 04-i 386. gz
pv- grub-hd0_1. 04- x86_64. gz
pv- grub-hd00_1. 04-i 386. gz

pv- gr ub- hd00_1. 04- x86_64. gz

us-west-1, US West (Northern California) Region

Image ID

aki - 8e0531ch
aki - 880531cd
aki - 960531d3

aki - 920531d7

Image Name

pv- grub-hd0_1. 04-i 386. gz
pv- grub-hd0_1. 04- x86_64. gz
pv- grub- hd00_1. 04-i 386. gz

pv- grub- hd00_1. 04- x86_64. gz

us-west-2, US West (Oregon) Region

Image ID

aki -f08f11c0
aki -fc8fllcc
aki - e28f 11d2

aki - e68f 11d6

Image Name

pv- grub-hd0_1. 04-i 386. gz
pv- grub-hd0_1. 04- x86_64. gz
pv- grub- hd00_1. 04-i 386. gz

pv- grub- hd00_1. 04- x86_64. gz

You can easily copy the Amazon Machine Images (AMIs) that you own to other AWS regions and scale
your applications to take advantage of AWS's geographically diverse regions.

Copying your AMiIs provides the following benefits:

» Consistent global deployment: You can copy an AMI from one region to another, enabling you to launch
consistent instances based from the same AMI into different regions.

 Scalability: You can more easily design and build world-scale applications that meet the needs of your
users, regardless of their location.

» Performance: You can increase performance by distributing your application, as well as locating critical
components of your application in closer proximity to your users. You can also take advantage of
region-specific features, such as instance types or other AWS services.

 High availability: You can design and deploy applications across AWS regions, to increase availability.
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AMI Copy

You can copy an AMI to as many regions as you like, using the AWS Management Console, the Amazon
EC2 CLI, or the Amazon EC2 API. You can copy an AMI to the same region. You can copy both Amazon
EBS-backed AMIs and instance-store-backed AMls.

There are no charges for copying an AMI. However, standard storage and data transfer rates apply.

Each copy of an AMI results in a new AMI with its own unique AMI ID. The new AMI is fully independent
of the source AMI; there is no link to the original (source) AMI. You can modify the new AMI without
affecting the source AMI. The reverse is also true: you can modify the source AMI without affecting the
new AMI. Therefore, if you make changes to the source AMI and want those changes to be reflected in
the AMI in the destination region, you must recopy the source AMI to the destination region.

We don't copy launch permissions, user-defined tags, or Amazon S3 bucket permissions from the source
AMI to the new AMI. After the copy operation is complete, you can apply launch permissions, user-defined
tags, and Amazon S3 bucket permissions to the new AMI.

We try to find matching AKIs and ARIs for the new AMI in the destination region. If we can't find a matching
AKIl or ARI, then we don't copy the AMI. If you are using the AKIs and ARIs that we recommend, the copy
operation registers the AMI with the appropriate AKI and ARI in the destination region. If you get an error
message "Failed to find matching AKI/ARI", it means that the destination region doesn't contain an AKI
or ARI that matches those specified in the source AMI. If your AMI uses a PV-GRUB AKI, then you can
update the AMI to leverage the latest version of PV-GRUB. For more information on PV-GRUB and AKIs,
see Using Your Own Linux Kernels (p. 80).

Copying an Amazon EC2 AMI

Prior to copying an AMI, you must ensure that the contents of the source AMI are updated to support
running in a different region. For example, you should update any database connection strings or similar
application configuration data to point to the appropriate resources. Otherwise, instances launched from
the new AMI in the destination region may still use the resources from the source region, which can impact
performance and cost.

AWS Management Console

To copy an AMI using the console

Open the Amazon EC2 console.

From the navigation bar, select the region that contains the AMI to copy.
In the navigation pane, click AMIs.

Select the AMI to copy, click Actions, and then click Copy AMI.

In the AMI Copy page, set the following fields, and then click Copy AMI:

gk wde

¢ Destination region: Select the region to which you want to copy the AMI.
* Name: Specify a name for the new AMI.

« Description: By default, the description includes information about the source AMI so that you
can identify a copy from the original. You can change this description as necessary.

6. We display a confirmation page to let you know that the copy operation has been initiated and provide
you with the ID of the new AMI.
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To check on the progress of the copy operation immediately, click the provided link to switch to the
destination region. To check on the progress later, click Done, and then when you are ready, use
the navigation pane to switch to the destination region.

The initial status of the destination AMI is pendi ng and the operation is complete when the status
isavai | abl e.

Command Line Interface

To copy an AMI using the CLI

You can copy an AMI using the ec2-copy-image command. This command initiates the copy operation
and registers the new AMI in the destination region.

This command is submitted to and initiated from the destination region endpoint.

API

To copy an AMI using the API
You can copy an AMI using Copylmage.

This call is submitted to and initiated from the destination region endpoint.

Stopping a Pending AMI Copy Operation

AWS Management Console

To stop an AMI copy operation using the console

Open the Amazon EC2 console.

From the navigation bar, select the destination region from the region selector.

In the navigation pane, click AMIs.

Select the AMI you want to stop copying, click Actions, and then click Deregister.
When asked for confirmation, click Continue.

gk wbdPE

Command Line Interface

To stop the AMI copy operation using the CLI
You can stop an AMI copy operation using the ec2-deregister command.

This command stops the copy operation and deregisters the new AMI in the destination region.

API

To stop the AMI copy operation using the API
You can stop an AMI copy operation using Deregisterimage.

This action stops the copy operation and deregisters the new AMI in the destination region.
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Amazon Linux

Amazon Linux is provided by Amazon Web Services (AWS). It is designed to provide a stable, secure,
and high-performance execution environment for applications running on Amazon EC2. It also includes
packages that enable easy integration with AWS, including launch configuration tools and many popular
AWS libraries and tools. AWS provides ongoing security and maintenance updates to all instances running
Amazon Linux.

To launch an Amazon Linux instance, use an Amazon Linux AMI. AWS provides Amazon Linux AMIs to
Amazon EC2 users at no additional cost.

Topics
¢ Finding the Amazon Linux AMI (p. 87)
¢ Launching and Connecting to an Amazon Linux Instance (p. 87)
« |dentifying Amazon Linux AMI Images (p. 88)
¢ Included AWS Command Line Tools (p. 88)
e cloud-init (p. 89)
* Repository Configuration (p. 90)
¢ Adding Packages (p. 91)
¢ Accessing Source Packages for Reference (p. 91)
¢ Developing Applications (p. 92)
¢ Instance Store Access (p. 92)
¢ Product Life Cycle (p. 92)
¢ Security Updates (p. 92)
e Support (p. 93)

Finding the Amazon Linux AMI

For a list of the latest Amazon Linux AMIs, see Amazon Linux AMIs.

Launching and Connecting to an Amazon Linux
Instance

After locating your desired AMI, note the AMI ID. You can use the AMI ID to launch and then connect to
your instance.

Amazon Linux does not allow remote root SSH by default. Also, password authentication is disabled to
prevent brute-force password attacks. To enable SSH logins to an Amazon Linux instance, you must
provide your key pair to the instance at launch. You must also set the security group used to launch your
instance to allow SSH access. By default, the only account that can log in remotely using SSH is ec2-user;
this account also has sudo privileges. If you want to enable remote root log in, please be aware that it is
less secure than relying on key pairs and a secondary user.

For information on launching and using your Amazon Linux instance, see Launch Your Instance (p. 266).
For information on connecting to your Amazon Linux instance, see Connecting to Your Linux/UNIX
Instance (p. 279).
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Identifying Amazon Linux AMI Images

Each image contains a unique / et ¢/ i mage- i d that identifies the AMI. This file contains information
about the image.

The following is an example of the / et ¢/ i mage-i d file:

[ec2-user @p-10-159-3-200 ~]$ cat /etc/inmmge-id
mage_nanme="anen- ani - pv"

mage_ver si on="2013. 09"

mage_ar ch="x86_64"

mage_fil e="anmen-am - pv-2013. 09. 0. x86_64. ext 4"

mage_st anp="3373-c521"

mage_dat e="20130925011245"

reci pe_nane="angn am "

reci pe_i d="55ae74f 2- 622a- de5d- 2288- c450- 6402- 3ea3- a8b3b196"

The i mage_nane, i nage_ver si on, and i nage_ar ch items come from the build recipe that Amazon
used to construct the image. The i nage_st anp is simply a unique random hex value generated during
image creation. The i mage_dat e item is in YYYYMMDDhhmmss format, and is the UTC time of image
creation. The r eci pe_nane and r eci pe_i d refer to the name and ID of the build recipe Amazon used
to construct the image, which identifies the current running version of Amazon Linux. This file will not
change as you install updates from the yum repository.

Amazon Linux contain a/ et ¢/ syst em r el ease file that specifies the current release that is installed.
This file is updated through yum and is part of the system-release r pm

The following is an example of a/ et ¢/ syst em r el ease file:

# cat /etc/systemrel ease
Amazon Linux AM rel ease 2013. 09

Amazon Linux also contains a machine readable version of the / et c/ syst em r el ease file found in
/ etc/ systemr el ease- cpe and follows the CPE specification from MITRE (CPE).

Included AWS Command Line Tools

The following popular command line tools for AWS integration and usage have been included in Amazon
Linux or in the repositories:

¢ aws-amitools-ec2
¢ aws-apitools-as
¢ aws-apitools-cfn
¢ aws-apitools-common
¢ aws-apitools-ec2
* aws-apitools-elb
¢ aws-apitools-iam
e aws-apitools-mon
¢ aws-apitools-rds
¢ aws-cfn-bootstrap
e aws-cli

e aws-scripts-ses
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To simplify the configuration of these tools, a simple script has been included to prepare
AWS_CREDENTI AL_FI LE, JAVA_HOME, AW5_PATH, PATH, and product-specific environment variables
after a credential file has been installed.

Also, to allow the installation of multiple versions of the APl and AMI tools, we have placed symlinks to
the desired versions of these tools in / opt / aws, as described here:

lopt/aws/bin
Symlink farm to /bin directories in each of the installed tools directories.

lopt/aws/{apitools|amitools}
Products are installed in directories of the form [name]-version and symlink [name] attached to the
most recently installed version.

/opt/aws/{apitools|amitools}/[name]/environment.sh
Used by / et c/ profil e. d/ aws- apit ool s-conmon. sh to set product-specific environment
variables, such as EC2_HOME.

cloud-init

The cloud-init package is an open source application built by Canonical that is used to bootstrap Linux
images in a cloud computing environment, such as Amazon EC2. Amazon Linux contains a customized
version of cloud-init. It enables you to specify actions that should happen to your instance at boot time.
You can pass desired actions to cloud-init through the user data fields when launching an instance. This
means you can use common AMIs for many use cases and configure them dynamically at startup. Amazon
Linux also uses cloud-init to perform initial configuration of the ec2-user account.

For more information about cloud-init, see https://help.ubuntu.com/community/Cloudinit.
Amazon Linux uses the following cloud-init actions (configurable in / et ¢/ sysconfi g/ cl oudi ni t):

 action: INIT (always runs)
 Setting a default locale.
» Setting the hostname.
 Parsing and handling user data.
 action: CONFIG_SSH
» Generating host private SSHkeys.
» Adding user's public SSHkeys to . ssh/ aut hori zed_keys for easy login and administration.
» action: PACKAGE_SETUP
* Preparing yum repo.
» Handles package actions defined in user data.
¢ action: RUNCMD
* Runs a shell command.
¢ action: RUN_USER_SCRIPTS
» Executes user scripts found in user data.
« action: CONFIG_MOUNTS
* Mounts ephemeral drives.
« action: CONFIG_LOCALE
» Sets the locale in the locale config file according to user data.

Supported User-Data Formats

The cloud-init package supports user-data handling of a variety of formats:
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Gzip
« If user-data is gzip compressed, cloud-init will decompress the data and handle as appropriate.
MIME multipart

» Using a MIMI multipart file, you can specify more than one type of data. For example, you could
specify both a user-data script and a cloud-config type. Each part of the multipart file can be handled

Base64 decoding

« If user-data is base64 encoded, cloud-init determines if it can understand the decoded data as one
of the supported types. If it understands the decoded data, it will decode the data and handle as
appropriate. If not, it returns the base64 data intact.

User-Data script
* Begins with "#!" or "Content-Type: text/x-shellscript".

» The script will be executed by "/etc/init.d/cloud-init-user-scripts" level during first boot. This occurs
late in the boot process (after the initial configuration actions were performed).

Include file
* Begins with "#include" or "Content-Type: text/x-include-url".

 This content is an include file. The file contains a list of URLSs, one per line. Each of the URLs will be
read, and their content will be passed through this same set of rules. The content read from the URL
can be gzipped, MIME-multi-part, or plain text.

Cloud Config Data
» Begins with "#cloud-config" or "Content-Type: text/cloud-config".

» This content is cloud-config data. See the examples for a commented example of supported config
formats.

Cloud Boothook
* Begins with "#cloud-boothook" or "Content-Type: text/cloud-boothook".
 This content is boothook data. It is stored in a file under /var/lib/cloud and then executed immediately.

» This is the earliest "hook" available. Note that there is no mechanism provided for running it only
once. The boothook must take care of this itself. It is provided with the instance ID in the environment
variable INSTANCE_ID. Use this variable to provide a once-per-instance set of boothook data.

Repository Configuration

Beginning with the 2011.09 release of Amazon Linux, Amazon Linux AMIs are treated as shapshots in
time, with a repository and update structure that always gives you the latest packages when you run yum

update -y.

The repository structure is configured to deliver a continuous flow of updates that allow you to roll from
one version of Amazon Linux to the next. For example, if you launch an instance from an older version
of the Amazon Linux AMI (such as 2013.03 or earlier) and run yum updat e -y, you end up with the
latest packages.

You can disable rolling updates for Amazon Linux by enabling the lock-on-launch feature. The
lock-on-launch feature locks your newly launched instance to receive updates only from the specified
release of the AMI. For example, you can launch a 2012.03 AMI and have it receive only the updates
that were released prior to the 2013.09 AMI, until you are ready to migrate to the 2013.09 AMI. To enable
lock-on-launch in new instances, launch it with the following user data passed to cloud-init, using either

the Amazon EC2 console or the ec2- r un-i nst ances command with the - f flag.

#cl oud-confi g
repo_rel easever: 2013. 09
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To lock existing instances to their current AMI release version

1. Edit/ et c/ yum conf .
2. Comment out r el easever =| at est .
3. Run yum clean all to clear the cache.

Adding Packages

Amazon Linux is designed to be used with online package repositories hosted in each Amazon EC2
region. These repositories provide ongoing updates to packages in the Amazon Linux AMI, as well as
access to hundreds of additional common open source server applications. The repositories are available
in all regions and are accessed using yum update tools, as well as on the Linux AMI packages site.
Hosting repositories in each region enables us to deploy updates quickly and without any data transfer
charges. The packages can be installed by issuing yum commands, such as the following example:

# sudo yuminstall httpd

Access to the Extra Packages for Enterprise Linux (EPEL) repository is configured, but it is not enabled
by default. EPEL provides third-party packages in addition to those that are in the Amazon Linux
repositories. The third-party packages are not supported by AWS.

If you find that Amazon Linux does not contain an application you need, you can simply install the
application directly on your Amazon Linux instance. Amazon Linux uses RPM and yum for package
management, and that is likely the simplest way to install new applications. You should always check to
see if an application is available in our central Amazon Linux repository first, because many applications
are available there. These applications can easily be added to your Amazon Linux instance.

To upload your applications onto a running Amazon Linux instance, use scp or sf t p and then configure
the application by logging on to your instance. Your applications can also be uploaded during the instance
launch by using the PACKAGE_SETUP action from built-in the cloud-init package. For more information,
see cloud-init (p. 89).

Important

If your instance is running in a virtual private cloud (VPC), you must attach an Internet Gateway
to the VPC in order to contact the yum repository. For more information, see Internet Gateways
in the Amazon Virtual Private Cloud User Guide.

Accessing Source Packages for Reference

You can view the source of packages you have installed on your instance for reference purposes by using
tools provided in Amazon Linux. Source packages are available for all of the packages included in Amazon
Linux and the online package repository. Simply determine the package name for the source package
you want to install and use the get_reference_source command to view source within your running
instance. For example:

# get _reference_source -p httpd

The following is a sample response:

# get _reference_source -p httpd
# get _reference_source -p httpd

Request ed package: httpd
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Found package fromlocal RPM database: httpd-2.2.25-1.0.anmnl. x86_64
Correspondi ng source RPMto found package: httpd-2.2.25-1.0.anenl.src.rpm

Are these paraneters correct? Please type 'yes' to continue: yes
Sour ce RPM downl oaded to: /usr/src/srpm debug/ httpd-2.2.25-1.0.anenl.src.rpm

The source RPM will be placed in the / usr/ src/ srpm debug directory of your instance. From there it
can be unpacked, and, for reference, you can view the source tree using standard RPM tools. After you
finish debugging, the package will be available for use.

Important

If your instance is running in a virtual private cloud (VPC), you must attach an Internet Gateway
to the VPC in order to contact the yum repository. For more information, see Internet Gateways
in the Amazon Virtual Private Cloud User Guide.

Developing Applications

A full set of Linux development tools is provided in the yum repository for Amazon Linux. To develop
applications on Amazon Linux, simply select the development tools you need with yum. Alternatively,
many applications developed on CentOS and other similar distributions should run on Amazon Linux.

Instance Store Access

The instance store drive ephener al 0 is mounted in / medi a/ epherner al 0 only on Amazon instance
store-backed AMIs. This is different than many other images that mount the instance store drive under
/ mt.

Product Life Cycle

The Amazon Linux AMI is updated regularly with security and feature enhancements. If you do not need
to preserve data or customizations on your Amazon Linux instances, you can simply relaunch new
instances with the latest Amazon Linux AMI. If you need to preserve data or customizations for your
Amazon Linux instances, you can maintain those instances through the Amazon Linux yum repositories.
The yum repositories contain all the updated packages. You can chose to apply these updates to your
running instances.

Older versions of the AMI and update packages will continue to be available for use, even as new versions
are released. However, in some cases, if you're seeking support for an older version of Amazon Linux;
through AWS Support, we might ask you to move to newer versions as part of the support process.

Security Updates

Security updates are provided via the Amazon Linux AMI yum repositories as well as via updated Amazon
Linux AMIs. Security alerts will be published in the Amazon Linux AMI Security Center. For more information
on AWS security policies or to report a security problem, visit the AWS Security Center.

Amazon Linux AMlIs are configured to download and install security updates at launch time. This is
controlled via a cloud-init setting called r epo_upgr ade. The following snippet of cloud-init configuration
shows how you can change the settings in the user data text you pass to your instance initialization:

#cl oud-confi g
repo_upgrade: security

The possible values for the r epo_upgr ade setting are as follows:
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security
Apply outstanding updates that Amazon marks as security updates.
bugfix

Apply updates that Amazon marks as bug fixes. Bug fixes are a larger set of updates, which include
security updates and fixes for various other minor bugs.

all
Apply all applicable available updates, regardless of their classification.

none
Do not apply any updates to the instance on startup.

The default setting for r epo_upgr ade is security. That is, if you don't specify a different value in your
user data, by default the Amazon Linux AMI will perform the security upgrades at launch for any packages
installed at that time. Amazon Linux AMI will also notify you of any updates to the installed packages by
listing the number of available updates upon login using the not d. To install these updates, you will need
to run sudo yum upgr ade on the instance.

Important

If your instance is running in a virtual private cloud (VPC), you must attach an Internet Gateway
to the VPC in order to contact the yum repository. For more information, see Internet Gateways
in the Amazon Virtual Private Cloud User Guide.

Support

Support for installation and use of the base Amazon Linux AMI is included through subscriptions to AWS
Support. For more information, see AWS Support.

We encourage you to post any questions you have about Amazon Linux to the Amazon EC2 forum.

APl Version 2013-10-01
93


http://docs.aws.amazon.com/AmazonVPC/latest/UserGuide/VPC_Internet_Gateway.html
http://aws.amazon.com/premiumsupport/
https://forums.aws.amazon.com/forum.jspa?forumID=30

Amazon Elastic Compute Cloud User Guide
Instance Types

Amazon EC2 Instances

If you're new to Amazon EC2, see the following topics to get started:

¢ What is Amazon EC2? (p. 1)

¢ Get Set Up for Amazon EC2 (p. 18)

¢ Getting Started with Amazon EC2 Linux Instances (p. 22)
¢ Getting Started with Amazon EC2 Windows Instances

¢ Instance Lifecycle (p. 263)

Before you launch a production environment, you need to answer the following questions.

Q.What purchasing option best meets my needs?
Amazon EC2 supports On-Demand Instances (the default), Spot Instances (p. 115), and Reserved
Instances (p. 193). For more information, see Amazon EC2 Pricing.

Q.What instance type best meets my needs?
Amazon EC2 provides different instance types to enable you to choose the CPU, memory, storage,
and networking capacity that you need to run your applications. For more information, see Instance
Types (p. 94).

Q.Which type of root volume meets my needs?
Each instance is backed by Amazon EBS or backed by instance store. Select an AMI based on which
type of root volume you need. For more information, see Storage for the Root Device (p. 45).

Q.Would | benefit from using a virtual private cloud?
If you can launch instances in either EC2-Classic or EC2-VPC, you'll need to decide which platform
meets your needs. For more information, see Supported Platforms (p. 417) and Amazon EC2 and
Amazon Virtual Private Cloud (VPC) (p. 414).

Instance Types

When you launch an instance, the instance type that you specify determines the hardware of the host
computer used for your instance. Each instance type offers different compute, memory, and storage
capabilities. Select an instance type based on the requirements of the application or software that you
plan to run on your instance.

Amazon EC2 provides each instance with a consistent and predictable amount of CPU capacity, regardless
of its underlying hardware.
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Amazon EC2 dedicates some resources of the host computer, such as CPU, memory, and instance
storage, to a particular instance. Amazon EC2 shares other resources of the host computer, such as the
network and the disk subsystem, among instances. If each instance on a host computer tries to use as
much of one of these shared resources as possible, each receives an equal share of that resource.
However, when a resource is under-utilized, an instance can consume a higher share of that resource
while it's available.

Each instance type provides higher or lower minimum performance from a shared resource, depending
on their size. For example, instance types with high 1/O performance have a larger allocation of shared
resources. Allocating a larger share of shared resources also reduces the variance of I1/0O performance.
For most applications, moderate 1/0 performance is more than enough. However, for applications that
require greater or more consistent I/O performance, consider an instance type with higher 1/O performance.

To obtain additional, dedicated capacity for EBS 1/O, you can launch some instance types as EBS-optimized
instances. For more information, see EBS-Optimized Instances (p. 107).

To optimize your instances for high performance computing (HPC) applications, you can launch some
instance types in a placement group. For more information, see Placement Groups (p. 108).

Available Instance Types

Amazon EC2 provides the instance types listed in the following table. For more information about the
specifications for each Amazon EC2 instance type, see Instance Type Details.

Instance Family Instance Types

General purpose nml. smal | | mL. nedi um| ml. | arge | nl. xI ar ge | n8. x| ar ge |
nB. 2xl ar ge

Compute optimized cl. medi um|cl. xl arge | cc2. 8xl arge

Memory optimized nR2. x| arge | nR2. 2xl arge | nR. 4xl arge | cr 1. 8xl ar ge

Storage optimized hi 1. 4xl| ar ge | hs1. 8xl ar ge

Micro instances tl.mcro

GPU instances cgl. 4xl arge | g2. 2xl ar ge

To determine which instance type best meets your needs, we recommend that you launch an instance
and use your own benchmark application. Because you pay by the instance hour, it's convenient and
inexpensive to test multiple instance types before making a decision. If your needs change, you can resize
your instance later on. For more information, see Resizing Your Instance (p. 111).

The following topics provide additional information about some of the instance types:

¢ Micro Instances (p. 95)
¢ HI1 Instances (p. 102)

¢ HS1 Instances (p. 104)
¢ GPU Instances (p. 105)

Micro Instances

Micro instances (t 1. m cr o) provide a small amount of consistent CPU resources and allow you to
increase CPU capacity in short bursts when additional cycles are available. They are well suited for lower
throughput applications and websites that require additional compute cycles periodically.
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The t 1. mi cr o instance is available as an Amazon EBS-backed instance only.

This documentation describes how t 1. ni cr o instances work so that you can understand how to apply
them. It's not our intent to specify exact behavior, but to give you visibility into the instance's behavior so
you can understand its performance (to a greater degree than you typically get with, for example, a
multi-tenant shared web hosting system).

Topics
¢ Hardware Specifications (p. 96)
* Optimal Application of Micro Instances (p. 96)
¢ Available CPU Resources During Spikes (p. 98)
¢ When the Instance Uses Its Allotted Resources (p. 98)
¢ Comparison with the m1.small Instance Type (p. 100)
¢ AMI Optimization for Micro Instances (p. 102)

Hardware Specifications

For more information about the specifications for each Amazon EC2 instance type, see Instance Type
Details.

Optimal Application of Micro Instances

At 1. m croinstance provides spiky CPU resources for workloads that have a CPU usage profile similar
to what is shown in the following figure.

CPU Usage

Time

The instance is designed to operate with its CPU usage at essentially only two levels: the normal low
background level, and then at brief spiked levels much higher than the background level. We allow the
instance to operate at up to 2 EC2 compute units (ECUs) (one ECU provides the equivalent CPU capacity
of a 1.0-1.2 GHz 2007 Opteron or 2007 Xeon processor). The ratio between the maximum level and the
background level is designed to be large. We designed t 1. mi cr o instances to support tens of requests
per minute on your application. However, actual performance can vary significantly depending on the
amount of CPU resources required for each request on your application.
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Your application might have a different CPU usage profile than that described in the preceding section.
The next figure shows the profile for an application that isn't appropriate for at 1. m cr o instance. The
application requires continuous data-crunching CPU resources for each request, resulting in plateaus of

CPU usage that the t 1. mi cr o instance isn't designed to handle.

CPU Usage

Time

The next figure shows another profile that isn't appropriate for at 1. m cr o instance. Here the spikes in
CPU use are brief, but they occur too frequently to be serviced by a micro instance.

CPU Usage

Time

The next figure shows another profile that isn't appropriate for at 1. m cr o instance. Here the spikes
aren't too frequent, but the background level between spikes is too high to be serviced by at 1. micro

instance.
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CPU Usage

Time

In each of the preceding cases of workloads not appropriate forat 1. nmi cr o instance, we recommend
that you consider using a different instance type. For more information about instance types, see Instance
Types (p. 94).

Available CPU Resources During Spikes

When your instance bursts to accommodate a spike in demand for compute resources, it uses unused
resources on the host. The amount available depends on how much contention there is when the spike
occurs. The instance is never left with zero CPU resources, whether other instances on the host are
spiking or not.

When the Instance Uses Its Allotted Resources

We expect your application to consume only a certain amount of CPU resources in a period of time. If
the application consumes more than your instance's allotted CPU resources, we temporarily limit the
instance so it operates at a low CPU level. If your instance continues to use all of its allotted resources,
its performance will degrade. We will increase the time that we limit its CPU level, thus increasing the
time before the instance is allowed to burst again.

If you enable Amazon CloudWatch monitoring for your t 1. mi cr o instance, you can use the "Avg CPU
Utilization" graph in the AWS Management Console to determine whether your instance is regularly using
all its allotted CPU resources. We recommend that you look at the maximum value reached during each
given period. If the maximum value is 100%, we recommend that you use Auto Scaling to scale out (with
additional t 1. mi cr o instances and a load balancer), or move to a larger instance type. For more
information about Auto Scaling, see the Auto Scaling Developer Guide.

The following figures show the three suboptimal profiles from the preceding section and what it might
look like when the instance consumes its allotted resources and we have to limit its CPU level. If the
instance consumes its allotted resources, we restrict it to the low background level.

The next figure shows the situation with the long plateaus of data-crunching CPU usage. The CPU hits
the maximum allowed level and stays there until the instance's allotted resources are consumed for the
period. At that point, we limit the instance to operate at the low background level, and it operates there
until we allow it to burst above that level again. The instance again stays there until the allotted resources
are consumed and we limit it again (not seen on the graph).
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The next figure shows the situation where the requests are too frequent. The instance uses its allotted
resources after only a few requests and so we limit it. After we lift the restriction, the instance maxes out

its CPU usage trying to keep up with the requests, and we limit it again.

CPU Level
Limited
Max CPU
Level

[
o
m
7]
=
=
o
[&]

Background

Level

Time

The next figure shows the situation where the background level is too high. Notice that the instance
doesn't have to be operating at the maximum CPU level for us to limit it. We limit the instance when it's
operating above the normal background level and has consumed its allotted resources for the given
period. In this case (as in the preceding one), the instance can't keep up with the work, and we limit it

again.
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Comparison with the ml.small Instance Type

The t 1. mi cr o instance provides different levels of CPU resources at different times (up to 2 ECUs). By
comparison, the mlL. snal | instance type provides 1 ECU at all times. The following figure illustrates the

difference.

__________ t1.micro: Max CPU Level

m1.small: Fixed CPU Level

CPU Usage

—————————— t1.micro: Background CPU Level

The following figures compare the CPU usage of at 1. mi cr o instance with an niL. smal | instance for
the various scenarios we've discussed in the preceding sections.

The first figure that follows shows an optimal scenario for at 1. mi cr o instance (the left graph) and how
it might look for an ml. smal | instance (the right graph). In this case, we don't need to limitthe t 1. mi cro
instance. The processing time on the niL. smal | instance would be longer for each spike in CPU demand

compared to the t 1. mi cr o instance.
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The next figure shows the scenario with the data-crunching requests that used up the allotted resources
onthe t 1. m cr o instance, and how they might look with the niL. snmal | instance.
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The next figure shows the frequent requests that used up the allotted resources onthet 1. mi cr o instance,
and how they might look on the ml. smal | instance.
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The next figure shows the situation where the background level used up the allotted resources on the
t 1. mi cr o instance, and how it might look on the mlL. smal | instance.
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AMI Optimization for Micro Instances

We recommend that you follow these best practices when optimizing an AMI for the t 1. m cr o instance
type:

¢ Design the AMI to run on 600 MB of RAM
< Limit the number of recurring processes that use CPU time (for example, cron jobs, daemons)

In Linux, you can optimize performance using swap space and virtual memory (for example, by setting
up swap space in a separate partition from the root file system).

In Windows, when you perform significant AMI or instance configuration changes (for example, enable
server roles or install large applications), you might see limited instance performance, because these

changes can be memory intensive and require long-running CPU resources. We recommend that you
first use a larger instance type when performing these changes to the AMI, and then run the AMI on a
t 1. mi cr o instance for normal operations.

HI1 Instances

HI1 instances (hi 1. 4x| ar ge) can deliver tens of thousands of low-latency, random 1/O operations per
second (IOPS) to applications. They are well suited for the following scenarios:

* NoSQL databases (for example, Cassandra and MongoDB)
¢ Clustered databases

¢ Online transaction processing (OLTP) systems

You can cluster HI1 instances in a placement group. For more information, see Placement Groups (p. 108).

By default, you can run up to two hi 1. 4x| ar ge instances. If you need more than two hi 1. 4x| ar ge
instances, you can request more using the Amazon EC2 Instance Request Form.

Topics
¢ Hardware Specifications (p. 102)
¢ Disk I/0 Performance (p. 103)
e SSD Storage (p. 103)

Hardware Specifications

The hi 1. 4xl ar ge instance type is based on solid-state drive (SSD) technology.
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For more information about the specifications for each Amazon EC2 instance type, see Instance Type
Details.

Disk I/O Performance

Using Linux paravirtual (PV) AMIs, HI1 instances can deliver more than 120,000 4 KB random read IOPS
and between 10,000 and 85,000 4 KB random write IOPS (depending on active logical block addressing
span) to applications across two SSD data volumes. For hardware virtual machines (HVM) and Windows
AMIs, performance is approximately 90,000 4 KB random read IOPS and between 9,000 and 75,000 4
KB random write IOPS.

The maximum sequential throughput on all AMI types (Linux PV, Linux HVM, and Windows) per second
is approximately 2 GB read and 1.1 GB write.

SSD Storage

This section contains important information you need to know about SSD storage. With SSD storage:

» The primary data source is an instance store with SSD storage.
« Read performance is consistent and write performance can vary.
» Write amplification can occur.

¢ The TRIM command is not currently supported.

Instance Store with SSD Storage

The hi 1. 4xI ar ge instances use an EBS-backed root device. However, their primary data storage is
provided by the SSD volumes in the instance store. Like other instance store volumes, these instance
store volumes persist only for the life of the instance. Because the root device of the hi 1. 4x| ar ge
instance is EBS-backed, you can still start and stop your instance. When you stop an instance, your
application persists, but your production data in the instance store does not persist. For more information
about instance store volumes, see Amazon EC2 Instance Store (p. 508).

Variable Write Performance

Write performance depends on how your applications utilize logical block addressing (LBA) space. If your
applications use the total LBA space, write performance can degrade by about 90 percent. Benchmark
your applications and monitor the queue depth (the number of pending I/0 requests for a volume) and
1/O size.

Write Amplification

Write amplification refers to an undesirable condition associated with flash memory and SSDs, where
the actual amount of physical information written is a multiple of the logical amount intended to be written.
Because flash memory must be erased before it can be rewritten, the process to perform these operations
results in moving (or rewriting) user data and metadata more than once. This multiplying effect increases
the number of writes required over the life of the SSD, which shortens the time that it can reliably operate.
The hi 1. 4xI ar ge instances are designed with a provisioning model intended to minimize write
amplification.

Random writes have a much more severe impact on write amplification than serial writes. If you are
concerned about write amplification, allocate less than the full tebibyte of storage for your application
(also known as over provisioning).
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The TRIM Command

The TRIM command enables the operating system to notify an SSD that blocks of previously saved data
are considered no longer in use. TRIM limits the impact of write amplification.

TRIM support is not available for hi 1. 4x| ar ge instances at this time. We hope to add TRIM support in
the future.

HS1 Instances

HS1 instances (hs1. 8xl ar ge) provide very high storage density and high sequential read and write
performance per instance. They are well suited for the following scenarios:

« Data warehousing
« Hadoop/MapReduce

¢ Parallel file systems

You can cluster HS1 instances in a placement group. For more information, see Placement Groups (p. 108).

By default, you can run up to two HS1 instances. If you need more than two HS1 instances, you can
request more using the Amazon EC2 Instance Request Form.

Topics
¢ Hardware Specifications (p. 104)
¢ Disk I/0 Performance (p. 104)
¢ Storage Information (p. 104)

Hardware Specifications

HS1 instances support both EBS-backed and instance store-backed Amazon Machine Images (AMIs).
HS1 instances support both paravirtual (PV) and hardware virtual machine (HVM) AMIs. HS1 instances
are capable of delivering 2.4 GB per second of sequential read and 2.6 GB per second of sequential write
performance when using a block size of 2 MiB.

For customers using Microsoft Windows Server, HS1 instances are only supported with the Microsoft

Windows Server AMIs for Cluster Instance Type. HS1 instances do not currently support EBS optimization,
but provide high bandwidth networking and can also be used with Amazon Elastic Block Store (Amazon
EBS) provisioned I/O operations per second (IOPS) volumes for improved consistency and performance.

For more information about the specifications for each Amazon EC2 instance type, see Instance Type
Details.

Disk I/0O Performance

HS1 instances are capable of delivering 2.6 GB per second of sequential read and write performance
when using a block size of 2 MiB.

Storage Information

This section contains important information you need to know about the storage used with HS1 instances.
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Instance Store with HS1 Instances

HS1 instances support both instance store and Amazon EBS root device volumes. However, even when
using an EBS-backed instance, primary data storage is provided by the hard disk drives in the instance
store. Like other instance store volumes, these instance store volumes persist only for the life of the
instance. Therefore, when you stop an instance (when using an EBS-backed root volume), your application
persists, but your production data in the instance store does not persist. For more information about
instance store volumes, see Amazon EC2 Instance Store (p. 508).

Disk Initialization

If you plan to run an HS1 instance in a steady state for long periods of time, we recommend that you zero
the hard disks first for improved performance. This process can take as long as six hours to complete.

Setting the Memory Limit

Many Linux-based Amazon Machine Images (AMIs) come with CONFI G_XEN_MAX_DOVAI N_MEMORY set
to 70. We recommend that you set this as appropriate for 117 GiB of memory.

Setting the User Limit (ulimit)

Many Linux-based Amazon Machine Images (AMIs) come with a default ulimit of 1024. We recommend
that you increase the ulimit to 2048.

GPU Instances

If you require high parallel processing capability, you'll benefit from using GPU instances, which provide
access to NVIDIA GPUs with up to 1,536 CUDA cores and 4 GB of video memory. You can use GPU
instances to accelerate many scientific, engineering, and rendering applications by leveraging the Compute
Unified Device Architecture (CUDA) or OpenCL parallel computing frameworks. You can also use them
for graphics applications, including game streaming, 3-D application streaming, and other graphics
workloads.

GPU instances run as HVM-based instances. Hardware virtual machine (HVM) virtualization uses
hardware-assist technology provided by the AWS platform. With HVM virtualization, the guest VM runs
as if it were on a native hardware platform, except that it still uses paravirtual (PV) network and storage
drivers for improved performance. This enables Amazon EC2 to provide dedicated access to one or more
discrete GPUs in each GPU instance.

You can cluster GPU instances into a cluster placement group. Cluster placement groups provide low
latency and high-bandwidth connectivity between the instances within a single Availability Zone. For more
information, see Placement Groups (p. 108).

Topics
* Hardware Specifications (p. 105)
¢ GPU Instance Limitations (p. 106)
¢ AMis for GPU Instances (p. 106)
« Installing the NVIDIA Driver on Linux (p. 106)
¢ Installing the NVIDIA Driver on Windows (p. 107)

Hardware Specifications

For more information about the specifications for each Amazon EC2 instance type, see Instance Type
Details.
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GPU Instance Limitations

GPU instances currently have the following limitations:

¢ They aren't available in every region.

¢ They must be launched from HVM AMls.

« They can't access the GPU unless the NVIDIA drivers are installed.
¢ They aren't available for use with Amazon DevPay.

¢ We limit the number of instances that you can run. For more information, see How many instances can
I runin Amazon EC27? in the Amazon EC2 FAQ. To request an increase in these limits, use the following
form: Request to Increase Amazon EC2 Instance Limit.

AMIs for GPU Instances

You can launch a G2 instance using Windows Server 2012 and Windows Server 2008 R2 AMIs. In
addition, you can launch Linux HVM AMiIs with the following operating systems: Amazon Linux, SUSE
Enterprise Linux, and Ubuntu. If you encounter the following error and want to launch AMIs with operating
systems not listed here, contact Customer Service or reach out through EC2 forums.

Client. UnsupportedQperation: |nstances of type 'g2.2xlarge' may not be | aunched
fromAM <am -id>.

You can launch a CG1 instance using any HVM AMI.

To help you get started, NVIDIA provides AMIs for GPU instances for Amazon Linux and Windows. These
reference AMIs include the NVIDIA driver, which enables full functionality and performance of the NVIDIA
GPUs. For a list of AMIs with the NVIDIA driver, see AWS Marketplace (NVIDIA GRID).

Installing the NVIDIA Driver on Linux

A GPU instance must have the appropriate NVIDIA driver. The NVIDIA driver you install must be compiled
against the kernel that you intend to run on your instance.

Amazon provides updated and compatible builds of the NVIDIA kernel drivers for each official kernel
upgrade. If you decide to use a different NVIDIA driver version than the one Amazon provides, or decide
to use a kernel that's not an official Amazon build, you must uninstall the Amazon-provided NVIDIA
packages from your system to avoid conflicts with the versions of the drivers you are trying to install.

Use this command to uninstall Amazon-provided NVIDIA packages:

$ sudo yum erase nvidi a cudat ool kit

The Amazon-provided CUDA toolkit package has dependencies on the NVIDIA drivers. Uninstalling the
NVIDIA packages erases the CUDA toolkit. You must reinstall the CUDA toolkit after installing the NVIDIA
driver.

You can download NVIDIA drivers from http://www.nvidia.com/Download/Find.aspx. Select a driver for
the NVIDIA GRID K520 (G2 instances) or Tesla M-Class M2050 (CG1 instances) for Linux 64-bit systems.
For more information about installing and configuring the driver, open the ADDITIONAL INFORMATION
tab on the download page for the driver on the NVIDIA website and click the README link.
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Manually Install the NVIDIA Driver

To install the driver for an Amazon Linux AMI

1. Make sure the ker nel - devel package is installed and matches the version of the kernel you are
currently running.

$ yuminstall kernel-devel-"unanme -r°

2. Run the self-install script to install the NVIDIA driver. For example:

$ /root/NVIDI A- Li nux-x86_64_319. 60. run

3. Reboot the instance. For more information, see Reboot Your Instance (p. 286).

4. Confirm that the driver is functional. The response for the following command lists the installed NVIDIA
driver version and details about the GPUs.

$ /usr/bin/nvidia-sm -q -a

Installing the NVIDIA Driver on Windows

To install the NVIDIA driver on your Windows instance, log on to your instance as Administrator using
Remote Desktop. You can download NVIDIA drivers from http://www.nvidia.com/Download/Find.aspx.
Select a driver for the NVIDIA GRID K520 (G2 instances) or Tesla M-Class M2050 (CG1 instances) for
your version of Windows Server. Open the folder where you downloaded the driver and double-click the
installation file to launch it. Follow the instructions to install the driver and reboot your instance as required.
To verify that the GPU is working properly, check device manager.

When using Remote Desktop, GPUs that use the WDDM driver model are replaced with a non-accelerated
Remote Desktop display driver. In order to access your GPU hardware, you must use a different remote
access tool, such as VNC. You can also use one of the GPU AMIs from the AWS Marketplace because
they provide remote access tools that support 3-D acceleration.

EBS-Optimized Instances

An EBS-optimized instance uses an optimized configuration stack and provides additional, dedicated
capacity for EBS 1/O. This optimization provides the best performance for your EBS volumes by minimizing
contention between EBS I/O and other traffic from your Amazon EC2 instance.

When you use an EBS-optimized instance, you pay an additional low, hourly fee for the dedicated capacity.

EBS optimization enables instances to fully utilize the IOPS provisioned on an EBS volume. EBS-optimized
instances deliver dedicated throughput to EBS, with options between 500 Mbps and 1,000 Mbps, depending
on the instance type you use. When attached to an EBS-optimized instance, Provisioned IOPS volumes
are designed to deliver within 10 percent of their provisioned performance 99.9 percent of the time in a
given year. For more information, see Provisioned IOPS Volumes (p. 449).

The table below describes the instance types that can be launched as EBS-optimized instances, the
dedicated EBS throughput they provide, and the maximum number of input/output operations per second
(IOPS) that you can drive over the EBS connection.

APl Version 2013-10-01
107


http://www.nvidia.com/Download/Find.aspx

Amazon Elastic Compute Cloud User Guide
Placement Groups

Instance Type EBS-optimized Maximum Throughput | Max 16K IOPS
Available (MB/s)*

tl.micro No 32 MB/s 2,000
mL. smal | No 64 MB/s 4,000
ml. medi um No 64 MB/s 4,000
ni. | ar ge Yes 64 MB/s 4,000
ml. x| ar ge Yes 128 MB/s 8,000
nB. x| ar ge Yes 64 MB/s 4,000
nB. 2x| ar ge Yes 128 MB/s 8,000
cl. medi um No 32 MB/s 2,000
cl.xl arge Yes 128 MB/s 8,000
cc2. 8xl arge N/A** 800 MB/s 48,000
n2. x| ar ge No 64 MB/s 4,000
n2. 2x| ar ge Yes 64 MB/s 4,000
n2. 4xl ar ge Yes 128 MB/s 8,000
crl.8xlarge N/A** 800 MB/s 48,000
hi 1. 4xl ar ge N/A** 800 MB/s 48,000
hs1. 8xl ar ge N/A** 800 MB/s 48,000
g2. 2xl arge Yes 128 MB/s 8,000
cgl. 4xl ar ge N/A** 800 MB/s 48,000

To launch an EBS-optimized instance using the AWS Management Console, select the Launch as
EBS-optimized instance option in the launch wizard.

If the instance type that you've selected can't be launched as EBS-optimized instance, or if the instance
type is EBS-optimized by default, this option is not available.

To launch an EBS-optimized instance using the ec2-run-instances command, specify the
--ebs-opti m zed option.

Placement Groups

A placement group is a logical grouping of instances within a single Availability Zone. Using placement
groups enables applications to get the full-bisection bandwidth and low-latency network performance
required for tightly coupled, node-to-node communication typical of HPC applications. For more information,
see High Performance Computing (HPC) on AWS.

First, you create a placement group and then you launch multiple instances into the placement group.
We recommend that you launch the number of instances that you need in the placement group in a single
launch request. If you try to add more instances to the placement group later, you increase your chances
of getting an insufficient capacity error.
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If you stop an instance in a placement group and then start it again, it still runs in the placement group.
However, the start fails if there isn't enough capacity for the instance.

If you receive a capacity error when launching an instance in a placement group, stop and restart the
instances in the placement group, and then try the launch again.

Topics
¢ Placement Group Limitations (p. 109)
¢ Launching Instances into a Placement Group (p. 109)
¢ Deleting a Placement Group (p. 110)

Placement Group Limitations

Placement groups have the following limitations:

« A placement group can't span multiple Availability Zones.
» The name you specify for a placement group a name must be unique within your AWS account.

¢ Instances that you launch into a placement group must be based on an HYM AMI with an Amazon EBS
root device volume.

» The following are the only instance types that you can use when you launch an instance into a placement
group:
e cc2.8xl arge
* cgl. 4xl arge
e crl.8xlarge
e hi 1. 4xl arge
* hs1. 8xl arge

¢ A placement group can't contain instances of different instance types. After you launch one or more
instances of a particular type into a placement group, you can only add instances of that type to the
placement group. You can't change the instance type supported by a placement group after you've
launched an instance into it.

¢ You can't merge placement groups. Instead, you must terminate the instances in one placement group,
and then relaunch those instances into the other placement group.

« Amazon EC2 Reserved Instances are not guaranteed within a specific requested placement group.

Launching Instances into a Placement Group

We suggest that you create an AMI specifically for the instances that you'll launch into a placement group.
To launch an instance into a placement group

1. Open the Amazon EC2 console.
2. Create an AMI for your instances.

a. From the Amazon EC2 dashboard, click Launch Instance. Be sure to select an HYM AMI for
cluster instances. After you complete the wizard, click Launch.

b. Connect to your instance. (For more information, see Connect to Your Amazon EC2
Instance (p. 273).)

c. Install software and applications on the instance, copy data, or attach additional Amazon EBS
volumes.

d. Inthe navigation pane, click Instances, select your instance, click Actions, and then click Create
Image. Provide the information requested by the Create Image dialog box, and then click Create
Image.
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3.

4.

e. (Optional) You can terminate this instance if you have no further use for it.

Create a placement group.

a. Inthe navigation pane, click Placement Groups.
Click Create Placement Group.

c. Inthe Create Placement group dialog box, provide a name for the placement group that is
unigue in the AWS account you're using, and then click Yes, Create.

When the status of the placement group is avai | abl e, you can launch instances into the
placement group.

Launch your instances into the placement group.

a. Inthe navigation pane, click Instances.
b. Click Launch Instance. Complete the wizard as directed, taking care to select the following:

e The HVM AMI that you created
» The number of instances that you'll need
« The placement group that you created

If you prefer, you can use the ec2-create-image command to create your AMI, the
ec2-create-placement-group command to create your placement group, and use the ec2-run-instances
command to launch an instance into the placement group.

Deleting a Placement Group

You can delete a placement group if you need to replace it or no longer need a placement group. Before
you can delete your placement group, you must terminate all instances that you launched into the placement

group.

To delete a placement group

1.
2.
3.

Open the Amazon EC2 console.
In the navigation pane, click Instances.

Select and terminate all instances in the placement group. (You can verify that the instance is in a
placement group before you terminate it by checking the value of Placement Group in the details
pane.)

In the navigation pane, click Placement Groups.
Select the placement group, and then click Delete.
When prompted for confirmation, click Yes, Delete.

If you prefer, you can use the ec2-terminate-instances command to terminate the instances and the
ec2-delete-placement-group command to delete the placement group.
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Resizing Your Instance

As your needs change, you might find that your instance is over-utilized (the instance type is too small)
or under-utilized (the instance type is too large). If this is the case, you can change the size of your
instance. For example, if your t 1. mi cr o instance is too small for its workload, you can change it to an
mlL. snal | instance.

The process for resizing an instance varies depends on the type of its root device volume, as follows:

« If the root device for your instance is an Amazon EBS volume, you can easily resize your instance by
changing its instance type.

« If the root device for your instance is an instance store volume, you must migrate to a new instance.

To determine the root device type of your instance, open the Amazon EC2 console, click Instances,
select the instance, and check the value of Root device type in the details pane. The value is either ebs
orinstance store.

For more information about root device volumes, see Storage for the Root Device (p. 45).

Topics
¢ Resizing an EBS-backed Instance (p. 111)
¢ Resizing an Instance Store-backed Instance (p. 112)

Resizing an EBS-backed Instance

You must stop your EBS-backed instance before you can change its instance type. When you stop and
start an instance, we move it to new hardware. If the instance is running in EC2-Classic, we give it new
public and private IP addresses, and disassociate any Elastic IP address that's associated with the
instance. Therefore, to ensure that your users can continue to use the applications that you're hosting
on your instance uninterrupted, you must re-associate any Elastic IP address after you restart your
instance. For more information, see Stop and Start Your Instance (p. 284).

Use the following procedure to resize an Amazon EBS-backed instance using the AWS Management
Console.

To resize an EBS-backed instance

1. Open the Amazon EC2 console.
2. Inthe navigation pane, click Instances, and select the instance.

3. [EC2-Classic] If the instance has an associated Elastic IP address, write down the Elastic IP address
and the instance ID shown in the details pane.

4. Click Actions, and then click Stop.
5. In the confirmation dialog box, click Yes, Stop. It can take a few minutes for the instance to stop.

[EC2-Classic] When the instance state becomes st opped, the Elastic IP, Public DNS, Private
DNS, and Private IPs fields in the details pane are blank to indicate that the old values are no longer
associated with the instance.

6. With the instance still selected, click Actions, and then click Change Instance Type. Note that this
action is disabled if the instance state is not st opped.

7. Inthe Change Instance Type dialog box, in the Instance Type list, select the type of instance that
you need, and then click Apply.

8. To restart the stopped instance, select the instance, click Actions, and then click Start.
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In the confirmation dialog box, click Yes, Start. It can take a few minutes for the instance to enter
the r unni ng state.

[EC2-Classic] When the instance state is r unni ng, the Public DNS, Private DNS, and Private IPs
fields in the details pane contain the new values that we assigned to the instance.

10. [EC2-Classic] If your instance had an associated Elastic IP address, you must reassociate it as

follows:

a. Inthe navigation pane, click Elastic IPs.

b. Select the Elastic IP address that you wrote down before you stopped the instance.

c. Click Associate Address.

d. Select the instance ID that you wrote down before you stopped the instance, and then click

Associate.

Resizing an Instance Store-backed Instance

You can create an image from your current instance, launch a new instance from this image with the
instance type you need, and then terminate the instance you no longer need. To ensure that your users
can continue to use the applications that you're hosting on your instance uninterrupted, you must take
any Elastic IP address that you've associated with your current instance and associate it with the new
instance.

Prerequisites

Before you begin, ensure that you have the following:

Your AWS account ID. To retrieve your account ID, go to Your Security Credentials and expand Account
Identifiers.

Your access key ID. If you need to retrieve or create an access key ID, go to Your Security Credentials,
and expand Access Keys.

Your secret access key. You can't retrieve your secret access key. Therefore, if you can't find your
secret access key, you'll need to create a new one. To create a secret access key, go to Your Security
Credentials, expand Access Keys, and click Create New Access Key.

An X.509 certificate. If you need to create an X.509 certificate, go to Your Security Credentials, expand
X.509 Certificates, and click Create New Certificate.

A private key (.pem) file. If you need to create a key pair, follow the directions in Creating Your Key
Pair Using Amazon EC2 (p. 386).

An Amazon S3 bucket. To create an Amazon S3 bucket, open the Amazon S3 console and click Create
Bucket.

A connection to your instance store-backed instance. For more information, see Connect to Your
Amazon EC2 Instance (p. 273).

To resize an instance store-backed instance

1.

Write down the ID of the instance store-backed instance that you're starting with. If the instance has
an associated Elastic IP address, write down the Elastic IP address as well.

From the instance, create a temporary directory for your credentials using the following mkdir
command:

nkdir /tnp/cert
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10.

11.

From your computer, use scp (p. 280) (Linux/UNIX), pscp (p. 277) (Windows), or winscp (p. 278)
(Windows) to copy your private key file (for example, ny- key- pai r. pem) and your certificate file
(cert -mycert.pem) from your computer to the / t mp/ cer t directory of your instance.

From the instance, obtain root privileges using the following sudo command:

sudo su

From the instance, verify that the Amazon EC2 AMI tools are installed. For example, run the following
command: ec2-bundle-vol --help. If this command is not available, download the Amazon EC2 AMI
Tools.

Create an image using the following ec2-bundle-vol command:

ec2-bundl e-vol -k /tnp/cert/ my-key-pair.pem-c /tnp/cert/cert-nycert.pem -
u your_aws_account _id -r x86_64 -e /tnp/cert

It can take a few minutes to create the image. When this command completes, your t np directory
contains the image files (i mage. mani f est . xm , plus multiple i mage. part . xx files).

From the instance, upload the image to your Amazon S3 bucket (for example, ny- s3- bucket ) using
the following ec2-upload-bundle command. Note that if the folders don't exist in the bucket, this
command creates them.

ec2-upl oad- bundl e -b ny-s3-bucket/i nmages/i nage_nanme -m/tnp/i nage. mani f est . xm
-a your_access_key_id -s your_secret_access_key

(Optional) After the image is uploaded to Amazon S3, you can remove the image files from the t np
directory on the instance using the following rm command:

rm-rf /tmp/int

From either the instance or your computer, verify that the CLI tools are installed using the following
command: ec2-version. If this command is not available, follow the directions in Setting Up the
Amazon EC2 Command Line Interface Tools on Linux/UNIX (p. 541).

Register the image with Amazon EC2 using the following ec2-register command. Note that you don't
need to specify the - Oand - Woptions if you've set the AWS_ACCESS_KEY and AW5S_SECRET_KEY
environment variables.

ec2-regi ster ny-s3-bucket/images/i nage_nane/i mage. mani f est. xml -n i mage_nane
-O your _access_key_id -Wyour_secret _access_key

Write down the ID of the image (in the form ami-xxxxxxxx) that's returned by the command.

Open the Amazon EC2 console and in the navigation pane, select AMIs. From the filter lists, select
Owned by me, and select the image whose ID you wrote down when you registered it. Notice that
AMI Name is the name that you specified when you registered the image and Source is your Amazon
S3 bucket.

Click Launch. When you specify options in the launch wizard, be sure to specify the new instance
type that you need. It can take a few minutes for the instance to enter the r unni ng state.

If the instance that you started with had an associated Elastic IP address, you must associate it with
the new instance as follows:

a. Inthe navigation pane, click Elastic IPs.
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b. Select the Elastic IP address that you wrote down at the beginning of this procedure.
c. Click Associate Address.
d. Select the ID of the new instance, and then click Associate.

12. (Optional) You can terminate the instance that you started with, if it's no longer needed. Select the
instance and check its instance ID against the instance ID that you wrote down at the beginning of
this procedure to verify that you are terminating the correct instance. Click Actions, and then click
Terminate.
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Spot Instances

If you have flexibility on when your application will run, you can bid on unused Amazon EC2 compute
capacity, called Spot Instances, and lower your costs significantly. Set by Amazon EC2, the Spot price
for these instances fluctuates periodically depending on the supply of and demand for Spot Instance
capacity.

To use Spot Instances, you place a Spot Instance request (your bid) specifying the maximum price you
are willing to pay per hour per instance. If the maximum price of your bid is greater than the current Spot
price, your request is fulfilled and your instances run until you terminate them or the Spot price increases
above your maximum price. Your instance can also be terminated when your bid price equals the market
price, even when there is no increase in the market price. This can happen when demand for capacity
rises, or when supply fluctuates.

Note
You can run Amazon EC2 Spot Instances on the following platforms: Amazon Linux/UNIX, SUSE
Linux Enterprise Server, and Windows (without SQL Server).

You will often pay less per hour than your maximum bid price. The Spot price is adjusted periodically as
requests come in and the available supply of instances changes. Everyone pays that same Spot price
for that period regardless of whether their maximum bid price was higher, and you will never pay more
than your hourly maximum bid price.

Quick Look: Getting Started with Spot Instances
Video

The following video shows how to launch your first Spot Instance using the AWS Management Console.
This video includes instructions on placing a bid, determining when the instance is fulfilled, and canceling
the instance. Getting Started with Spot Instances

Checklist for Getting Started with Spot Instances

If you want to get started working with Spot Instances, here are the resources you need to get going.

¢ Getting Started with Spot Instances (p. 116)

 Viewing Spot Instance Pricing History (p. 118)

» Creating a Spot Instance Request (p. 122)

e Finding Running Spot Instances (p. 126)

» Canceling Spot Instance Requests (p. 129)
¢ Fundamentals of Spot Instances (p. 132)
* Placing Spot Requests (p. 132)
e Tagging Spot Instance Requests (p. 141)
» Protecting Your Spot Instance Data Against Interruptions (p. 142)
Walkthroughs: Using Spot Instances with AWS Services (p. 143)
* Managing Spot Instances with Auto Scaling (p. 143)
» Using CloudFormation Templates to Launch Spot Instances (p. 158)
» Launching Amazon Elastic MapReduce Job Flows with Spot Instances (p. 159)
» Launching Spot Instances in Amazon Virtual Private Cloud (p. 160)
¢ Advanced Tasks (p. 161)

» Subscribe to Your Spot Instance Data Feed (p. 161)

¢ Programming Spot with AWS Java SDK (p. 164)
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 Starting Clusters on Spot Instances (p. 191)

What's New in Spot Instances

Here's a quick look at what's new in Spot Instances:

e Customizing Your Spot Requests (p. 134)
¢ Tracking Spot Requests with Bid Status Codes (p. 135)

Getting Started with Spot Instances

In this section, we will step you through how to get started using Spot Instances. First, we'll take you
through what you need to know before you begin and the prerequisites you need to get started.

We will walk you through the following activities:

¢ Viewing Spot Instance Pricing History (p. 118)
¢ Creating a Spot Instance Request (p. 122)

¢ Finding Running Spot Instances (p. 126)

¢ Canceling Spot Instance Requests (p. 129)

Before You Begin

If you are new to Spot Instances, take a look at Prerequisites for Using Spot Instances (p. 116) to make
sure you can take full advantage of the benefits of this Amazon EC2 product. If you have been using
Amazon EC2 and you're ready to proceed, click one of the steps in the preceding list to get going.

Before requesting a Spot Instance, consider configuring your Amazon Machine Image (AMI) so that your
application does the following:

¢ Automatically performs the tasks you want at start-up because the instance will start asynchronously
without notification. For example, if you're using batch processes, you could set up your AMI to pull
jobs from an Amazon Simple Queue Service (Amazon SQS) queue.

¢ Stores important data regularly in a place that won't be affected by instance termination. For example,
you could store your data using Amazon Simple Storage Service (Amazon S3), Amazon SimpleDB, or
Amazon Elastic Block Store (Amazon EBS).

Important

Although Spot Instances can use Amazon EBS-backed AMls, be aware that Spot Instances

do not support the Stop/Start feature. In other words, you can't stop and start Spot Instances
launched from an AMI that has an Amazon EBS root device. For information about Amazon

EBS, see Amazon Elastic Block Store (Amazon EBS).

« Handles termination gracefully.

For information about creating AMIs, see Creating Your Own AMIs (p. 62).

Prerequisites for Using Spot Instances

To work with Amazon EC2 Spot Instances, we assume you have read and completed the instructions
described in Getting Started with Amazon EC2 Linux Instances (p. 22), which provides information on
creating your Amazon EC2 account and credentials.
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In addition, whichever you choose to use—the AWS Management Console, the Amazon EC2 command
line interface (CLI), or the Amazon EC2 application programming interface (API)—Amazon EC2 provides
tools for Spot Instances that you can use to assess Spot price history, submit Spot Instance requests
(also called bids), and manage your Spot requests and instances. You can also use, develop, and manage
your applications using the AWS SDKs. For more information, see Tools for Amazon Web Services.

AWS Management Console

In the AWS Management Console, the EC2 console has tools specifically designed for Spot Instance
request tasks. The EC2 console also has general tools that you can use to manage the instances launched
when your requests are fulfilled. The following list identifies the tools you can use in the EC2 console:

¢ The Spot Requests page is the main way you interact with your Spot Instance requests.

Request Spot Instances Pricing History

Viewing: | All Requests [7]

You have not requested any spot prices
Click the Request Spot Instances button to set a pric|

4 Request Spot Instances|

¢ Spot Instance Pricing History gives you an insight in the pricing patterns for specific Spot Instance
types in Availability Zones over a defined period.

Request spotinstances

s [l 5] )
I'd

Spot Instance Pricing History Cancel

=

Product: |LinuUNX [] Instance Type: timico  [¥] Date Range: 1week [w] Zone: Allzones

Close

¢ Use the Request Spot Instances page to submit a Spot Instance request and specify the details of
the instance to be launched when your request succeeds.

« Use the Instances page to manage the instances launched when your Spot request succeeds.

Amazon EC2 Command Line Interface (CLI) Tools

You can use Amazon EC2 CLI tools specifically designed for managing Spot requests. To manage the
instances launched when your Spot request is fulfilled, use the same commands that you use for
On-Demand EC2 instances.

Note

If you use the Amazon EC2 command line interface (CLI) tools, we assume that you have read
and completed the instructions described in the Setting Up the Amazon EC2 Command Line
Interface Tools on Linux/UNIX (p. 541). It walks you through setting up your environment for use
with the CLI tools.

The following table lists the commands you use for Spot request tasks.
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Task CLI

Viewing Spot Instance Pricing History (p. 118). ec2-descri be-spot-price-history
Finding Running Spot Instances (p. 126). ec2-descri be-spot-instance-requests
Creating a Spot Instance Request (p. 122). ec2-request-spot-instances

Subscribe to Your Spot Instance Data Feed (p. 163). | ec2- cr eat e- spot - dat af eed- subscri pti on

Data Feed Filename and Format (p. 162). ec2-descri be- spot - dat af eed- subscri pti on
Delete a Spot Instance Data Feed (p. 164). ec2-del et e- spot - dat af eed- subscri ption
Canceling Spot Instance Requests (p. 129). ec2-cancel - spot -i nst ance-request s

For information about CLI commands, go to the Amazon Elastic Compute Cloud Command Line Reference.
API

You can use Amazon EC2 API tools specifically designed to manage your Spot requests. To manage
the instances launched when your Spot request is fulfilled, use the same API actions that you use for
On-Demand EC2 instances.

The following table lists the API actions you use for Spot request tasks.

Task API

Viewing Spot Instance Pricing History (p. 118). Descri beSpot Pri ceHi story

Finding Running Spot Instances (p. 126). Descri beSpot | nst anceRequest s

Creating a Spot Instance Request (p. 122). Request Spot | nst ances

Subscribe to Your Spot Instance Data Feed (p. 163). | Cr eat eSpot Dat af eedSubscri pti on

Data Feed Filename and Format (p. 162). Descri beSpot Dat af eedSubscri pti on
Delete a Spot Instance Data Feed (p. 164). Del et eSpot Dat af eedSubscri pti on
Canceling Spot Instance Requests (p. 129). Cancel Spot | nst anceRequest s

For information about API actions, go to the Amazon Elastic Compute Cloud API Reference.
AWS Java SDK

Java developers can go to the AWS SDK for Java to consult the Java tutorials on Spot Instances:

¢ Tutorial: Amazon EC2 Spot Instances (p. 166)
e Tutorial: Advanced Amazon EC2 Spot Request Management (p. 175)

Viewing Spot Instance Pricing History

The Spot price represents the price above which you have to bid to guarantee that a single Spot request
is fulfilled. When your bid is above the Spot price, your Spot Instance is launched, and if the Spot price
rises above your bid price, your Spot Instance is terminated. You might choose to bid above the current
Spot price so that your Spot request is fulfilled quickly. However, before specifying a price with which you
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want to bid for your Spot Instance, we recommend that you view the Spot price history. You can view the
Spot price history for the last 90 days for any pool of Spot Instances sharing the same instance type,
operating system, and Availability Zone.

For example, let's say you want to bid on a Linux/UNIX t1.micro instance to be launched in the us-east-1
region. To view past prices in this Spot pool, specify these values using the Spot Instance Pricing
History page of the AWS Management Console, the Descri beSpot Pri ceHi st ory API action, or
ec2-descri be-spot - pri ce- hi st ory CLI command. If you need to launch your Spot Instance in a
specific Availability Zone, you can specify that Availability Zone when retrieving the Spot price history.

After you review the Spot price history, you might choose to bid at a price that would have given you 75
percent Spot Instance uptime in the past. Or, you might choose to bid two times the current Spot price
because doing so would have given you 99 percent uptime in the past. However you frame your bid, keep
in mind that past performance of Spot prices is not a guarantee of future results. Spot prices vary based
on real-time supply and demand conditions, and the conditions that generated certain Spot prices or
pricing patterns in the past may not repeat themselves in the future.

Note

Make sure you have set up the prerequisites for working with Amazon EC2. If you haven't, see
Prerequisites for Using Spot Instances (p. 116).

If you are using an API version earlier than 2011-05-15, the Descri beSpot Pri ceHi story
action or the ec2- descri be- spot - pri ce- hi st ory command will return the lowest price
across the region for the given time period and the prices will be returned in chronological order.

AWS Management Console

To view Spot Price history
1. From the Amazon EC2 console, click Spot Requests in the navigation pane.

The Spot Requests pane opens on the right. It will list your Spot requests if you have any.
2. Atthe top of the pane, click the Pricing History button.

The console displays the Spot Instance Pricing History page.

3. If you want to view the Spot price history for specific Availability Zones, click the Zone drop-down
list and select an Availability Zone.

The Spot Instance Pricing History page displays the Spot Instance pricing history for all zones or
the zone you selected.

Spot Instance Pricing History Cancel X

Product: LinuUNIDX Instance Type: m1.small - Date Range: 1month Zone: Allzones v

Close
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4. Using the price history as a guide, select a price that you think would likely keep your instances
running for the period of time you need.

Amazon EC2 Command Line Interface (CLI) Tools

To view Spot price history

1. Enter the following command:

PROVPT> ec2-descri be-spot-price-history -H --instance-type mnil. x|l arge

Amazon EC2 returns output similar to the following:

SPOTI NSTANCEPRI CE 0. 384000 2011- 05-25T11: 37: 48- 0800 mL. x| ar ge
W ndows us-east-1b
SPOTI NSTANCEPRI CE 0. 384000 2011- 05-25T11: 37: 48- 0800 mL. x| ar ge
W ndows us- east - 1d

Li nux us-east-1d

Li nux us-east-1la

SPOTI NSTANCEPRI CE 0. 242000 2011-04-18T14: 39: 14- 0800 nl. x| arge  SUSE

SPOTI NSTANCEPRI CE 0. 242000 2011-04-18T14: 39: 14- 0800 nl. x| arge  SUSE

In this example, the price for the mil. x| ar ge instance type ranges between $0.242 and $0.384.

2. Using the price history as a guide, select a price that you think would likely keep your instances
running for the period of time that you need.

Tip

You can filter the Spot history data so it includes only instance types or dates of interest to you.
For more information about how to filter the results, go to ec2-describe-spot-price-history in the
Amazon Elastic Compute Cloud Command Line Reference.

API

To view Spot price history

1. Construct the following Query request.

https://ec2. amazonaws. con!

?Acti on=Descri beSpot PriceHi story
&l nst anceType=i nst ance_t ype

& ..auth paraneters...

Following is an example response.

10-01/ ">
<spot Pri ceHi st orySet >
<itenp
<i nst anceType>ni. snmal | </i nst anceType>
<product Descri pti on>Li nux/ UNI X</ pr oduct Descri pti on>
<spot Pri ce>. 28</ spot Pri ce>
<ti mest anp>2009- 12- 01T11: 51: 50. 000Z</ ti nest anp>
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<avail abi |l i tyZone>&regi on_i ad; &z1; </ avai |l abi |l ityZone>
<litemp
<itenp
<i nst anceType>ni. snmal | </i nst anceType>
<product Descri pti on>Li nux/ UNI X</ product Descri pti on>
<spot Pri ce>. 28</ spot Pri ce>
<ti nestanp>2009- 12-01T11: 51: 50. 000Z</ ti nest anp>
<avail abi |l i tyZone>&regi on_i ad; &z1; </ avai |l abi | ityZone>
<litemp
<itenp
<i nst anceType>ni. snmal | </ i nst anceType>
<product Descri pti on>Li nux/ UNI X</ product Descri pti on>
<spot Pri ce>. 31</ spot Pri ce>
<ti nestanp>2009- 12-01T11: 51: 50. 000Z</ ti nest anp>
<avail abi |l i tyZone>&r egi on_i ad; &z2; </ avai |l abi | i tyZone>
<litemp
<itenp
<i nst anceType>ni. snal | </ i nst anceType>
<product Descri pti on>Li nux/ UNI X</ product Descri pti on>
<spot Pri ce>. 30</ spot Pri ce>
<ti nestanp>2009- 12-01T11: 51: 50. 000Z</ ti nest anp>
<avail abi |l i tyZone>&r egi on_i ad; &z2; </ avai |l abi | ityZone>
<litemp
<itenp
<i nst anceType>ni. snmal | </i nst anceType>
<product Descri pti on>Li nux/ UNI X</ product Descri pti on>
<spot Pri ce>. 25</ spot Pri ce>
<ti nestanp>2009- 12-01T11: 51: 50. 000Z</ ti nest anp>
<avail abi |l i tyZone>&r egi on_i ad; &z3; </ avai |l abi | i tyZone>
<litemp
<itenp
<i nst anceType>nil. srmal | </ i nst anceType>
<product Descri pti on>Li nux/ UNI X</ product Descri pti on>
<spot Pri ce>. 28</ spot Pri ce>
<ti nestanp>2009- 12-01T11: 51: 50. 000Z</ ti nest anp>
<avail abi |l i t yZone>&r egi on_i ad; &z3; </ avai |l abi | i tyZone>
<litemp
<itenp
<i nst anceType>nil. srmal | </i nst anceType>
<product Descri pti on>Li nux/ UNI X</ product Descri pti on>
<spot Pri ce>. 35</ spot Pri ce>
<ti nestanp>2009- 12-01T11: 51: 50. 000Z</ ti nest anp>
<avail abi |l i tyZone>&regi on_i ad; &z3; </ avai |l abi |l i tyZone>
<litemp
</ spot Pri ceHi st orySet >
<next Token/ >
</ Descri beSpot Pri ceHi st or yResponse>

2. Using the price history as a guide, select a price that you think would likely keep your instances
running for the period of time you need.

Tip

You can filter the Spot history data so it includes only instance types or dates of interest to you.
For more information about how to filter the results, go to DescribeSpotPriceHistory in the Amazon
Elastic Compute Cloud API Reference.

What do you want to do next?
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¢ Creating a Spot Instance Request (p. 122)
¢ Finding Running Spot Instances (p. 126)
¢ Launching Spot Instances in Amazon Virtual Private Cloud (p. 160)

Creating a Spot Instance Request

After deciding on your bid price, you are ready to request a Spot Instance. Using the AWS Management
Console, the API, or the CLI, you can specify how many Spot Instances you'd like, what instance type to
use, and the bid price you are willing to pay.

If you request multiple Spot Instances at once, Amazon EC2 creates separate Spot Instance Requests
with unique IDs (e.g., sir-1a2b3c4d) so that you can track the status of each request separately. For
information about tracking Spot requests, see Tracking Spot Requests with Bid Status Codes (p. 135).

In this section, we discuss how to create requests for Amazon EC2 Spot Instances using the AWS
Management Console, the API, or the CLI. For more information about requesting Spot Instances, see
the following:

¢ Spot Instance Limits (p. 133)

« Types of Spot Instance Requests (p. 134)

¢ Launching Spot Instances in Launch Groups and Availability Zones (p. 135)
¢ Spot Instance Request States (p. 134)

¢ Launching Spot Instances in Amazon Virtual Private Cloud (p. 160)

Note
Make sure you have set up the prerequisites for working with Amazon EC2. If you haven't, see
Prerequisites for Using Spot Instances (p. 116).

AWS Management Console

To create a Spot Instance request

1. From the Amazon EC2 console, click Spot Requests in the navigation pane.
2. Click the Request Spot Instances button.

Except for the Spot Instance options that you specify to configure your Spot Instances, the process
for requesting Spot Instances is the same as the process for launching On-Demand instances. You
go through the same steps when you click the Launch Instance button from the Instances page:
Choose an Amazon Machine Image (AMI) and an instance type, and configure the details of the
instance. For information, see Launch Your Instance (p. 266).

3. Onthe Configure Instance Details screen, Request Spot Instances is checked as the Purchasing
Option by default if you get to this configure screen from the Spot Requests page. It is only when
the Request Spot Instances option is selected that the options related to Spot Instance requests
are displayed.

Specify the Maximum price you are willing to pay for your Spot Instance. Notice that the current
Spot Price for each of the Availability Zones in your region is listed. Use this information as a guide
on the price to specify so that your request is fulfilled. Your instance launches and runs if your bid
price exceeds the Spot Price.

To explore Spot Price trends, click Pricing History in the Spot Requests page. For information,
see Viewing Spot Instance Pricing History (p. 118).
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4.

Number of instances

Purchasing option

Current price

Maximum price
Launch group
Availability Zone group

Request valid from
Request valid to

Persistent request

Step 3: Configure Instance Details

CC'H‘I\J'..FE the instance to suit your requirements. You can launch multiple instances from the same AMI, request Spot Instances to tak

1

¥ Request Spot Instances

us-gast-1b 0.013
us-gast-1d 0.013

us-east-1e 0.013

$|02
Any time Edit
Any time Edit

Persistent request

-1a 0.013

Select the options you want to define your Spot request and to configure your Spot Instance settings.

Option

Max Price

Request valid from and Request valid to

Persistent request

Launch group

Description

Specifies the maximum price you are willing to
pay per instance hour.

Defines the validity period of a Spot request. The
validity period, beginning with Request valid
from through Request valid to, specifies the
length of time that your request will remain valid.
By default, a Spot request will be considered for
fulfillment from the time it is created until it is
either fulfilled or canceled by you. However, you
can constrain the validity period using these
options.

Note

The end time you specify doesn't apply
to the Spot Instances launched by this
request. This end time only applies to
the Spot Instance request.

Determines whether your request is one-time or
persistent. By default, it is one-time. A one-time
request can only be fulfilled once. A persistent
request is considered for fulfillment whenever
there is no Spot Instance running for the same
request.

Groups a set of requests together in the same
launch group. All requests in a launch group have
their instances started and terminated together.
For more information about using Launch group
in your Spot request, see Launching Spot
Instances in Launch Groups and Availability
Zones (p. 135).
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Option Description

Availability Zone group Groups a set of requests together in the same
Availability Zone. All requests that share an
Availability Zone group will launch Spot Instances
in the same Availability Zone. For more
information about using Availability Zone group
in your Spot request, see Launching Spot
Instances in Launch Groups and Availability
Zones (p. 135).

Continue with the wizard as you normally would when launching instances. For information, see
Launch Your Instance (p. 266).

If your request specified multiple instances, Amazon EC2 creates a separate Spot Instance request
for each instance. The requests are displayed on the Spot Requests page.

Amazon EC2 Command Line Interface (CLI) Tools

To create a Spot price request

Enter the following command:

PROVPT> ec2-request - spot -i nst ances
--price price

--user-data data

--instance-count count

--type one-tine | persistent
[--valid-fromtinestanp]
[--valid-until tinestanp]
[--Taunch-group | aunchgroup]
(run-instances-argunents)

For example:

PROWPT> ec2-request-spot-instances --price 0.32 ani -1234abcd --key MyKeypair
--group websrv --instance-type niL. small --instance-count 10 --type one-tinme

Amazon EC2 returns output similar to the following:

SPOTI NSTANCEREQUEST si r-09f b0a04 0. 32 one-tinme Li nux/ UNI X
open 2010- 04- 06T10: 03: 09+0200 am - 1234abc nil. smal |

MyKeypai r websr v nmoni t ori ng-di sabl ed

If your request specified multiple instances, Amazon EC2 creates a separate Spot Instance request
for each instance; each instance has a different ID (e.g., sir-09fb0a04).

API

To create a Spot price request

Construct a Query request similar to the following.
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https://ec2. anazonaws. conf

?Act i on=Request Spot | nst ances

&Spot Price. 1=0. 50

&l nst anceCount . 1=10

&Type. 1=one-ti ne

&Avai | abi |l ityZoneG oup. 1=MyAzG oup
&LaunchSpeci fication. | magel d. 1=ani - 43a4412a
&L aunchSpeci fi cati on. KeyNane. 1=MyKeypai r

&L aunchSpeci fi cati on. G oupSet . 1=websrv
&LaunchSpeci fi cation. | nstanceType. 1=ml. snal |
& ..auth paranmeters...

Following is an example response.

<Request Spot | nst ancesResponse xm ns="http://ec2. amazonaws. coni doc/ 2013- 10-
01/">
<spot | nst anceRequest Set >
<itenp
<spot | nst anceRequest | d>si r - 876af f 12</ spot | nst anceRequest | d>
<spot Pri ce>0. 32</ spot Pri ce>
<t ype>one-ti ne</type>
<st at e>open</ st at e>
<fault/>
<val i dFrom >
<validuntil/>
<l aunchGroup/ >
<avail abi l i tyZoneG oup>MyAzG oup</ avai | abi |l i tyZoneG oup>
<l aunchSpeci fi cati on>
<i magel d>am - 43a4412a</i magel d>
<keyName>MyKeypai r </ keyNane>
<gr oupSet >

<itenp
<gr oupl d>websr v</ gr oupl d>
</itemp

</ groupSet >
<i nstanceType>ml. snal | </i nst anceType>

</l aunchSpeci fi cati on>
<i nstancel d/ >
<creat eTi mre>2009- 10- 19T00: 00: 00+0000</ cr eat eTi me>
<product Descri pti on>Li nux/ UNI X</ pr oduct Descri pti on>
<t agSet/ >

<litemp

</ spot | nst anceRequest Set >
</ Request Spot | nst ancesResponse>

If your request specified multiple instances, Amazon EC2 creates a separate Spot Instance request
for each instance; each instance has a different ID (e.qg., sir-876aff12).

What do you want to do next?

¢ Finding Running Spot Instances (p. 126)
¢ Canceling Spot Instance Requests (p. 129)
¢ Planning for Interruptions (p. 142)
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¢ Launching Spot Instances in Amazon Virtual Private Cloud (p. 160)
¢ Tagging Spot Instance Requests (p. 141)
¢ Subscribe to Your Spot Instance Data Feed (p. 161)

Finding Running Spot Instances

Your Spot request will launch a Spot Instance when the Spot price is below your bid price. A Spot Instance
will run until either its maximum bid price is no longer higher than the Spot price or you terminate the Spot
Instance yourself. (If your bid price is exactly equal to the Spot price, there is a chance your Spot Instance
will remain running.) When your Spot request is fulfilled and has running instances, your Spot request
will be active (as opposed to open, closed, or canceled). In this section, we describe how to find running
Spot Instances associated with your active Spot requests.

Note
Make sure you have set up the prerequisites for working with Amazon EC2. If you haven't, go
to Prerequisites for Using Spot Instances (p. 116).

AWS Management Console

To find running Spot Instances
1. From the Amazon EC2 console, click Instances in the navigation pane.

The console displays a list of running instances.

2. To identify which of the instances were launched as a result of Spot requests, match the Instance
IDs in the Instances page— where the Lifecycle column lists the instance as spot—with Instance
IDs in the Spot Requests page. (You might need to turn on the display of the column by clicking
Show/Hide in the top right corner.)

Request Spot Instances Pricing History
Viswiog: | Al Requests [=

Request ID Max Price AN D Instance Type State Status Persistence Launch Group  Zone Giou
sinfabd2H 50,008 i3 TSewsb #l ib%a0ads  th.micro @ active buileg parsistent
i 3880634 50008 ami- el [ L] t.micro @ axtive futllled parsisient
50.008 amcdatiesst il isocollas  timicrs & active butiled parsistent

C2 Dasnboard Launch Instance

Lifecycle

spot

]
3

spot

spot

28 33 5 3
L1

3 3
B

lisscosmn
il <atadst

il celales

il ccBbate?

]
]
L0030 2030 A0 A0 3

Amazon EC2 Command Line Interface (CLI) Tools

To find running Spot Instances

1. Useec2-describe-spot-instance-requests.If your Spot Instance request has been fulfilled
(an instance has been launched), the instance ID appears in the response.

PROWPT> ec2-descri be-spot-instance-requests

SPOTI NSTANCEREQUEST sir-el471206 0.09 one-tinme Li nux/ UNI X
active 2010-09-13T16: 50: 44- 0800
i -992cf 7dd am - 813968c4 mlL. smal | My Key def aul t

nmoni t ori ng-di sabl ed
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Alternatively, you can use ec2- descri be-i nst ances with the following filter: - -fi l ter

i nstance-1ifecycl e=spot . If you're using the command line interface tools on a Windows system,
you might need to use quotation marks (--filter "instance-lifecycl e=spot"). For more
information about filters, see Listing and Filtering Your Resources (p. 529).

PROWPT> ec2-describe-instances --filter instance-Ilifecycle=spot

Amazon EC2 returns output similar to the following:

RESERVATI ON r-b58651f 1 111122223333 def aul t
| NSTANCE i -992cf 7dd ani - 813968c4 ec2-184-72-8-111. us- west -
1. conput e. anazonaws. com i p- 10-166- 105- 139. us-west - 1. conput e. i nt er nal
runni ng MyKey O mlL. smal | 2010- 09- 13T23: 54: 40+0000
us-west - la aki - al3667e4 ari-a33667e6
noni t ori ng- di sabl ed 184.72.8.111 10. 166. 105. 139 ebs
spot sir-el471206 paravi rtual

API

To find running Spot Instances

1.

Construct a Descri bel nst ances Query request and use a filter to look for instances where
i nstance-1|ifecycl e=spot . For more information about filters, see Listing and Filtering Your
Resources (p. 529).

https://ec2. anazonaws. con!

?Acti on=Descri bel nst ances
&Filter. 1. Nane=i nstance-1ifecycle
&Filter. 1. Val ue. 1=spot

& ..auth paraneters. ..

Following is an example response. It includes an i nst ancelLi f ecycl e element with spot as the
value.

<Descri bel nst ancesResponse xm ns="http://ec2. anazonaws. con doc/ 2013- 10- 01/ ">

<i nst ancesSet >
<itene
<i nstancel d>i - 992cf 7dd</ i nst ancel d>
<i magel d>am - 813968c4</ i nagel d>
<i nstanceSt at e>
<code>16</ code>
<name>r unni ng</ nane>
</instanceSt at e>
<pri vat eDnsNane>i p- 10- 166- 105- 139. &r egi on_sfo; . conpute.intern
al </ pri vat eDnsNane>
<dnsNane>ec2- 184- 72- 8- 111. & egi on_sf 0; . conput e. &api - donai n; </ dnsNane>
<r eason/ >
<keyNane>M/Key</ keyNane>
<am Launchl ndex>0</ am Launchl ndex>
<product Codes/ >
<i nstanceType>nil. snal | </i nst anceType>
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<l aunchTi ne>2010- 09- 13T23: 54: 40. 000Z</ | aunchTi me>
<pl acenent >
<avai l abi |l i tyZone>&r egi on_sfo; &z1; </ avai | abi | ityZone>
<gr oupNane/ >
</ pl acenment >
<ker nel | d>aki - a13667e4</ ker nel | d>
<randi skl d>ari - a33667e6</ r andi skl d>
<noni t ori ng>
<st at e>di sabl ed</ st at e>
</ moni t ori ng>
<privat el pAddress>10. 166. 105. 139</ pri vat el pAddr ess>
<i pAddr ess>184. 72. 8. 111</ i pAddr ess>
<architecture>i 386</archi tecture>
<r oot Devi ceType>ebs</r oot Devi ceType>
<r oot Devi ceNane>/ dev/ sdal</r oot Devi ceNane>
<bl ockDevi ceMappi ng>
<itenp
<devi ceNane>/ dev/ sdal</ devi ceNane>
<ebs>
<vol unel d>vol - 61088f 0a</ vol unel d>
<st at us>at t ached</ st at us>
<attachTi ne>2010- 09- 13T23: 54: 42. 000Z</ att achTi me>
<del et eOnTer mi nati on>t rue</ del et eOnTer m nati on>
</ ebs>
<litenpr
</ bl ockDevi ceMappi ng>
<i nstancelLi f ecycl e>spot </ i nstancelLi fecycl e>
<spot | nst anceRequest | d>si r - e1471206</ spot | nst anceRequest | d>
<virtualizationType>paravirtual </virtualizati onType>
<litenpr
</instancesSet >
</ Descri bel nst ancesResponse>

Alternatively, you can use Descr i beSpot | nst anceRequest s. If your Spot Instance request has
been fulfilled (an instance has been launched), the instance ID appears in the response. Following
is an excerpt from a response.

<spot | nst anceRequest Set >
<itenp
<spot | nst anceRequest | d>si r-e1471206</ spot | nst anceRequest | d>
<spot Pri ce>0. 09</ spot Pri ce>
<type>one-ti ne</type>
<state>active</state>
<l aunchSpeci fi cati on>
<i magel d>am - 813968c4</i nagel d>
<keyNane>M/Key</ keyNane>
<gr oupSet >

<itenp
<gr oupl d>def aul t </ gr oupl d>
<litemp

</ groupSet >
<i nstanceType>nil. snal | </i nst anceType>
<bl ockDevi ceMappi ng/ >
<moni t ori ng>
<enabl ed>f al se</ enabl ed>
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</ moni t ori ng>
</l aunchSpeci ficati on>
<i nstancel d>i - 992cf 7dd</i nst ancel d>
<creat eTi me>2010- 09- 13T23: 50: 44. 000Z</ cr eat eTi ne>
<product Descri pti on>Li nux/ UNI X</ product Descri pti on>
<l aunchedAvai | abi | i t yZone>&r egi on_i ad; &z3; </ | aunchedAvai | abi | i t yZone>

</litenp
<spot | nst anceRequest Set / >

What do you want to do next?

¢ Canceling Spot Instance Requests (p. 129)

Launching Spot Instances in Amazon Virtual Private Cloud (p. 160)
Persisting Your Root EBS Partition (p. 142)

Tagging Spot Instance Requests (p. 141)

Subscribe to Your Spot Instance Data Feed (p. 161)

Canceling Spot Instance Requests

If you no longer want your Spot request, you can cancel it. You can only cancel Spot Instance requests
that are open or active. Your Spot request is open when your request has not yet been fulfilled and no
instances have been launched. Your Spot request is active when your request has been fulfilled, and
Spot Instances have launched as a result. If your Spot request is active and has an associated running
Spot Instance, canceling the request does not automatically terminate the instance: You must terminate
the running Spot Instance manually.

Note

Make sure you have set up the prerequisites for working with Amazon EC2. If you haven't, go
to Prerequisites for Using Spot Instances (p. 116).

Your Spot request can be in other states in addition to open and active. For more information,
see Spot Instance Request States (p. 134). You can then track the status of each of the requests
separately. For information about tracking Spot requests, see Tracking Spot Requests with Bid
Status Codes (p. 135).

A persistent Spot request will try to relaunch a Spot Instance whenever it is interrupted or
terminated. If you want to end both the Spot request and its Spot Instance, make sure you cancel
the Spot request before you terminate the Spot Instance to ensure that the request doesn’t
launch a new instance.

AWS Management Console

To cancel Spot Instance requests

1. From the Amazon EC2 console, click Spot Requests in the navigation pane.

The console displays a list of Spot Instance requests.
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Request Spot Instances Pricing History
viewing: | All Reguests El

Request ID Max Price AMI ID Instance Type State Status
sir-280a7a34 50.050 ami-e565babc i i-8a2b30e6 | mi.small @ active fulfilled
sir-b0277635 50.050 ami-e565babc i i-a31bb2ce | mismall =@ active fuffilled
sir-95335234 50.070 ami-e565babe i i-b6b021da = m1small @ active fuffilled

2. Select the Spot requests you want to cancel and click the Cancel button.

3. If you don’t want the associated Spot Instances to continue running, you can cancel them. Select them
in the Instances page, then right-click and select Terminate.

Amazon EC2 Command Line Interface (CLI) Tools

To cancel Spot Instance requests

1. Enter the following command to see your Spot Instance requests:

PROVPT> ec2-descri be-spot-instance-requests

Amazon EC2 returns output similar to the following:

SPOTI NSTANCEREQUEST  si r- 09f bOa04 0.04 one-time Li nux/ UNI X  cl osed

2010- 04- 06T10: 03: 09+0200 am - b232d0db ml. smal | gsg- keypai r def aul t
nmoni t ori ng-di sabl ed

2. To cancel the request, enter the following:

PROWPT> ec2-cancel - spot -i nstance-requests sir-09fb0a04

Amazon EC2 returns output similar to the following:

SPOTI NSTANCEREQUEST sir-09f bO0a04 cancel ed

3. To terminate the instances associated with the Spot request you just canceled, enter the following:

PROVPT> ec2-term nate-instances i-48cd4829

Amazon EC2 returns output similar to the following:

I NSTANCE i -48cd4829 runni ng shutting-down

Tip

You can filter the list of Spot Instance requests to return only certain EC2 instance types. For
more information about how to filter the results, go to ec2-describe-spot-instance-requests in
the Amazon Elastic Compute Cloud Command Line Reference.
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API

To cancel Spot Instance requests

1. Construct the following Query request to see your Spot Instance requests.

https://ec2. anazonaws. con!
?Act i on=Descri beSpot | nst anceRequest s
& ..auth paraneters...

Following is an example response.

<Descri beSpot | nst anceRequest sResponse xm ns="http://ec2. amazon
aws. coni doc/ 2013- 10- 01/ ">
<spot | nst anceRequest Set >
<itemp
<spot | nst anceRequest | d>si r - 8675309a</ spot | nst anceRequest | d>
<spot Pri ce>0. 32</ spot Pri ce>
<type>one-tine</type>
<st at e>open</ st at e>
<fault/>
<val i dFront >
<val iduntil/>
<l aunchG oup/ >
<avail abi | i tyZoneG oup>MyAzG oup</ avai | abi | i t yZoneG oup>
<l aunchSpeci fi cati on>
<i magel d> i - 43a4412a</i magel d>
<keyName>MyKeypai r </ keyNanme>
<gr oupSet >websr v</ gr oupSet >
<i nst anceType>ml. smal | </ i nst anceType>
</l aunchSpeci fi cati on>
<i nstancel d>i - 123345678</ i nst ancel d>
<creat eTi mre>2009- 10- 19T00: 00: 00+0000</ cr eat eTi me>
<pr oduct Descri pti on>Li nux/ UNI X</ pr oduct Descri pti on>
<l aunchedAvai | abi | i t yZone>&r egi on_i ad; &z3; </ | aunchedAvai | abi | i t yZone>

<litemp
</ spot | nst anceRequest Set >
</ Descri beSpot | nst anceRequest sResponse>

2. Construct a Query request to cancel the Spot Instance requests.

https://ec2. amazonaws. con!

?Act i on=Cancel Spot | nst anceRequest s
&Spot | nst anceRequest I d. 1=sir-8675309a
& ..auth paraneters...

Following is an example response.

<Cancel Spot | nst anceRequest sResponse xm ns="http://ec2. amazonaws. coni doc/ 2013-
10-01/ ">

<spot | nst anceRequest | d>si r - 8675309a</ spot | nst anceRequest | d>
</ Cancel Spot | nst anceRequest sResponse>
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Tip

You can filter the list of Spot Instance requests to return only certain EC2 instance types. For
more information about how to filter the results, go to DescribeSpotinstanceRequests in the
Amazon Elastic Compute Cloud API Reference.

What do you want to do next?

¢ Creating a Spot Instance Request (p. 122)

¢ Viewing Spot Instance Pricing History (p. 118)

¢ Finding Running Spot Instances (p. 126)

¢ Launching Spot Instances in Amazon Virtual Private Cloud (p. 160)

Fundamentals of Spot Instances

If your application can tolerate interruptions and can handle dynamically changing compute capacity and
prices, Amazon EC2 Spot Instances can be a powerful tool for optimizing your application’s costs and
increasing its computational scale. Because Spot Instances are often offered at a large savings compared
to regular On-Demand instances, you might be able to take advantage of Spot Instances to both accelerate
your computational job and lower its overall cost.

This section presents the basics you need to know so you can create successful Spot requests, manage
Spot Instances effectively, and plan for contingencies such as interruptions and changes in capacity.

¢ A Spot Instance request (also called a bid) defines the kind of Spot Instances you want and the maximum
price you're willing to pay for them. How you specify your bid determines the fulfillment of the request
and the successful launch of Spot Instances. For information, see Placing Spot Requests (p. 132).

* You can use tags to manage your Spot Instances. For information, see Tagging Spot Instance
Requests (p. 141).

¢ The availability of Spot Instances varies significantly depending on Amazon EC2 capacity. When you
use Spot Instances, you should expect and plan for interruptions and mitigate their effect on your
applications. For information, see Protecting Your Spot Instance Data Against Interruptions (p. 142).

Placing Spot Requests

The Spot Instance request (or bid) is a core element in Amazon EC2 Spot Instances. Your specifications
for a Spot request—price, Availability Zone, launch group, and schedule—affect the fulfillment of the
request and the successful launch of Spot Instances.

This section discusses the bid fundamentals you need to know to help you manage your Spot requests.
¢ Spot Instance Limits (p. 133)

Discusses the number of Spot Instances per instance type that you can launch for each region.
e Customizing Your Spot Requests (p. 134)

Discusses the options you can specify to customize your Spot request.
¢ Tracking Spot Requests with Bid Status Codes (p. 135)

Discusses Spot bid status information and how you can use it to understand what is going on with your

Spot requests.

Depending on how quickly you want your Spot request fulfilled and how long you want your Spot Instances
to continue running, there are a number of factors you need to consider when you bid on Spot Instances.
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The requirements you include in your Spot request can affect the chances that it will be fulfilled. If you
have a number of requirements that must be met, your request can take longer to fulfill.

The maximum Spot Instance price you're willing to pay—your bid price—may also affect how long your
Spot Instances will run. If you want your instances to run as long as possible and have a low probability
of interruption, you might consider submitting a higher bid price. If you are less concerned about Spot

interruptions and simply want to take advantage of Spot cost savings, you should submit a lower bid price.

Your bid price is not necessarily the price that you pay. For example, if you bid $0.500, and the Spot price
is $0.300 per hour for the period, you only pay $0.300 per hour. If the Spot price drops, you pay less. If
the Spot price increases, you pay the new price up to your bid price. If the Spot price rises above your
bid price (or another capacity constraint is encountered), your Spot Instance is interrupted.

Note

Bidding high does not guarantee that your Spot Instance won't be interrupted. Also, do not
assume that the Spot price can never remain high for long periods of time. If Spot supply is tight
for an extended period of time, the Spot price can be elevated for a sustained period of time,
pegged to the bid price of the highest bidders.

Quick Look: Bidding Strategies Video

The following video describes strategies to use when bidding for Spot Instances. Deciding on Your Spot
Bidding Strategies

After you submit your bid for Spot Instances, use bid status codes to track your request. For information,
see Tracking Spot Requests with Bid Status Codes (p. 135).

Spot Instance Limits

Generally, you are limited to running a total of 100 Spot Instances per region. Certain instance types have
a different limit amount per region as shown in the following table. In addition, keep in mind that your Spot
Instances can be terminated any time that the Spot market price goes above your bid price, or any time
that there is reduced available capacity for the instance type in the region. So, although you might be
within your Spot limit level for a particular instance type in the region, you can still get evicted as a result
of price or capacity changes.

Instance Type Spot Limit
g2. 2xl arge 10

cgl. 4xl arge 10

n2. 2x| ar ge 20

n2. 4x| ar ge 20

ccl. 4xl arge 20

cc2. 8xl arge 20

hi 1. 4xl ar ge Not Offered
hs1. 8xl ar ge Not Offered
All Other Instance Types 100

Note

The instance types cc2.8xlarge, cgl.4xlarge, and crl.8xlarge are not available in all regions.
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If you need more Spot Instances, complete the Amazon EC2 instance request form with your use case
and your instance increase will be considered. Limit increases are tied to the region specified in the Spot
Instance request.

Customizing Your Spot Requests

You can use a number of options to customize your Spot requests so you get instances that address
your needs. These options are discussed in the following topics:

» Types of Spot Instance Requests (p. 134)
¢ Launching Spot Instances in Launch Groups and Availability Zones (p. 135)

The options you choose can affect the success of your Spot requests as well as the lifespan of the Spot
Instances that these requests launch.

Spot Instance Request States
A Spot Instance request can be in one of the following states:

¢ Open—The request is not fulfilled.
¢ Active—The request is currently active (fulfilled) and has an associated Spot Instance.
¢ Failed—The request failed because bad parameters were specified.

¢ Closed—The request either completed (a Spot Instance was launched and subsequently was interrupted
or terminated), or was not fulfilled within the period specified.

¢ Canceled—The request is canceled because one of two events took place: You canceled the request,
or the bid request went past its expiration date.

Depending on conditions, an instance might still be running even if the request is closed or canceled.

The valid until option that you specify when you submit a Spot Instance request applies only to the
request; this deadline doesn't apply to Spot Instances that are launched by the request. This means
that when your Spot Instance request is canceled, either because the request went beyond its expiration
date or because you manually canceled it, the Spot Instances that were launched previously through
the now-canceled request don't automatically get terminated. The Spot Instance service will terminate
a running instance only when the Spot price equals or exceeds your price. However, you can always
terminate your instances manually.

You can track the status of your Spot Instance requests as well as the status of the instances launched
through bid status codes. For information about tracking Spot requests, see Tracking Spot Requests with
Bid Status Codes (p. 135).

Types of Spot Instance Requests

You can make two types of Spot Instance requests—a one-time request or a persistent request. A one-time
request remains active until one of the following conditions is met: All of the requested instances launch,
the request expires, or you cancel the request. For example, if you create a one-time request for three
instances, the request is considered complete after all three instances launch.

Persistent Spot Instance requests remain active until they expire or you cancel them, even if the requests
were previously satisfied. For example, if you create a persistent Spot Instance request for one instance
at $0.300, Amazon EC2 launches or keeps your instance running if your maximum bid price is above
$0.300 and terminates your instance if your maximum bid price is below $0.300.

With both one-time and persistent requests, instances continue to run until they no longer exceed the
Spot price, you terminate them, or the instances terminate on their own. If the maximum price is exactly
equal to the Spot price, an instance might or might not continue running (depending on available capacity).

APl Version 2013-10-01
134


https://aws.amazon.com/support/createCase?type=service_limit_increase&serviceLimitIncreaseType=ec2-instances

Amazon Elastic Compute Cloud User Guide
Fundamentals of Spot Instances

Launching Spot Instances in Launch Groups and Availability Zones

You can opt to have your Spot Instances launch at the same time or in the same Availability Zone. To
tell Amazon EC2 to launch your instances only if all the instances in the request can be fulfilled, specify
a launch group in your Spot Instance request.

To specify a launch group using the Amazon EC2 console, you select Launch Group in the Request
Instances Wizard. If you use the CLI or API tools, you specify the | aunch gr oup option when you use
the ec2- r equest - spot - i nst ances command or call the Request Spot | nst ances action.

If you want all your instances to be launched together in a single Availability Zone, specify an Availability
Zone group. Do this by selecting Availability Zone Group when using the Request Instances Wizard in
the Amazon EC2 console, or by specifying the avai | abi | i t y- zone- gr oup option when you use the

ec2-request - spot - i nst ances CLI command or call the Request Spot | nst ances API action.

Although the launch group and Availability Zone group specifications can be advantageous, use them
only when needed. Avoiding these requirements increases the chances that your Spot Instance request
can be fulfilled. Also, specifying a launch group increases the chance that your Spot Instances will be
terminated: When one instance in the launch group is terminated, all of the instances in the group are
terminated.

To identify a bid price for a Spot Instance in a specific Availability Zone, see Viewing Spot Instance Pricing
History (p. 118) for the price over time in the Availability Zone where you want to make your bid. If you use
the Amazon EC2 console, go to the Spot Instance Pricing History page and select the Availability Zone
from the Zone drop-down menu. You can also call Descri beSpot Pri ceHi st ory API action or use the
ec2-descri be-spot - pri ce- hi st ory CLI command. You will see the price history for the specified
Availability Zone with the most recent set of prices listed first. If you don't specify an Availability Zone,
you will get the lowest prices across all Availability Zones for the time period, starting with the most recent
set of prices.

Note

When you use the Descri beSpot Pri ceHi st ory action or the

ec2-descri be-spot - pri ce- hi st ory command before the 2011-05-15 API version, you will
get the lowest price across the region for the given time period and the prices will be returned
in chronological order—that is, from the oldest to the most recent.

In addition, keep in mind when reviewing Spot prices that past performance is not a guarantee
of future results. Spot prices vary based on real-time supply and demand conditions, and the
conditions that generated certain Spot prices or pricing patterns in the past may not repeat
themselves in the future.

For more information about Availability Zones, see Region and Availability Zone Concepts (p. 7).

Tracking Spot Requests with Bid Status Codes

Topics
» The Life Cycle of a Spot Request (p. 136)
¢ Spot Bid Status Code Reference (p. 139)

Bid statuses can help you track your Amazon Elastic Compute Cloud (EC2) Spot Instance requests, plan
your use of Spot Instances, and bid strategically. Spot bid status information is composed of a status
code, the update time, and a status message. Together, they help you determine the disposition of your
Spot request. For example, a bid status can tell you the reason why your Spot request isn't fulfilled yet
or list the constraints that are impeding the fulfillment of your Spot request.

Note
A bid is a request that is conditionally tied to a price. The terms are used interchangeably in this
documentation.
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You can use any of the Amazon EC2 Spot Instance tools to obtain status information about your Spot
requests. Spot bid status information will be available for new Spot requests as well as bid requests that
you already have open. However, if you're using either the Amazon EC2 CLI or API tools to obtain bid
status information, you need to use version 2012-10-01 or later of the API tools. The following table
summarizes how you can get bid status information using the Amazon EC2 tools.

Tool Use To get

Spot Requests page in the Status column Status code

Amazon EC2 console
Bottom pane, tooltip Status message

Amazon EC2 CLI ec2-r equest - spot - i nst ances | Status code, status message,
or

and update time
€c2- descri be-spat -i nst ance-request s

Amazon EC2 API Request Spot | nst ances or Status code, status message,

Descri beSpot | nst anceRequest s | and update time

The Life Cycle of a Spot Request

This diagram shows you the paths your Spot request can follow throughout its life cycle. Following the
diagram, we explain each step of the life cycle—from making a request to the terminal state.

The Life Cycle of a Spot Request
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When you request a Spot Instance, your request goes through an evaluation process. At each step of
the process—also called the Spot request life cycle—specific events dictate successive request states.
In the life cycle diagram, each step is depicted as a node, and each node's status code describes the
status of your Spot request and Spot Instance.
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1. Pending evaluation — As soon as you make your Spot Instance request, it goes into the
pendi ng- eval uat i on state.

Status Code Request State Instance State

pendi ng- eval uati on open (none)

The only reason your Spot bid request does not proceed to this pendi ng- eval uat i on state is that
at least one of the parameters is invalid (bad- par armet er s).

Status Code Request State Instance State

bad- paraneters closed (none)

2. Pending evaluation holding state — Your Spot Instance request will report a status code in the holding
state if one or more options you specified are valid but not met, or if we encounter a Spot capacity
constraint. The options defined by your request affect the likelihood of it being fulfilled. For example,
if you specified a max bid price below the current Spot price, or requested that your Spot Instances
be launched together in one Availability Zone (AZ), your Spot request will stay in a holding state until
the Spot price goes below your bid or the Availability Zone constraint is met.

The following table lists the status codes reported when your bid is in a holding state waiting for a
constraint to be met.

Status Code Request State Instance State
capacity-not-avail abl e open (none)
capaci ty-oversubscri bed | open (none)
price-too-Iow open (none)
not - schedul ed- yet open (none)
| aunch- group- constrai nt | open (none)
az- group-constrai nt open (none)
pl acenent - gr oup- constrai nt | open (none)
constraint-not-ful fillable | open (none)

3. Pending evaluation/fulfillment terminal state — Before your request reaches the pending fulfillment
phase, your Spot Instance request may end up in a terminal state if the valid dates you specified for
the bid expired, you canceled the bid yourself, or a system error occurred.

Note

A canceled Spot request does not necessarily mean that the Spot Instance is terminated. In
contrast, a closed Spot request means the request will no longer be considered and the Spot
Instance is terminated.
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The following table lists the status codes reported when your bid ends up in the terminal state after
pending evaluation or pending fulfillment.

Status Code Request State Instance State
schedul e- expi red closed (none)
cancel ed-before-ful fill ment* | canceled (none)
bad- paraneters failed (none)
systemerror closed (none)

* This status results from a cancellation initiated by a user.

. Pending fulfillment — When the constraints you specified (if any) are met, and your bid price is equal
to or higher than the current Spot market price, your Spot request goes into the pendi ng-f ul fi | | ment
state.

Status Code Request State Instance State

pendi ng-ful fill ment open (none)

At this point, the Amazon EC2 Spot service is getting ready to provision the instances that you requested.
If the process stops at this point, it would likely be due to cancellation by the user before a Spot Instance
was launched, or an unexpected system error (see Pending evaluation/fulfilment terminal state).

. Fulfilled — When all the specifications for your Spot Instance are met, your Spot request is fulfilled.
The Amazon EC2 Spot service launches the Spot Instance, which may take a few minutes.

Status Code Request State Instance State

fulfilled active starting up — running

At this point, your instance launches, and your bid request is act i ve. Your instance will continue to
run as long as your bid price is at or above the Spot market price, EC2 has spare Spot capacity for
your instance type, and you don't terminate the instance.

Note

If your bid price is equal to the market price, your request can stay f ul fi | | ed, but you run
the risk of your Spot Instance getting terminated at any time that the market price goes up.
In some cases, your Spot Instance could be evicted even if your bid equaled the Spot price
because Spot Instances were oversubscribed at that price. In such cases, you will get the

i nstance-term nat ed- capaci ty-over subscri bed status code. See Fulfilled terminal
state.

. Fulfilled terminal state — Your Spot request will report a status code in the terminal state if a change
in Spot price or capacity requires the Spot service to terminate your Spot Instance. You will also get
a terminal state status code if you cancel the Spot request or terminate the Spot Instance.

The following table lists the status codes reported when your instance is in the terminal state after the
bid was fulfilled.

Status Code Request State Instance State

request - cacd ed-ad-i rstace-rumi g | canceled|c] running
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Status Code Request State Instance State
mar ked-for-term nation closed running

i nst ance-t er mi nat ed- by- pri ce | closed[a] (Spot) terminated
i nst ance-t er m nat ed- by- user | closed[b] terminatedic]

(or

Spot - i nst ance-t er ninat ed- by- user,
which will be deprecated)

i nst ance-t er mnat ed- no- capaci ty | closed[a] (Spot) terminated
irdaetanra el cgraty-oasbsribed | closed[a] (Spot) terminated
irdaetanraded|lardhgapadran | closed[a] (Spot) terminated

[a] If the Spot bid request is persistent, the state of the request becomes open. See the next item,
Persistent requests.

[b] If you terminate your instance first, there may be a delay before the Spot service realizes that your
Spot Instance was terminated. For persistent requests, this means that for user-terminated instances
it could take some time before your Spot request re-enters the pendi ng- eval uat i on state.

[c] Actions are initiated by the user.

. Persistent requests — When your Spot Instances are terminated (either by you or the Amazon EC2

Spot service), if you specified a persistent Spot request, then the request will be considered again.
This request returns to the pendi ng- eval uat i on state. Your Spot bid request will undergo the same
evaluation process that it originally went through, and an entirely new Spot Instance will be launched
for the persistent Spot request.

Spot Bid Status Code Reference

The following list contains Spot bid status codes and explanations about what the code means for your
Spot request:

az- group-constraint

The Spot service cannot launch all the instances you requested in the same Availability Zone.
bad- par aneters

One or more of the parameters of your Spot request was invalid or malformed (for example, the AMI
you specified may not exist). The bid status message will tell you which parameter is invalid.

cancel ed-before-ful fill nent

The user canceled the Spot request before it was fulfilled.
capacity-not-avail abl e

There is no capacity available for the instances you requested.
capaci ty-oversubscri bed

The number of Spot requests with bid prices equal to or higher than your bid price exceeds the available
capacity in this pool.
constraint-not-fulfillable
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The Spot request cannot be fulfilled because one or more constraints are invalid. For example, you
provided an invalid from or to or an invalid Availability Zone. The bid status message will tell you which
constraint was invalid.

fulfilled

Your bid request was fulfilled, so your Spot request is active, and the Amazon EC2 Spot service is
launching (or has launched) your Spot Instance.

i nst ance-t erm nat ed- by-user (or spot-i nstance-t erm nat ed- by- user)

You terminated a Spot instance that had been fulfilled, so the bid state becomes closed (unless it's a
persistent bid), and the instance state is terminated.

Note

The status codes i nst ance-t er m nat ed- by- user and

spot -i nst ance-t er m nat ed- by- user represent the same status. The code
spot -i nst ance-t er m nat ed- by- user will be deprecated.

i nst ance-termn nat ed- by-price

The Spot price rose above your bid price. If your request is a persistent bid, the process—or life
cycle—restarts and your bid will again be pending evaluation.

i nst ance-terni nat ed- capaci ty-oversubscri bed

Your instance was terminated because the number of Spot requests with bid prices equal to or higher
than your bid price has exceeded the available capacity in this pool. This means that your instance
was interrupted even though the Spot price may not have changed because your bid was at the Spot
price.

Note
When there are several requests at a certain bid price and only some of them need to be
terminated, the Spot service randomly selects the requests to be terminated.

i nst ance-term nat ed-| aunch- gr oup- constrai nt
One of the instances in your launch group was terminated, so the launch group constraint is no longer

fulfilled.
i nst ance-tern nat ed- no-capacity

There is no longer any Spot capacity available for the instance.
| aunch- gr oup- constr ai nt

The Spot service cannot launch all the instances you requested at the same time.

Note

All requests in a launch group have their instances started and terminated together. For more
information about using Launch Group in your Spot request, see Launching Spot Instances
in Launch Groups and Availability Zones (p. 135).

mar ked-for-term nation

Your Spot Instance is marked for termination.
not - schedul ed- yet

Your Spot request will not be evaluated until the scheduled date.
pendi ng- eval uati on

As soon as you make your Spot Instance request, it goes into the pending-evaluation state while the
system evaluates the parameters of your request.

pendi ng-ful fill ment
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Your Spot request is pending fulfillment while the system tries to provision your Spot Instance.
e pl acenent - gr oup- constrai nt

Your Spot request cannot be fulfilled yet because a new Spot Instance cannot currently be added to
the placement group you specified.

e price-too-low

You have a bid request that cannot be fulfilled because the bid price is below the Spot price. In this
case, no instance is launched, and your bid remains open.

e request-cancel ed-i nstance-runni ng

You canceled your Spot request while the Spot instance was still running, so the request is canceled,
but the instance remains running.

e schedul e- expired

Your Spot request has expired because it was not fulfilled before the valid to date.
e systemerror

There was an unexpected system error. If this is a recurring issue, please contact customer support
for assistance.

Tagging Spot Instance Requests

To help categorize and manage your Spot Instance requests, you can tag them with metadata of your
choice. You tag your Spot Instance requests in the same way that you tag other Amazon EC2 resources.
Create a tag by specifying a key and value, and assigning the pair to the Spot Instance request. You use
the CreateTags action or the ec2-create-tags command. For information about how to use tags, see
Tagging Your Amazon EC2 Resources (p. 532).

The tags you create for your Spot Instance requests only apply to the requests. These tags don't propagate
to the instances that the requests launch. To categorize the Spot Instances that are launched from your
tagged request, you must create a separate set of tags for the instances using the same commands.

For example, you have Spot Instance request sir-69047e11 and you want to label it with the tag
Spot =Test . To do this, use the following command:

PROWPT> ec2-create-tags sir-69047ell --tag " Spot=Test"

Amazon EC2 returns this information:

TAG spot - i nst ance-request sir-69047el1 Spot Test

You can also confirm the tag information by using the ec2- descri be-t ags command.

When your request is fulfilled and a Spot Instance launches, you will see that the tag you used for your
Spot Instance request is not applied to the Spot Instance. In the following example command, we are
obtaining information about the Spot Instance i-b8ca48d8 that was launched as a result of your Spot
Instance request sir-69047e11, tagged Spot=Test.

PROVPT> ec2-descri be-instances i-b8ca48d8

The call returns details about the instance with no tag information, showing that the tag for your Spot
Instance request does not apply to the Spot Instance that the request launched. To tag your Spot Instance,
use the following command:
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PROVPT> ec2-create-tags i-b8ca48d8 --tag "Spotl=Test 1"

Amazon EC2 returns this information:

TAG i nstance i -b8ca48d8 Spot | Test 1

You can create similar tags using the API. For more information, see the API section of Tagging Your
Amazon EC2 Resources (p. 532).

Protecting Your Spot Instance Data Against Interruptions

Customer demand for Amazon EC2 Spot Instances can vary significantly from moment to moment, and
the availability of Spot Instances can also vary significantly depending on how much Amazon EC2 capacity
is available. Therefore, it is always possible that your Spot instance will be interrupted if another user
bids higher than you or if we have to reclaim spare capacity.

Note

No matter how high you bid, there is always a risk that your Spot Instance will be interrupted.
We strongly recommend against bidding above the On-Demand price or using Spot for
applications that cannot tolerate interruptions.

The following sections discuss how to plan for and mitigate the impact of interruptions.

¢ Planning for Interruptions (p. 142)
¢ Persisting Your Root EBS Partition (p. 142)

Planning for Interruptions
Topics

¢ Quick Look: Managing Interruptions Video (p. 142)

Because Spot Instances can terminate at any time, applications that run on Spot Instances must terminate
cleanly. Although we attempt to cleanly terminate your instances, your application should be prepared to
deal with an immediate shutdown.

To test your application, launch and terminate it as an On-Demand instance.
Quick Look: Managing Interruptions Video

The following video shows how some customers manage the interruption of their Spot instances. How
to Manage Spot Instance Interruptions

For more information about strategies to manage interruptions, go to the following sections:

¢ Launching Amazon Elastic MapReduce Job Flows with Spot Instances (p. 159)
¢ Using Auto Scaling to Get Notifications for Spot Instances (p. 156)
e Starting Clusters on Spot Instances (p. 191)

Persisting Your Root EBS Partition

Amazon Elastic Block Store (Amazon EBS) can be an effective way to store data that you otherwise might
lose when your Spot Instance terminates.
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Important

Although Spot Instances can use Amazon EBS-backed AMIs, be aware that Spot Instances do
not support the Stop/Start feature. In other words, you can't stop and start Spot Instances
launched from an AMI that has an Amazon EBS root device. For information about Amazon
EBS, see Amazon Elastic Block Store (Amazon EBS).

To set up the persistence of Spot Instance data, you map the Spot Instances that will be launched to an
existing Amazon Elastic Block Store (Amazon EBS) snapshot. Set the del et e- on-t er mi nati on flag
to f al se; this indicates that Amazon EC2 shouldn't delete the Amazon EBS volume when the spot
instance terminates.

Let's walk through making an example Spot request with the following specifications:

 Bid price of $0.500
¢ One instance of the ml.xlarge instance type
¢ Block device mapping to a snapshot that shouldn't be deleted when the Spot Instance is terminated

You can do this example using either the CLI or API tools. Using the CLI, your example request should
look like this:

PROVPT> ec2-request-spot-instances -p 0.5 -t nil.xlarge -n 1 -b '/dev/sdb=snap-
al23bcde: 20: fal se' am - 8elfece?

For more information, see:

¢ Block Device Mapping (p. 517)
¢ ec2-request-spot-instances
* RequestSpotinstances

Walkthroughs: Using Spot Instances with AWS
Services

Topics
¢ Managing Spot Instances with Auto Scaling (p. 143)
¢ Using CloudFormation Templates to Launch Spot Instances (p. 158)
¢ Launching Amazon Elastic MapReduce Job Flows with Spot Instances (p. 159)
¢ Launching Spot Instances in Amazon Virtual Private Cloud (p. 160)

You can use AWS services with Spot Instances. In this section, we will show you how Amazon EC2 Spot
Instances works with services, such as Auto Scaling, Elastic MapReduce, and Amazon Virtual Private
Cloud (Amazon VPC).

Managing Spot Instances with Auto Scaling

Topics
¢ Tools for Managing Auto Scaling with Spot Instances (p. 144)
¢ Launching Spot Instances with Auto Scaling (p. 146)
¢ Obtaining Information About the Instances Launched by Auto Scaling (p. 149)
¢ Updating the Bid Price for the Spot Instances (p. 153)
¢ Scheduling Spot Bid Requests (p. 155)
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» Using Auto Scaling to Get Notifications for Spot Instances (p. 156)

You can take advantage of Auto Scaling features to manage your Amazon EC2 Spot Instances. With
Auto Scaling, you can scale up or down your capacity based on demand by setting up Auto Scaling to
make Spot bids on your behalf.

In addition, you can use Auto Scaling's scheduling functionality for more granular control over when to
bid and launch your Spot Instances. You also can use an Amazon Simple Notification Service (Amazon
SNS)-backed Auto Scaling feature that sends notifications each time specified events—such as the launch
or termination of instances—take place. Using Auto Scaling's scheduled actions, you can set up bids to
expire at a set time.

When you use Auto Scaling with Spot Instances, there are some Auto Scaling tools that you have to use
instead of the Spot Instance tools that might be familiar. There are also a number of Spot Instance options
that you cannot use. Here's a summary of differences:

e Setting your bid price. When you use Auto Scaling to launch Spot Instances, you set your bid price
in an Auto Scaling launch configuration.

¢ Spot market price and your bid price. This is the same as current behavior. If the market price for
Spot Instances rises above your bid price for a running instance, Amazon EC2 will terminate your
instance.

¢ Changing your bid price. If you want to change your bid price, you have to create a hew launch
configuration and associate it with your Auto Scaling group. You cannot update the existing launch
configuration.

« New bid price and running instances. When you change your bid price by creating a new launch
configuration, instances already launched will continue to run as long as the bid price for those running
instances is higher than the current market price for Spot Instances.

¢ Spot and Auto Scaling instance termination. Amazon EC2 terminates a Spot Instance when the bid
price for that instance falls below the Spot market price. Auto Scaling terminates instances based on
a combination of criteria, including the launch configuration it is associated with, length of time in a
billing hour the instance has been running, and the Availability Zone in which it is launched. For more
information about instance termination in Auto Scaling, see Auto Scaling Instance Termination.

¢ Maintaining your Spot Instances. When your instance is terminated, Auto Scaling will try to launch
another instance to replace it in order to maintain your specified desired capacity. However, whether
or not Auto Scaling successfully launches an instance depends on the bid price as compared to the
Spot market price: If the bid price is higher than the Spot market price, then an instance will be launched;
if the Spot market price is higher than the bid price, then no instance will be launched at that point.

¢ Persistent bids. Auto Scaling will continue submitting bids for you as long as you keep your Auto
Scaling group and launch configuration. The Auto Scaling group specifies the desired number of
instances you want maintained and the launch configuration specifies the bid price for your Spot
Instances.

For more information about Auto Scaling, see Auto Scaling Developer Guide. To get started quickly with
Auto Scaling, see Auto Scaling Getting Started Guide.

Tools for Managing Auto Scaling with Spot Instances

You will use the Auto Scaling command line interface (CLI) tools to use the Auto Scaling features with
Spot Instances. Currently, the AWS Management Console does not have support to create and manage
Auto Scaling objects. However, you can view most details about bids and Amazon EC2 instances launched
by Auto Scaling on the AWS Management Console.

To use the Auto Scaling CLI tools, download and unzip the package, and set up the tools on your computer
just as you set up your Amazon EC2 CLI tools. The Auto Scaling CLI tools and the Amazon EC2 CLI
tools are shipped as different tools packages.
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The following table lists resources that can help you get started with the Auto Scaling CLI tools. For more
information, go to Auto Scaling Tools in the Auto Scaling Developer Guide.

Resources for Using Auto Scaling CLI Tools

Task Resource

Download the Auto Scaling command line interface | Auto Scaling Command Line Tool on the Amazon

tools Web Services site.

Setup and Install Auto Scaling command line Install the Command Line Interface in the Auto
interface tools Scaling Developer Guide.

Read the readme installation instructions Install Drive\AutoScaling-n.n.nn.N\README

To get help about Auto Scaling CLI commands

After you have installed the Auto Scaling CLI tools, you can get more information about the commands
by querying the command line.

1. Open the Command Line.
2. Navigate to Install Drive\AutoScaling-n.n.nn.n\bin.
3. Type as- cnd and press Enter.

The command line returns a list of Auto Scaling CLI commands and a short description of what each
command does.

For example, here are some of the Auto Scaling CLI commands we will use in this section.

Command Description

as-create-launch-config Creates a new launch configuration with specified
attributes.

as- creat e- aut o- scal i ng- gr oup Creates a new Auto Scaling group with specified

name and other attributes.

as- descri be-aut o-scal i ng- groups Describes the Auto Scaling groups, if the groups
exist.

as- descri be-aut o-scal i ng-i nstances Describes the Auto Scaling instances, if the
instances exist.

as-descri be-scaling-activities Describes a set of activities or all activities
belonging to a group.

as- del et e- aut o- scal i ng- gr oup Deletes the specified auto scaling group, if the
group has no instances and no scaling activities
are in progress.

For common conventions the documentation uses to represent command symbols, see Document
Conventions.

4. Type as- conmand- nane - - hel p.

The command line returns a description, syntax information, and examples of how to use the specified
Auto Scaling CLI command.
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For Amazon EC2 CLI tools, see the following:

¢ Amazon EC2 CLI tools. Amazon Elastic Compute Cloud CLI Reference in the Amazon Elastic Compute
Cloud Command Line Reference.

¢« Amazon EC2 CLI tools specific to Spot Instances. Amazon EC2 Command Line Interface (CLI)
Tools (p. 117) in the Amazon Elastic Compute Cloud User Guide.

* Other Amazon EC2 tools you can use with Spot instances. Getting Started with Spot
Instances (p. 116) in the Amazon Elastic Compute Cloud User Guide.

Launching Spot Instances with Auto Scaling

In this section, we will create an Auto Scaling launch configuration and an Auto Scaling group that launch
Spot Instances. We will use the Auto Scaling command line interface (CLI) commands to create the
launch configuration and the Auto Scaling group, and to verify and obtain information about them and
the Amazon EC2 instances that they launch.

Prerequisites

If you're not familiar with how to create a launch configuration or an Auto Scaling group, we recommend
that you go through the steps in the Basic Auto Scaling Configuration in the Auto Scaling Developer
Guide. Use the basic scenario to get started with the infrastructure that you need in most Auto Scaling
scenarios.

If you don't have the Auto Scaling CLI tools installed on your computer, you must install them to do this
walkthrough. For information, see Tools for Managing Auto Scaling with Spot Instances in the Amazon
Elastic Compute Cloud User Guide. You can also use the information in Install the Command Line Interface
in the Auto Scaling Developer Guide.

In this scenario, we will perform the following tasks:

¢ Step 1: Create a Launch Configuration (p. 146)
e Step 2: Create an Auto Scaling Group (p. 147)

If you already have a launch configuration and Auto Scaling group, here are other related Spot Instance
tasks that you can do using Auto Scaling:

¢ Updating the Bid Price for the Spot Instances (p. 153)

¢ Scheduling Spot Bid Requests (p. 155)

¢ Using Auto Scaling to Get Notifications for Spot Instances (p. 156)
¢ Advanced Tasks (p. 161)

For more information about Auto Scaling, see What is Auto Scaling? in the Auto Scaling Developer Guide.
For information about scenarios using Auto Scaling, see Using Auto Scaling also in the Auto Scaling
Developer Guide.

Step 1: Create a Launch Configuration

An Auto Scaling launch configuration is a template that contains the parameters necessary to launch new
Amazon EC2 instances. You can attach only one launch configuration to an Auto Scaling group at a time.
You have to create a launch configuration and then an Auto Scaling group in order to launch instances
with Auto Scaling.

To place bids for Spot Instances, use the as- cr eat e- | aunch- conf i g Auto Scaling CLI command with
the - - spot - pri ce option. Specify the maximum price you want to pay for an instance. This price will
be used by Auto Scaling to bid for your instances, but this price is not necessarily what you pay for the
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instances when they are launched. You will pay the Spot price. For example, you bid $0.05 for m1.small
instances. Your bid gets fulfilled if the current market price for m1.small Spot Instance is $0.03, or any
other price below $0.05, and you will be charged the current price of $0.03 per hour. In fact, as long as
your current bid is higher than the market price, your bid will be fulfilled and a Spot Instance will be
launched for you.

You can get guidance on the price to bid by checking Spot price history. You can do this by using the
AWS Management Console, CLI, or API. For more information, go to Viewing Spot Instance Pricing
History (p. 118).

The as- cr eat e- | aunch- conf i g command takes the following arguments:

as-create-|aunch-config LaunchConfigurati onNanme --inage-id val ue --instance-type
val ue [--spot-price value] [--iaminstance-profile value] [--block-device-mapping
"keyl=val uel, key2=value2..." ] [--nonitoring-enabled|--nonitoring-di sabl ed]
[--kernel value ] [--key value ] [--randisk value] [--group val ue[,value...]
] [--user-data value] [--user-data-file value] [General Options]

The only required options are the launch configuration name, image ID, and instance type. For this
walkthrough, specify:

« Launch configuration name = spot | c- 5cent s

Note

When Auto Scaling launches instances, it does not distinguish the Spot Instances from the
On-Demand instances. To help you identify which of your instances are Spot Instances,
consider assigning a launch configuration name that includes spot and the bid price.

e Image ID = ami - e565ba8c

The Image ID identifies the Amazon Machine Image (AMI) that will be used to launch the instances. If
you don't have an AMI, and you want to find a suitable one, see Amazon Machine Images (AMIs).

* Instance type = ni. smal |
» Spot price = $0. 05

This parameter is optional. If you want to launch Spot Instances, you must specify the Spot bid price
that will be used to bid for Spot Instances. Spot Instance bid prices must be specified in US dollars.

Your command should look similar to the following example:

as-create-launch-config spotlc-5cents --inmage-id am -e565ba8c --instance-type
ml. smal | --spot-price "0.05"

You should get a confirmation like the following example:

OK-Created launch config

Step 2: Create an Auto Scaling Group

An Auto Scaling group is a collection of Amazon EC2 instances that shares similar characteristics and
to which you want to apply certain scaling actions. You can use the Auto Scaling group to automatically
scale the number of instances or maintain a fixed number of instances. You can attach only one launch
configuration to an Auto Scaling group at a time. You have to create a launch configuration and then an
Auto Scaling group in order to launch Amazon EC2 instances with Auto Scaling.

The as- cr eat e- aut o- scal i ng- gr oup command takes the following arguments:
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as-create-auto-scal i ng-group AutoScal i ngG oupNane --avail ability-zones

val ue[,value...] --launch-configuration val ue --nmax-size val ue --mn-size val ue
[--defaul t-cool down value] [--desired-capacity value] [--grace-period val ue]
[--heal t h-check-type val ue] [--Ioad-bal ancers val ue[, value]] [--placenent-group
val ue] [--vpc-zone-identifier value] [General Options]

This command requires that you specify a name for your Auto Scaling group, a launch configuration, one
or more Availability Zones, a minimum group size, and a maximum group size. The Availability Zones
you choose determine the physical location of your Auto Scaling instances. The minimum and maximum
group size tells Auto Scaling the minimum and maximum number of instances the Auto Scaling group
should have.

Desired capacity is an important component of the as- cr eat e- aut o- scal i ng- gr oup command.
Although it is an optional parameter, desired capacity tells Auto Scaling the number of instances you want
to run initially. To adjust the number of instances you want running in your Auto Scaling group, you change
the value of - - desi r ed- capaci t y. If you don't specify - - desi r ed- capaci ty, its value is the same
as minimum group size.

For more detailed information on the syntax of the as- cr eat e- aut o- scal i ng- gr oup command, see
Basic Auto Scaling Configuration in the Auto Scaling Developer Guide. You can also get help information
from the command line: Run the as- cr eat e- aut o- scal i ng- gr oup - - hel p. For more information,
go to Resources for Using Auto Scaling CLI Tools (p. 145).

For this walkthrough, specify these values for the command:

¢ Auto Scaling Group name = spot asg

Note
When Auto Scaling launches instances, it does not distinguish the Spot Instances from the
On-Demand instances. To help you identify which of your instances are Spot Instances,
consider assigning spot-specific names to the Auto Scaling group that launches Spot Instances.
« Launch configuration name = spot | c- 5cent s
¢ Availability Zone = us- east - 1a, us- east - 1b
¢ Maxsize =5
¢ Minsize=1
¢ Desired capacity = 3

Your command should look like the following example:

as-create-auto-scal i ng-group spotasg --1aunch-configuration spotlc-5cents --
avail ability-zones "us-east-1a, us-east-1b" --max-size 5 --mn-size 1 --desired-
capacity 3

You should get confirmation like the following example:

OK- Creat ed Aut oScal i ngG oup

What do you want to do next?

¢ Obtaining Information About the Instances Launched by Auto Scaling (p. 149)
¢ Updating the Bid Price for the Spot Instances (p. 153)

¢ Scheduling Spot Bid Requests (p. 155)

¢ Using Auto Scaling to Get Notifications for Spot Instances (p. 156)
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» Advanced Tasks (p. 161)

For more information about Auto Scaling, see What is Auto Scaling? in the Auto Scaling Developer Guide.
For information about scenarios using Auto Scaling, see Using Auto Scaling also in the Auto Scaling
Developer Guide.

Obtaining Information About the Instances Launched by Auto Scaling

You can use the Auto Scaling CLI tools to obtain information about your launch configuration, Auto Scaling
groups and Amazon EC2 instances launched by Auto Scaling.

In this section, we will use the following Auto Scaling CLI commands to get information about the Spot
price bids and Spot Instances that Auto scaling makes and launches for you.

» as-descri be-scal i ng-activiti es—You can use the information about Auto Scaling activities
that this command returns to check the status of the bids submitted for you by Auto Scaling.

» as-descri be-aut o-scal i ng- gr oups—You can use the information about Auto Scaling groups
that this command returns to confirm that Auto Scaling is launching your Spot Instances according to
your specifications.

To check the status of the bids that Auto Scaling is making for you

The as- descri be-scal i ng-acti vi ti es command lists the activities that Auto Scaling performed for
a specified Auto Scaling group.

This is the basic syntax:

as-describe-scaling-activities [Activitylds [Activitylds ...]]
[--auto-scaling-group value] [--max-records value] [Ceneral Options]

Specifying the Auto Scaling group and the Activity ID are optional. If you don't specify the Auto Scaling
group, the command will return all activities for all Auto Scaling groups associated with your account. If
you specify the Auto Scaling group, only the activities for that Auto Scaling group will be listed.

In this scenario, we are using the as- descri be- scal i ng-acti vi ti es command to see state of your
bid. Assume that there is only one Auto Scaling group (spotasg) and you want to list all activities.

1. Open acommand line and navigate to the bin folder of your Auto Scaling CLI tools directory.

2. Type the command: as- descri be-scal i ng-activities --auto-scaling-group spotasg
- -headers

The information you get should be similar to the following example.

ACTIVITY ACTIVITY-I1D END- TI ME CGROUP-
NAME CODE MESSACE
ACTIVITY 31bcbb67-7f50-4b88- ae7e-e564a8c80a90 spot asg

Wai ti ngFor Spot I nstanceld Placed Spot instance request: sir-fc8a3014.
Waiting for instance(s)
ACTIVITY 770bbeb5-407c-404c- a826- 856f 65db1c57 spot asg
Wai ti ngFor Spot I nstanceld Placed Spot instance request: sir-69101014.
Waiting for instance(s)
ACTIVI TY 597edehd- 220e- 42bc- 8ac9- 2bae4d20b8d7 2012-05-23T17: 40: 22Z spot asg
Successf ul
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In this response, you know that your bids were placed, one of the bids is successful, and Auto Scaling
is waiting for the other two bids.

Note
If the as- descri be-scal i ng-acti viti es command returns a list that includes Failed
activities, check the data you specified in the launch configuration. For example:

¢ The Amazon Machine Image (AMI) might not be valid anymore.
¢ The bid price specified in the launch configuration is lower than the Spot market price.

If you run the as- descri be-scal i ng-acti vi ti es command again later, you can be getting
information that is similar to the following example:

ACTIVITY ACTIVITY-ID END- TI ME GROUP-

NANVE CODE

ACTIVITY 90630906-b40f - 41a6- 967a- cd6534b2df ca 2012- 06- 01T02: 32: 15Z spot asg
Successf ul

ACTIVITY all39948-adOc-4600-9ef e-9dab8ce23615 2012-06-01T00: 48: 02Z spot asg
Successf ul

ACTIVITY 33001e70-6659-4494-a817-674d1b7a2f 58 2012-06-01T02: 31: 11Z spot asg
Successf ul

The output shows that the listed activities were successful. Because we know that spotasg is an
Auto Scaling group that uses a launch configuration with a spot bid price, you can assume that the
activities represent the bids placed by Auto Scaling.

If you want to get more details about the activities and instances, use the - - show xm option of
as-describe-scal i ng-activiti es. Enter the following command
as-describe-scaling-activities --auto-scaling-group spotasg --show xm .

The information you get should be similar to the following example.

<Descri beScal i ngActi viti esResponse xm ns="http://autoscaling. &pi - do
mai n; / doc/ 2011- 01-01/" >
<Descri beScal i ngActivitiesResult>
<Next Token>b5a3b43e- 10c6- 4b61- 8e41- 2756db1f b8f 5</ Next Token>
<Activities>
<menber >
<St at usCode>Successf ul </ St at usCode>
<Pr ogr ess>0</ Pr ogr ess>
<Activi tyl d>90630906- b40f - 41a6- 967a- cd6534b2df ca</ Acti vityl d>
<StartTi ne>2012-06- 01T00: 48: 21. 942Z</ St art Ti ne>
<Aut oScal i ngG oupNane>spot asg</ Aut oScal i ngG oupNane>
<Cause>At 2012-06-01TO00: 48: 21Z a difference between desired and ac
tual capacity changing the desired capacity, increasing the capacity from
2 to 3.</Cause>
<Detail s>{}</Detail s>
<Descri pti on>Launching a new EC2 instance: i-fe30d187</Description>

<EndTi me>2012- 06- 01T02: 32: 15Z</ EndTi me>
</ menber >
<menber >
<St at usCode>Successf ul </ St at usCode>
<Pr ogr ess>0</ Pr ogr ess>
<Activityl d>al139948- adOc- 4600- 9ef e- 9dab8ce23615</ Acti vi tyl d>
<Start Ti ne>2012- 06- 01T00: 47: 51. 293Z</ St art Ti ne>
<Aut oScal i ngG oupNane>spot asg</ Aut oScal i ngG oupName>
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<Cause>At 2012-06-01T00: 47:51Z an instance was taken out of service
in response to a system heal t h-check. </ Cause>
<Detail s>{}</Detail s>

<Descri ption>Term nating EC2 i nstance: i-88ce28f 1</ Description>
<EndTi me>2012- 06- 01T0O0: 48: 02Z</ EndTi nme>

</ menber >

<menber >

<St at usCode>Successf ul </ St at usCode>

<Pr ogr ess>0</ Pr ogr ess>

<Activityl d>33001e70- 6659- 4494- a817- 674d1b7a2f 58</ Acti vi tyl d>

<StartTi ne>2012- 06- 01T00: 46: 19. 723Z</ Start Ti ne>

<Aut oScal i ngG oupNane>spot asg</ Aut oScal i ngG oupNanme>

<Cause>At 2012-06-01TO00: 46: 19Z a difference between desired and ac
tual capacity changing the desired capacity, increasing the capacity from
2 to 3.</Cause>

<Detail s>{}</Detail s>

<Descri pti on>Launching a new EC2 i nstance: i-2c30d155</Description>

<EndTi ne>2012- 06- 01T02: 31: 11Z</ EndTi me>
</ menber >

</Activities>
</ DescribeScal i ngActivitiesResult>
<ResponseMet adat a>
<Request | d>d02af 4bc- ad8f - 11el- 85db- 83e1968c7d8d</ Request | d>
</ ResponseMet adat a>
</ DescribeScal i ngActiviti esResponse>

The XML output shows more detail about the Spot and Auto Scaling activity.

e Cause: At 2012-06-01T00: 48:21Z a difference between desired and actual
capacity changing the desired capacity, increasing the capacity from2 to
3. Description: Launching a new EC2 instance: i-fe30d187

If an instance is terminated and the number of instances falls below the desired capacity, Auto
Scaling will launch a new instance so that the total number of your running instances rises back
to the level specified for desired capacity.

e Cause: At 2012-06-01T00:47:51Z an instance was taken out of service in
response to a system health-check. Description: Term nating EC2 instance:
i-88ce28f 1

Auto Scaling maintains the desired number of instances by monitoring the health status of the
instances in the Auto Scaling group. When Auto Scaling receives notification that an instance is
unhealthy or terminated, Auto Scaling launches another instance to take the place of the unhealthy
instance. For information, see Configure Health Checks for Your Auto Scaling group in the Auto
Scaling Developer Guide.

Note

Auto Scaling provides the cause of instance termination that is not the result of a scaling
activity. This includes instances that have been terminated because the Spot market price
exceeded their bid price.

When Auto Scaling attempts to replace terminated instances resulting from the Spot market price
rising above the instances' bid price, Auto Scaling will place the bid specified in the current launch
configuration and attempt to launch another instance to maintain the desired capacity.
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To confirm that Auto Scaling is launching your Spot Instances according to your
specifications

Use as- descri be- aut o- scal i ng- gr oups. The command will show details about the group and
instances launched. For information about the as- descri be- aut o- scal i ng- gr oups command, see
Verify Auto Scaling Group Creation in the Auto Scaling Developer Guide.

1.
2.

Open a command line and navigate to the bin folder of your Auto Scaling CLI tools directory.
Type the command:as- descri be- aut o- scal i ng- gr oups spot asg --headers

Note
The - - header s option supplies the column name so you know what data is being returned.

The information you get should be similar to the following example.

AUTO SCALI NG GROUP  GROUP- NAVE LAUNCH- CONFI G AVAI LABI LI TY- ZONES

M N-SI ZE MAX- SI ZE DESI RED- CAPACI TY

AUTO- SCALI NG- GROUP  spot asg spotl c-5cents us-east-1b, us-east-1la

1 5 3

| NSTANCE | NSTANCE-I D AVAI LABI LI TY-ZONE STATE STATUS LAUNCH- CONFI G
I NSTANCE i -2c30d155 us- east-1la InService Healthy spotlc-5cents
I NSTANCE i-fe30d187 us- east-1la InService Healthy spotlc-5cents
I NSTANCE i -c630d1bf us-east-1la InService Healthy spotlc-5cents

You can see that Auto Scaling launched 3 instances in us-east-1a, as you specified, and they are
all running.

Additionally, you can find out details about the Spot Instances launched for you by Auto Scaling, by
using the as- descri be- aut o- scal i ng-i nst ances command.

This is the basic syntax:

as-descri be-auto-scaling-instances [Instancelds [Instancelds ...]]
[--max-records val ue] [General Options]

Specifying | nst ancel ds is optional. If you specify it, the command will return information about the
instance, if it exists. If you don't specify | nst ancel ds, the command returns information about all
instances associated with your Auto Scaling account.

In this walkthrough, we are assuming that you created one launch configuration and Auto Scaling
group, and you want to find out details about all your Spot Instances.

Your command should look like the following example:

as-descri be-auto-scal i ng-i nstances --headers

The information you get should be similar to the following example:

I NSTANCE | NSTANCE-1 D GROUP- NAME AVAI LABI LI TY- ZONE STATE STATUS
LAUNCH- CONFI G
I NSTANCE i-2c30d155 spotasg us- east - la I nService HEALTHY
spot| c-5cents
I NSTANCE i - c630d1bf spot asg us- east - la I nService HEALTHY
spot| c-5cents
I NSTANCE i-fe30d187 spotasg us- east - la I nService HEALTHY

spot| c-5cents
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What do you want to do next?

e Updating the Bid Price for the Spot Instances (p. 153)

¢ Scheduling Spot Bid Requests (p. 155)

¢ Using Auto Scaling to Get Notifications for Spot Instances (p. 156)
¢ Advanced Tasks (p. 161)

Updating the Bid Price for the Spot Instances

Auto Scaling launch configurations cannot be changed. If you want to modify your bid price for Spot
Instances, you must create a new launch configuration.

If, for example, you want to launch a set of Spot Instances that have a higher likelihood of running
uninterrupted for a long time, you can use a higher bid price. To do this, you must create a new launch
configuration, using the same procedure that you followed earlier in this walkthrough. (For more information,
go to Step 1: Create a Launch Configuration (p. 146).)

Specify the following values:
¢ Launch configuration name = spotlc-7cents

* Image ID = ami-e565ba8c

Note
If you don't have an AMI, and you want to find a suitable one, see Amazon Machine Images
(AMIs).

¢ Instance type = ml.small
» Spot price = $0.07

Your command should look similar to the following example:

as-create-launch-config spotlc-7cents --image-id am -e565ba8c --instance-type
ml. snal |l --spot-price "0.07"

You should get a confirmation like the following example:

OK- Created | aunch config

After you have created the new launch configuration successfully, create a new Auto Scaling group
specifying the new launch configuration.

Your command should look similar to the following example:

as- creat e- aut o- scal i ng- group spotasg-7cents --launch-configuration spotlc-7cents
--avail ability-zones "us-east-1la, us-east-1b" --max-size 5 --nmin-size 10 --de
sired-capacity 3

You should get a confirmation like the following example:

OK- Creat ed Aut oScal i ngG oup

APl Version 2013-10-01
153


http://aws.amazon.com/amis
http://aws.amazon.com/amis

Amazon Elastic Compute Cloud User Guide
Walkthroughs: Using Spot Instances with AWS Services

You can view the status of your Spot bid and a list of the bids that Auto Scaling placed for you by running
as- describe-scal i ng-activi ti es soon after you create your Auto Scaling group.

Your command should look similar to the following example:

as-describe-scaling-activities --headers

If not all your bids are fulfilled, you will get information that looks like the following example:

ACTIVITY ACTIVITY-1D END- TI ME GROUP-
NAMVE CODE MESSAGE
ACTIVITY 5879cc50- 1e40-4539-a754- 1cb084f laecd spot asg-

7cents WaitingForSpotlnstanceld Placed Spot instance request: sir-93828812.

Waiting for instance(s)

ACTIMITY 777fbelb-7a24- 4aaf - b7a9- d368d0511878 spot asg-

7cents WaitingForSpotlnstanceld Placed Spot instance request: sir-016cf812.

Waiting for instance(s)

ACTIVITY f4b00f 81- eaea-4421-80b4-a2e3a35cc782 spot asg-

7cents WaitingForSpotlnstanceld Placed Spot instance request: sir-cf60eal2.

Waiting for instance(s)

ACTIMITY 31bcbb67-7f50-4b88- ae7e- e564a8c80a90 spot asg
Wi ti ngFor Spot | nstanceld Pl aced Spot instance request: sir-fc8a3014.

Waiting for instance(s)

ACTIVITY 770bbeb5-407c-404c-a826-856f 65db1c57 spot asg
Wi ti ngFor Spot | nstanceld Placed Spot instance request: sir-69101014.

Waiting for instance(s)

ACTIVITY b597e4debd-220e-42bc-8ac9-2bae4d20b8d7 2012-05-23T17:40:22Z spotasg
Successf ul

ACTIVITY ecal58b4-a6f9-4ec5-a813-78d42c1738e2 2012-05-23T17:40:22Z spotasg
Successf ul

ACTIVITY 1a5bd6c6-0b0a-4917-8cf0-eeel044al79f 2012-05-23T17:22:19Z spotasg
Successf ul

ACTIVITY c285bf 16-d2c4- 4ae8-acad- 7450655f acb5 2012-05-23T17:22:19Z spot asg
Successf ul

ACTIVITY 127e3608-5911-4111-906e-31fb16d43f2e 2012-05-23T15: 38:06Z spotasg
Successf ul

ACTIVITY bfb548ad-8bc7-4a78-a7db-3b41f 73501fc 2012-05-23T15: 38: 07Z spot asg
Successf ul

ACTIVITY 82d2b9bb-3d64-46d9- 99b6- 054a9ecf 5ac2 2012-05-23T15: 30: 28Z spot asg
Successf ul

ACTIVITY 95b7589b-f8ac-49bc-8c83-514bf 664b4dee 2012-05-23T15: 30: 28Z spot asg
Successf ul

ACTIVITY 57bbf77a-99d6- 4d94- a6db- 76b2307f b9de 2012-05-23T15: 16: 34Z spot asg
Successf ul

ACTIVITY cdef758e-0be2-416e-b402-0ef 521861039 2012-05-23T15:16:17Z spotasg
Successf ul

ACTIVITY d7e0a3ed-7067-4583-8a87-1561b3de2aed 2012-05-23T14:51:46Z spotasg
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Successf ul

ACTIVITY dab471ab-482c-4680-b430-99e4173d2bd7 2012-05-23T14:52:48Z spotasg
Successf ul

ACTIVITY 78701f 3d-a747-46el-8b0f - 8af f 22834f 46 2012-05-23T14:38:17Z spotasg
Successf ul

ACTIVITY 274d4772-3614- 4f 5¢c- 8858-026b33635be3 2012-05-23T14: 38:16Z spot asg
Successf ul

ACTIVITY 1024abb2- bf 84-4fae-b717-a398bac91lc4f 2012-05-23T14:22:39Z spotasg
Successf ul

Bids are represented by values such as si r- 93828812 and si r- 016cf 812.

When you create a new launch configuration that sets a new bid price for Spot Instances, and you have
Spot Instances already running based on a different price, these instances will continue running and will
only be terminated if the Spot market price goes above the bid price on which it was based.

What do you want to do next?

¢ Scheduling Spot Bid Requests (p. 155)
¢ Using Auto Scaling to Get Notifications for Spot Instances (p. 156)
¢ Advanced Tasks (p. 161)

Scheduling Spot Bid Requests

You can set up Auto Scaling to launch a certain number of instances at a specific time. This capability is
useful if, for example, you want to take advantage of a window of time when prices historically are lower,
or you want to terminate Spot Instances at a specific time.

We will use the Auto Scaling CLI command as- put - schedul ed- updat e- gr oup- acti on to setup a
schedule. This is the basic syntax:

as- put - schedul ed- updat e- gr oup- acti on Schedul edActi onNane --aut o-scal i ng- group
val ue [--desired-capacity value] [--end-tine val ue][--max-size value][--mn-size
value] [--recurrence value][--start-tine value][--time value][General Options]

In this scenario, use the following values:

¢ Scheduled action name: as- spot bi d- schedul e
¢ Auto Scaling group: spot asg

e Start time: 2012- 05- 15T19: 10: 00Z

¢ End time: 2012- 05- 15T19: 15: 00Z

¢ Desired capacity:20

Your command should look similar to the following example:

as- put - schedul ed- updat e- gr oup- acti on as- spot bi d-schedul e --aut o-scal i ng- group
spot asg --desired-capacity 20 --start-tine 2012-05-15T19: 10: 00Z --end-ti me 2012-
05-15T19: 15: 00Z

You should get a confirmation like the following example:
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OK- Put Schedul ed Update Group Action

To check your scheduled action, run as- descri be- schedul ed- acti ons.

You will get information similar to the following example:

UPDATE- GROUP- ACTI ON spot asg as- spot bi d- schedul e 2012- 05- 15T19: 10: 00Z 20

What do you want to do next?

¢ Obtaining Information About the Instances Launched by Auto Scaling (p. 149)
¢ Updating the Bid Price for the Spot Instances (p. 153)

¢ Using Auto Scaling to Get Notifications for Spot Instances (p. 156)

¢ Advanced Tasks (p. 161)

Using Auto Scaling to Get Notifications for Spot Instances

You can set up Auto Scaling to send notifications to you as instances are terminated and launched. When
the Spot market price goes up and your bid price falls below it, Amazon EC2 terminates the instances
that were launched based on that bid price. If your Spot Instances are terminated, Auto Scaling will try
to submit your bid and launch replacement instances and to ensure the capacity you specified for your
Auto Scaling group. You can set up Auto Scaling to notify you when instance launch or termination events
occur.

There are two ways to get notifications for Spot Instances:

¢ Auto Scaling
¢« AWS SDK Sample Code Tool

Spot Notifications Sample in AWS Java SDK

You can also use the AWS Java SDK to develop applications that monitor your Spot Instance usage in
ways that are customized to your use case. The Spot Notifications sample application is a Java application
that demonstrates techniques for monitoring Amazon EC2 instance status, Spot Instance requests, and
Spot price fluctuations. The application is documented and freely available for download at How to Track
Spot Instance Activity with the Spot-Notifications Sample Application. You are free to adapt the application
for your own purposes, or use it as a guide in developing your own application for monitoring Spot
Instances. For more information, go to the AWS SDK for Java.

Configuring Auto Scaling groups to send notifications about your Spot Instances
In this portion of the walkthrough, you learn how to set up Amazon SNS to send email notifications.
To do this, you need the following:

An Amazon Resource Name (ARN). You generate an ARN when you create an Amazon Simple Notification
Service (Amazon SNS) topic. A topic is a communication channel to send messages and subscribe to
notifications. It provides an access point for publishers and subscribers to communicate with each other.
An endpoint, such as an email address, must be subscribed to the topic so the endpoint can receive
messages published to the topic. To create a topic, go to Create a Topic in the Amazon Simple Notification
Service Getting Started Guide.

An Auto Scaling Group. Use the Auto Scaling group that you created earlier in this walkthrough.
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A notification configuration. You configure an Auto Scaling group to send notifications when specified
events take place by calling the as- put - noti fi cati on-confi gurati on CLI command or the
Put Not i fi cati onConfi gurati on API action. We will discuss the steps in setting up a notification
configuration later in this section. For more information about the command, go to
PutNotificationConfiguration in the Auto Scaling API Reference.

A list of Auto Scaling notification types. These notification types are the events that will cause the notification
to be sent.

Set Up Notifications Using Auto Scaling

1. After you've created your Amazon SNS topic and you have the ARN, you are ready to set up the
notification configuration. (To create a topic, go to Create a Topic in the Amazon Simple Notification
Service Getting Started Guide.)

To configure your Auto Scaling group to send notifications when specified events take place, use the
as-put-notification-configuration CLI command.

The as- put - noti fi cati on-confi gurati on command takes the following arguments:

as-put-notification-configuration AutoScal i ngG oupNane --notification-types
val ue --topic-arn topic-ARN [ General Options]

You need to specify the Auto Scaling group name, the ARN, and the notification types.

For this example, specify:
¢ Auto Scaling group name: spot asg

Specify the Auto Scaling group that you want to get notifications about. In this walkthrough, you want
Auto Scaling to notify you when instances are launched and terminated for the spotasg Auto Scaling
group.
e ARN:ar n: pl acehol der: MyTopi c
Note

ARNSs are unique identifiers for Amazon Web Services (AWS) resources. Replace the ARN
placeholder with your ARN.

¢ Notification types: aut oscal i ng: EC2_I nst ance_Launch,
aut oscal i ng: EC2_I nst ance_Ter m nat e

The notification types are the events you want Auto Scaling to send you e-mail about.

Open a command prompt and enter the as- put - noti fi cati on-confi gurati on command.

as-put-notification-configuration spotasg--topic-arn arn:placehol der: MyTopi c
--notification-types autoscaling: EC2_I NSTANCE_LAUNCH, autoscaling: EC2_I N
STANCE_TERM NATE

Auto Scaling returns the following:

OK-Put Notification Configuration

You now have a notification configuration that sends a notification to the endpoint subscribed in the
arn: pl acehol der: MyTopi ¢ ARN whenever instances are launched or terminated.

2. Verify the notification configuration.

To verify the notification actions associated with your Auto Scaling group when specified events take
place, use as-descri be-notification-configurations.
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The as-descri be-notification-configurati ons command takes the following arguments:

as-describe-notification-configurations [--auto-scaling-groups
val ue[,value...]] [--maxrecords val ue] [General Options]

If you specify the Auto Scaling group, this command returns a full list of all notification configuration
for the Auto Scaling group listed. If you don't provide an Auto Scaling group name, the service returns
the full details of all Auto Scaling groups. The command also returns a token if there are more pages
to retrieve. To get the next page, call this action again with the returned token as the next - t oken
argument. For this walkthrough, specify:

¢ Auto Scaling group name: spot asg

Open a command prompt and enter the as- descri be-noti fi cati on-confi gurati ons command.

as-describe-notification-configurations --auto-scaling-groups spotasg -headers

Auto Scaling returns the following:

NOTI FI CATI ON- CONFI G GROUP- NAME  TOPI C- ARN  NOTI FI CATI ON- TYPE- NAME

NOTI FI CATI ON- CONFI G spotasg arn: pl acehol der: spotasg autoscaling: EC2_I N
STANCE_LAUNCH

NOTI FI CATI ON- CONFI G spotasg arn: pl acehol der: spotasg autoscaling: EC2_I N
STANCE_TERM NATE

You have confirmed that you have a notification configuration set up for the spot asg Auto Scaling
group.

When Auto Scaling launches instances to reach or maintain desired capacity, as specified in your Auto
Scaling group, SNS sends a notification to your email address with information about the instances. You
can check your email Inbox for this information, then run as- descri be- aut o- scal i ng- gr oup to get
information about current instances in the Auto Scaling group and confirm that the instances listed in your
email actually exist.

What do you want to do next?

¢ Obtaining Information About the Instances Launched by Auto Scaling (p. 149)
« Updating the Bid Price for the Spot Instances (p. 153)

¢ Scheduling Spot Bid Requests (p. 155)

¢ Advanced Tasks (p. 161)

Using CloudFormation Templates to Launch Spot Instances

You can use AWS CloudFormation templates to launch Spot Instances and the AWS resources you need
for an application. Templates are text files describing a collection, called stack, of AWS resources that
you want to deploy as a group. For more information about AWS CloudFormation templates, see Learn
Template Basics. For more information about using AWS CloudFormation, see the AWS CloudFormation
User Guide.

You can write your own template from scratch, or you can use one of the example templates from the
AWS CloudFormation Sample Template Library. The following templates in AWS CloudFormation utilize
Spot Instances:

¢ Asynchronous Queue-Based Processing
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This template creates an auto-scaled worker that monitors work (messages) in a queue. The application
is auto-scaled based on the amount of work in the queue. When there is work, Auto Scaling scales up;
when there is no work, Auto Scaling scales down. Each message contains a command/script to run,
an input file location, and an output location for the results.

To download this template, go to Asynchronous Queue-Based Processing.
« Bees with Machine Guns

This template creates a load balancer, a controller, and the instances behind the load balancer; fires
up and triggers an attack; and stores logs on Amazon Simple Storage Service (Amazon S3) and then
shuts down (if enabled). For this template, instances use the Amazon Linux AMI, and the setup requires
that you already have an AWS Identity and Access Management (IAM) SSL certification. You can
modify this template to remove the SSL dependencies.

Note

To launch this template, you need a new SSH private key that you create specifically for this
task. You'll have to log in to the instance created by the template and provide this private key
information.

To download this template, go to Bees with Machine Guns.
¢ Grid Computing for Spot Instances

This template uses Star Cluster to launch and bootstrap a cluster of Amazon EC2 instances for high
performance computational tasks using Spot pricing. You only need to provide the number of instances,
instance size, and Spot price that you want to use.

To download this template, go to Grid Computing for Spot Instances.
You can create stacks from these templates by using the AWS Management Console, the AWS
CloudFormation command line interface tools, or the AWS CloudFormation API.
Before you use these templates, you must:

1. Have an AWS account and sign up for AWS CloudFormation.
2. Decide on the template to use.

3. Enter the parameters required for the stack.

4. Create the stack.

To get started with AWS CloudFormation, Getting Started with AWS CloudFormation.

For more information about using AWS CloudFormation, see the AWS CloudFormation User Guide.

Launching Amazon Elastic MapReduce Job Flows with Spot
Instances

You can launch an Amazon Elastic MapReduce job flow in Spot Instances. Amazon Elastic MapReduce
is a data analysis tool that simplifies the set up and management of a computer cluster, the source data,
and the computational tools that help you implement sophisticated data processing jobs quickly. For more
information, see What is Amazon EMR?.

In addition, you can use Spot Instances with Amazon EMR clusters and AWS Data Pipeline. For
information, see Amazon EC2 Spot Instances with Amazon EMR Clusters and AWS Data Pipeline.
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Quick Look: Using Spot Instances with Amazon Elastic MapReduce Video

The following video describes how Spot Instances work in Amazon EMR and walks you through the
process of launching a job flow on Spot Instances from the AWS Management Console: Using Spot
Instances with Amazon ElasticMapReduce

Launching Spot Instances in Amazon Virtual Private Cloud

Amazon Virtual Private Cloud (Amazon VPC) lets you define a virtual networking environment in a private,
isolated section of the Amazon Web Services (AWS) cloud. You have complete control of this virtual
network and you can use advanced security features and network access control at the instance level
and subnet level. For more information about Amazon VPC, see the Amazon Virtual Private Cloud User
Guide.

If you want to take advantage of the features of Amazon VPC when you use Spot Instances, specify in
your Spot request that your instances are to be launched in Amazon VPC. To ensure that your Spot
Instances are launched in Amazon VPC:

¢ Determine if your AWS account supports a default VPC. For more information, see Detecting Your
Supported Platforms and Whether You Have a Default VPC.

¢ If your AWS account supports a default VPC, and
* You want to launch your Spot Instances in that VPC

You don't have to perform any additional steps when you request Spot Instances. The Request Spot
Instances wizard selects the subnet ID of your default VPC in which to launch the instance.

» You want to use a different VPC for the Spot Instances

Create a new Amazon VPC and specify the subnet ID of the VPC that you just created.

Note
Support for default VPC is available in select regions, and will be available in all regions soon.
For more information, see Default VPC Basics.

¢ If your AWS account does not support a default VPC, create an Amazon VPC and specify the subnet
of the VPC that you just created.

This topic discusses what you need to know if you want your Spot Instances to launch in an Amazon
VPC and your account does not support default VPCs, or your account supports default VPCs but you
want your Spot Instances to launch in a VPC that is not the default.

For more information about setting up an Amazon VPC, see Getting Started with Amazon VPC in the
Amazon Virtual Private Cloud Getting Started Guide.

Quick Look: Launching Spot Instances in Amazon VPC Video

The following video shows how to launch your first Spot Instance in the Amazon Virtual Private Cloud
(Amazon VPC) using the AWS Management Console. This video includes instructions for creating your
Amazon VPC subnet, placing a bid, determining when the instance is fulfilled, and canceling the instance.
Launching Spot Instances in Amazon VPC Video

The process for making a Spot Instance request that launches in Amazon VPC is the same as the process
you follow when you make a Spot Instance request in a non-VPC portion of Amazon EC2. The main
differences are that you:

¢ Base your Spot price bid on Spot price history of Spot Instances in VPCs.

When you use the Descri beSpot Pri ceH st ory action orthe ec2- descri be- spot - pri ce- hi story
command, add Amazon VPC to the pr oduct - descri pti on filter. For example:
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PROVPT> ec2-descri be-spot-price-history -s '2011-09-08T00: 00: 00Z' -t ml. x| arge
-d "Linux/UNI X (Amazon VPC)"

Using the AWS Management Console, check the Spot Instance Pricing History page to see the Spot
pricing history for Amazon EC2 instances running in both Amazon EC2 and Amazon VPC.

Spot Instance Pricing History Cancel [x

Product: LInuGUNIX

Instance Type: ti.micro ~  DateRange: 1week ~  Zone: Allzones

Windows
SUSE Linux U;-u;:-iz
nu/UNIX (Amaz us-east-
Win o Ml us-east-1d

$0.1000 SUSE Linux (Amaz

$0.0500

$0.0000
Oct 1

¢ Specify the VPC subnet in which you want to launch your Spot Instance.

When you use the Request Spot | nst ances action or the ec2- r equest - spot - i nst ances command,
specify the ID of the Amazon VPC subnet in which you want to launch the Spot Instance.

PROVWPT> ec2-request-spot-instances am -8elfece7 -t nl.xlarge -p '$0.01' -n 5
-r 'one-tine' -s 'subnet-baab943d3’

When you launch the Request Instances Wizard from the Spot Instance page of the AWS Management
Console, select a subnet after specifying that you're launching the Spot Instance into a VPC.

For more information about using Amazon VPC, see the Amazon Virtual Private Cloud User Guide.

Advanced Tasks

Now that you have created Spot Instance requests and worked with Spot Instances, this section discusses
some advanced tasks.

¢ Subscribe to Your Spot Instance Data Feed (p. 161)
¢ Programming Spot with AWS Java SDK (p. 164)
¢ Starting Clusters on Spot Instances (p. 191)

If you think we should add other advanced tasks to this section, let us know at
spot-instance-feedback@amazon.com.

Subscribe to Your Spot Instance Data Feed

If you want to monitor your Spot Instance usage, you can subscribe to your Spot Instance data feed,
which stores usage logs in Amazon Simple Storage Service (Amazon S3).

This section describes the data feed content and how to create the data feed for Spot Instances. You
can create one data feed per account.
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Spot Instance Data Feed Overview

To help you understand the charges for your Spot Instances, Amazon EC2 provides access to a data
feed that details your Spot Instance usage and pricing. This data feed is sent to the Amazon S3 bucket
of your choice.

To have a data feed delivered to an Amazon S3 bucket, you need to create a Spot Instances data feed
subscription using the Amazon EC2 API. When you create this subscription, you can specify an Amazon
S3 bucket to deliver the data feed files to, and a filename prefix to use to avoid collisions.

Data Feed Filename and Format

The Spot Instance data feed filename uses the following format (with the date and hour in UTC):

{Bucket}. s3. amazonaws. conf { Opti onal Prefix}/{AW Account |ID}.{YYYY}-{M\}-{DD}-
{HH . {n}. {Unique ID}.Qz

For example, if your bucket name is nyawsbucket , and you name your prefix mypr ef i x, your filenames
look similar to this:

nmyawsbucket . s3. amazonaws. coni nyprefi x/ 111122223333. 2010- 03- 17- 20. 001. pwBdGTJG gz

Data feed files arrive in your bucket typically once an hour and each hour of usage is typically covered
in a single data file. These files are compressed (gzip) before delivery into your bucket. We can write
multiple files for a given hour of usage where files are very large (for example, when file contents for the
hour exceed 50 MB before compression).

Note
If you don't have a Spot Instance running during a certain hour, you won't receive a data feed
file for that hour.

The Spot Instance data feed files are tab-delimited. Each line in the data file corresponds to one
instance-hour. Each line contains the fields listed in the following table.

Field Description
Ti mest anp The timestamp used to determine the price charged for this instance-hour.
UsageType Indicates the type of usage and instance type being charged for. For m1.small Spot

Instances, this field is set to "SpotUsage." For all other instance types, this field is
set to "SpotUsage:{instance-type}," for example, “SpotUsage:cl.medium.”

Qperation Indicates the product being charged for. For Linux/UNIX Spot Instances, this field
is set to “Runlinstances.” For Microsoft Windows, this field is set to
"Runlinstances:0002." Spot usage is grouped according to Availability Zone.

I nstancel D The instance ID for the Spot Instance that generated this instance-hour.
M/Bi dI D The Spot Instance request ID for the request that generated this instance-hour.
M/MaxPri ce The maximum price specified for this Spot Instance request.

Mar ket Pri ce The Spot price at the time specified in the Timestamp field.
Char ge The price charged for this instance-hour.

Ver si on The version included in the data feed filename for this record.
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Preparing Amazon S3 for Data Feeds

When you subscribe to data feeds, you tell Amazon EC2 which bucket you want to store the data feed
file in. Before you subscribe to the data feed, consider the following when choosing your S3 bucket:

You must have Amazon S3 FULL_CONTROL permission on the bucket you provide.

If you're the bucket owner, you have this permission by default. If you're not the bucket owner, the
bucket owner must grant your AWS account FULL_CONTROL permission.

When you create your data feed subscription, Amazon EC2 updates the designated bucket's ACL to
allow read and write permissions for the AWS data feeds account.

Each data feed file has its own ACL (separate from the bucket's ACL).

The bucket owner has FULL_CONTROL permission for the data files. The data feed account has read
and write permission.

Removing the permissions for the data feed account does not disable the data feed.

If you remove those permissions but don't disable the data feed (which you do with the control API),
we reinstate those permissions the next time the data feeds account needs to write a data file to your
bucket.

If you delete your data feed subscription, Amazon EC2 doesn't remove the read/write permissions for
the data feed account on either the bucket or the data files.

You must perform remove the read/write permissions yourself.

Subscribe to Your Spot Instance Data Feed

Amazon EC2 Command Line Interface (CLI) Tools

To subscribe to your Spot Instance data feed

Enter the following command:

PROVPT> ec2-create-spot - dat af eed- subscri ption --bucket nmyawsbucket [--prefix
prefix ]

Amazon EC2 returns output similar to the following:

SPOTDATAFEEDSUBSCRI PTI ON 111122223333 nyawsbucket prefix
Active

API

To subscribe to your Spot Instance data feed

Construct the following Query request.

https://ec2. anazonaws. con!

?Act i on=Cr eat eSpot Dat af eedSubscri pti on
&Bucket =myawsbucket

&Pr ef i x=ny- spot - subscri ption

& ..auth paraneters...

APl Version 2013-10-01
163



Amazon Elastic Compute Cloud User Guide
Advanced Tasks

Following is an example response.

<Cr eat eSpot Dat af eedSubscri pti onResponse xm ns="http://ec2. anazon
aws. coni doc/ 2013- 10- 01/ ">
<r equest | d>59dbf f 89- 35bd- 4eac- 99ed- be587EXAMPLE</ r equest | d>
<spot Dat af eedSubscri pti on>
<owner | d>999988887777</ owner | d>
<bucket >nyawsbucket </ bucket >
<pr ef i x>ny- spot - subscri pti on</ prefix>
<stat e>Acti ve</state>
<fault>/</fault>
</ spot Dat af eedSubscri pti on>
</ Cr eat eSpot Dat af eedSubscri pti onResponse>

Delete a Spot Instance Data Feed
Command Line Tools

To delete a Spot Instance data feed

¢ To delete a data feed, enter the following command:

PROVWPT> ec2-del et e- spot - dat af eed- subscri ption

If the request is successful, the output is empty.

API

To delete a Spot Instance data feed

¢ Construct the following Query request.

https://ec2. amazonaws. conl
?Act i on=Del et eSpot Dat af eedSubscri pti on
& ..auth paraneters...

Following is an example response. It confirms that the subscription was deleted.

<Del et eSpot Dat af eedSubscri pti onResponse xm ns="http://ec2. anazon
aws. coni doc/ 2013-10-01/ ">
<r equest | d>59dbf f 89- 35bd- 4eac- 99ed- be587EXAMPLE</ r equest | d>
<return>true</return>
</ Del et eSpot Dat af eedSubscri pti onResponse>

Programming Spot with AWS Java SDK

This section will hold the two SDK tutorials
You can AWS Java SDK to program Spot Instances:

¢ Tutorial: Amazon EC2 Spot Instances (p. 166)
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¢ Tutorial: Advanced Amazon EC2 Spot Request Management (p. 175)
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Tutorial: Amazon EC2 Spot Instances
Overview

Spot Instances allow you to bid on unused Amazon Elastic Compute Cloud (Amazon EC2) capacity and
run the acquired instances for as long as your bid exceeds the current Spot Price. Amazon EC2 changes
the Spot Price periodically based on supply and demand, and customers whose bids meet or exceed it
gain access to the available Spot Instances. Like On-Demand Instances and Reserved Instances, Spot
Instances provide you another option for obtaining more compute capacity.

Spot Instances can significantly lower your Amazon EC2 costs for batch processing, scientific research,
image processing, video encoding, data and web crawling, financial analysis, and testing. Additionally,
Spot Instances give you access to large amounts of additional capacity in situations where the need for
that capacity is not urgent.

To use Spot Instances, place a Spot Instance request specifying the maximum price you are willing to
pay per instance hour; this is your bid. If your bid exceeds the current Spot Price, your request is fulfilled
and your instances will run until either you choose to terminate them or the Spot Price increases above
your bid (whichever is sooner).

It's important to note two points:

» You will often pay less per hour than your bid. Amazon EC2 adjusts the Spot Price periodically as
requests come in and available supply changes. Everyone pays the same Spot Price for that period
regardless of whether their bid was higher. Therefore, you might pay less than your bid, but you will
never pay more than your bid.

« If you're running Spot Instances and your bid no longer meets or exceeds the current Spot Price, your
instances will be terminated. This means that you will want to make sure that your workloads and
applications are flexible enough to take advantage of this opportunistic capacity.

Spot Instances perform exactly like other Amazon EC2 instances while running, and like other Amazon
EC2 instances, Spot Instances can be terminated when you no longer need them. If you terminate your
instance, you pay for any partial hour used (as you would for On-Demand or Reserved Instances).
However, if the Spot Price goes above your bid and your instance is terminated by Amazon EC2, you
will not be charged for any partial hour of usage.

This tutorial provides a quick overview of how to use the Java programming language to do the following.

» Submit a Spot Request
» Determine when the Spot Request becomes fulfilled
» Cancel the Spot Request

» Terminate associated instances

Prerequisites

To use this tutorial you need to be signed up for Amazon Web Services (AWS). If you have not yet signed
up for AWS, go to the Amazon Web Services website, and click Create an AWS Account in the upper
right corner of the page. In addition, you also need to install the AWS Java SDK.

If you are using the Eclipse development environment, we recommend that you install the AWS Toolkit
for Eclipse. Note that the AWS Toolkit for Eclipse includes the latest version of the AWS SDK for Java.

Step 1: Setting Up Your Credentials

To begin using this code sample, you need to populate your credentials in the AwsCredentials.properties
file. Specifically, you need to populate your secret key and access key.

APl Version 2013-10-01
166


http://aws.amazon.com
http://aws.amazon.com/articles/3586
http://docs.aws.amazon.com/AWSToolkitEclipse/latest/GettingStartedGuide/
http://docs.aws.amazon.com/AWSToolkitEclipse/latest/GettingStartedGuide/

Amazon Elastic Compute Cloud User Guide
Advanced Tasks

Copy and paste your Access Key and Secret Access Key into the AwsCredentials.properties file.
Now that you have configured your settings, you can get started using the code in the example.
Step 2: Setting Up a Security Group

A security group acts as a firewall that controls the traffic allowed in and out of a group of instances. By
default, an instance is started without any security group, which means that all incoming IP traffic, on any
TCP port will be denied. So, before submitting our Spot Request, we will set up a security group that
allows the necessary network traffic. For the purposes of this tutorial, we will create a new security group
called "GettingStarted" that allows Secure Shell (SSH) traffic from the IP address where you are running
your application from. To set up a new security group, you need to include or run the following code
sample that sets up the security group programmatically.

After we create an AmazonEC2 client object, we create a Cr eat eSecuri t yGr oupRequest object with
the name, "GettingStarted" and a description for the security group. Then we call the
ec2. creat eSecurityG oup API to create the group.

To enable access to the group, we create an i pPer ni ssi on object with the IP address range set to the
CIDR representation of the subnet for the local computer; the "/10" suffix on the IP address indicates the
subnet for the specified IP address. We also configure the i pPer mi ssi on object with the TCP protocol
and port 22 (SSH). The final step is to call ec2. aut hori zeSecuri t yG oupl ngr ess with the name of
our security group and the i pPer m ssi on object.

1
/'l Retrieves the credentials froman AWCredentials.properties file.
AWSCredentials credentials = null;
try {
5 credentials = new PropertiesCredenti al s(
GettingStartedApp. cl ass. get Resour ceAsStrean(" AwsCredenti al s. proper
ties"));
} catch (1 OException el) {
Systemout.println("Credentials were not properly entered into AnsCre
dential s. properties.");
System out . println(el. get Message());
10 Systemexit(-1);
}

/1 Create the AmazonEC2Cl i ent object so we can call various APIs.
AmazonEC2 ec2 = new AnazonEC2C i ent (credenti al s);
15
/1 Create a new security group.
try {
Creat eSecurityG oupRequest securityG oupRequest = new CreateSecurity
GroupRequest ("GettingStartedG oup", "Cetting Started Security Goup");
ec2.createSecurityGoup(securityG oupRequest);
20 } catch (AmazonServi ceException ase) {
/1 Likely this neans that the group is already created, so ignore.
System out . printl n(ase. get Message());

}
25 String i pAddr = "0.0.0.0/0";

/1 Get the IP of the current host, so that we can linit the Security
/1 Group by default to the ip range associated with your subnet.

try {
30 I net Address addr = | net Address. get Local Host () ;
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/1 Get |IP Address
i pAddr = addr. get Host Address() +"/10";
} catch (UnknownHost Exception e) {
35}

/! Create a range that you would like to popul ate.
ArraylLi st<String> i pRanges = new ArraylList<String>();
i pRanges. add(i pAddr);
40
/1 Open up port 22 for TCP traffic to the associated IP
/1 fromabove (e.g. ssh traffic).
ArraylLi st <l pPerm ssi on> i pPerm ssions = new Arrayli st<I pPerm ssion> ();
| pPerm ssion i pPermi ssion = new | pPerm ssion();
45 i pPer m ssi on. set | pProtocol ("tcp");
i pPer m ssi on. set FronPort (new | nteger (22));
i pPerm ssi on. set ToPort (new | nteger(22));
i pPer mi ssi on. set| pRanges(i pRanges);
i pPer mi ssi ons. add(i pPer m ssion);
50
try {
/1 Authorize the ports to the used.
Aut hori zeSecurityG oupl ngr essRequest i ngressRequest =
new Aut hori zeSecurityG oupl ngressRequest (" GettingStartedG oup”,ip
Per m ssi ons) ;
55 ec2. aut hori zeSecuri t yG oupl ngress(i ngressRequest);
} catch (AmazonServi ceException ase) {
/1 Ignore because this |likely neans the zone has
/1 al ready been authorized.
System out. println(ase. get Message());
60 }

You can view this entire code sample in the Cr eat eSecuri t yG oupApp. j ava code sample. Note you
only need to run this application once to create a new security group.

You can also create the security group using the AWS Toolkit for Eclipse. Go to the toolkit documentation
for more information.

Step 3: Submitting Your Spot Request

To submit a Spot request, you first need to determine the instance type, Amazon Machine Image (AMI),
and maximum bid price you want to use. You must also include the security group we configured previously,
so that you can log into the instance if desired.

There are several instance types to choose from; see Instance Types (p. 94) for a complete list. For this
tutorial, we will use t1.micro, the cheapest instance type available. Next, we will determine the type of
AMI we would like to use. We'll use ami-8clfece5, the most up-to-date Amazon Linux AMI available when
we wrote this tutorial. The latest AMI may change over time, but you can always determine the latest
version AMI by:

1. Logging into the AWS Management Console, clicking the EC2 tab, and, from the EC2 Console
Dashboard, attempting to launch an instance.

2. In the window that displays AMIs, just use the AMI ID as shown in the wizard. Alternatively, you can
use the Descri bel mages API, but leveraging that command is outside the scope of this tutorial.
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There are many ways to approach bidding for Spot instances; to get a broad overview of the various
approaches you should view the Bidding for Spot Instances video. However, to get started, we'll describe
three common strategies: bid to ensure cost is less than on-demand pricing; bid based on the value of
the resulting computation; bid so as to acquire computing capacity as quickly as possible.

* Reduce Cost below On-Demand You have a batch processing job that will take a number of hours
or days to run. However, you are flexible with respect to when it starts and when it completes. You
want to see if you can complete it for less cost than with On-Demand Instances. You examine the Spot
Price history for instance types using either the AWS Management Console or the Amazon EC2 API.
For more information, see Viewing Spot Instance Pricing History (p. 118). After you've analyzed the
price history for your desired instance type in a given Availability Zone, you have two alternative
approaches for your bid:

* You could bid at the upper end of the range of Spot Prices (which are still below the On-Demand
price), anticipating that your one-time Spot request would most likely be fulfilled and run for enough
consecutive compute time to complete the job.

« Or, you could bid at the lower end of the price range, and plan to combine many instances launched
over time through a persistent request. The instances would run long enough--in aggregate--to
complete the job at an even lower total cost. (We will explain how to automate this task later in this
tutorial.)

» Pay No More than the Value of the Result You have a data processing job to run. You understand
the value of the job's results well enough to know how much they are worth in terms of computing costs.
After you've analyzed the Spot Price history for your instance type, you choose a bid price at which the
cost of the computing time is no more than the value of the job's results. You create a persistent bid
and allow it to run intermittently as the Spot Price fluctuates at or below your bid.

» Acquire Computing Capacity Quickly You have an unanticipated, short-term need for additional
capacity that is not available through On-Demand Instances. After you've analyzed the Spot Price
history for your instance type, you bid above the highest historical price to provide a high likelihood that
your request will be fulfilled quickly and continue computing until it completes.

After you choose your bid price, you are ready to request a Spot Instance. For the purposes of this tutorial,
we will bid the On-Demand price ($0.03) to maximize the chances that the bid will be fulfilled. You can
determine the types of available instances and the On-Demand prices for instances by going to Amazon
EC2 Pricing page. To request a Spot Instance, you simply need to build your request with the parameters
you chose earlier. We start by creating a Request Spot | nst anceRequest object. The request object
requires the number of instances you want to start and the bid price. Additionally, you need to set the
LaunchSpeci fi cat i on for the request, which includes the instance type, AMI ID, and security group
you want to use. Once the request is populated, you call the r equest Spot | nst ances method on the
AmazonEC2d i ent object. The following example shows how to request a Spot Instance.

1
/1l Retrieves the credentials froma AWSCrential s. properties file.
AWBCredentials credentials = null;
try {
5 credentials = new PropertiesCredenti al s(
GettingStartedApp. cl ass. get Resour ceAsStrean(" AwsCredenti al s. proper
ties"));
} catch (1 OException el) {
Systemout.println("Credentials were not properly entered into AwsCre
dential s. properties.");
System out . println(el. get Message());
10 Systemexit(-1);
}

/1l Create the AmazonEC2Cl i ent object so we can call various APIs.
AmazonEC2 ec2 = new AmazonEC2C i ent (credenti al s);
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15
/1 Initializes a Spot |Instance Request
Request Spot | nst ancesRequest request Request = new Request Spot | nst ances
Request () ;

/! Request 1 x tl.micro instance with a bid price of $0.03.
20 request Request . set Spot Price("0.03");
request Request . set | nst anceCount (| nt eger.val ueO (1)) ;

/1 Setup the specifications of the launch. This includes the
/1 instance type (e.g. tl.mcro) and the |latest Amazon Linux
25 // AM id available. Note, you should always use the | atest
/1 Amazon Linux AM id or another of your choosing.
LaunchSpeci fication | aunchSpecification = new LaunchSpecification();
I aunchSpeci fication. set | nagel d("ani -8clfece5");
I aunchSpeci fication. setlnstanceType("t1l. mcro");
30
/1 Add the security group to the request.
Arrayli st<String> securityGoups = new ArrayList<String>();
securityGoups. add("GettingStartedG oup");
I aunchSpeci fi cation. set SecurityG oups(securityG oups);
35
/1 Add the | aunch specifications to the request.
request Request . set LaunchSpeci fi cati on(l aunchSpeci ficati on);

/1 Call the RequestSpotlnstance API.
40 Request Spot I nstancesResult requestResult = ec2.request Spotl nstances(re
quest Request) ;

Running this code will launch a new Spot Instance Request. There are other options you can use to
configure your Spot Requests. To learn more, see Tutorial: Advanced Amazon EC2 Spot Request
Management (p. 175) or the RequestSpotinstances API in the Java SDK.

Note
You will be charged for any Spot Instances that are actually launched, so make sure that you
cancel any requests and terminate any instances you launch to reduce any associated fees.

Step 4: Determining the State of Your Spot Request

Next, we want to create code to wait until the Spot request reaches the "active" state before proceeding
to the last step. To determine the state of our Spot request, we poll the describeSpotinstanceRequests
method for the state of the Spot request ID we want to monitor.

The request ID created in Step 2 is embedded in the response to our r equest Spot | nst ances request.
The following example code shows how to gather request IDs from the r equest Spot | nst ances response
and use them to populate an Ar r ayLi st .

1
/1 Call the RequestSpotlnstance API.
Request Spot | nst ancesResult request Result = ec2.request Spotlnstances(re
guest Request) ;
Li st <Spot | nst anceRequest > r equest Responses = request Resul t. get Spot | nst ance
Requests();
5
/1 Setup an arraylist to collect all of the request ids we want to
/1 watch hit the running state.
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ArraylLi st<String> spotlnstanceRequestlds = new ArrayList<String>();

10 // Add all of the request ids to the hashset, so we can determ ne when they
hit the
/1 active state.
for (SpotlnstanceRequest requestResponse : request Responses) {
Systemout.println("Created Spot Request: "+request Response. get Spotln
stanceRequest 1 d());
spot | nst anceRequest | ds. add(r equest Response. get Spot | nst anceRequest | d());
15 }

To monitor your request ID, call the descri beSpot | nst anceRequest s method to determine the state
of the request. Then loop until the request is not in the "open" state. Note that we monitor for a state of
not "open", rather a state of, say, "active", because the request can go straight to "closed" if there is a
problem with your request arguments. The following code example provides the details of how to
accomplish this task.

1
/1l Create a variable that will track whether there are any
/'l requests still in the open state.
bool ean anyQpen;
5
do {

/1 Create the describeRequest object with all of the request ids
/1 to monitor (e.g. that we started).
Descri beSpot | nst anceRequest sRequest descri beRequest = new Descri beSpot
I nst anceRequest sRequest () ;
10 descri beRequest . set Spot | nst anceRequest | ds(spot | nst anceRequest | ds);

/1 Initialize the anyOpen variable to false - which assunmes there
/1 are no requests open unless we find one that is still open.
anyOpen=f al se;
15
try {
/1l Retrieve all of the requests we want to nonitor.
Descri beSpot | nst anceRequest sResult descri beResult = ec2. describeS
pot I nst anceRequest s(descri beRequest) ;
Li st <Spot | nst anceRequest > descri beResponses = descri beResul t. get
Spot | nst anceRequest s() ;
20
/'l Look through each request and deternmine if they are all in
/'l the active state.
for (SpotlnstanceRequest descri beResponse : descri beResponses) {
/1 If the state is open, it hasn't changed since we attenpted
25 /1l to request it. There is the potential for it to transition
/1 alnmost immediately to closed or cancel ed so we compare
/1 agai nst open instead of active.
if (describeResponse. getState().equal s("open")) {
anyOpen = true;
30 br eak;
}

} catch (AmazonServi ceException e) {
/1 If we have an exception, ensure we don't break out of
35 /1 the loop. This prevents the scenario where there was
/1 blip on the wre.
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anyQpen = true;

}

40 try {
/1 Sleep for 60 seconds.
Thr ead. sl eep(60*1000) ;
} catch (Exception e) {
/1 Do nothing because it woke up early.
45 }
} while (anyOpen);

After running this code, your Spot Instance Request will have completed or will have failed with an error
that will be output to the screen. In either case, we can proceed to the next step to clean up any active
requests and terminate any running instances.

Step 5: Cleaning Up Your Spot Requests and Instances

Lastly, we need to clean up our requests and instances. It is important to both cancel any outstanding
requests and terminate any instances. Just canceling your requests will not terminate your instances,
which means that you will continue to pay for them. If you terminate your instances, your Spot requests
may be canceled, but there are some scenarios—such as if you use persistent bids—where terminating
your instances is not sufficient to stop your request from being re-fulfilled. Therefore, it is a best practice
to both cancel any active bids and terminate any running instances.

The following code demonstrates how to cancel your requests.

1
try {
/1 Cancel requests.
Cancel Spot | nst anceRequest sRequest cancel Request = new Cancel Spot | nst an
ceRequest sRequest (spot | nst anceRequest | ds) ;
5 ec2. cancel Spot | nst anceRequest s(cancel Request);
} catch (AmazonServi ceException e) {
/1 Wite out any exceptions that nay have occurred.
Systemout.println("Error canceling instances");
Systemout. println("Caught Exception: " + e.getMessage());
10 Systemout. println("Response Status Code: " + e.getStatusCode());
Systemout.printin("Error Code: " + e.getErrorCode());
Systemout.println("Request ID " + e.getRequestld());

To terminate any outstanding instances, you will need the instance ID associated with the request that
started them. The following code example takes our original code for monitoring the instances and adds
an Arrayli st in which we store the instance ID associated with the descr i bel nst ance response.

/1l Create a variable that will track whether there are any requests
/1 still in the open state.
bool ean anyQpen;

/1 Initialize variables.
ArrayLi st<String> instancelds = new ArrayList<String>();

do {
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10 /1 Create the describeRequest with all of the request ids to
/1 nmonitor (e.g. that we started).
Descri beSpot | nst anceRequest sRequest descri beRequest = new Descri beSpot
I nst anceRequest sRequest () ;
descri beRequest . set Spot | nst anceRequest | ds(spot | nst anceRequest | ds);

15 /1 Initialize the anyOpen variable to fal se, which assumes there
/1 are no requests open unless we find one that is still open.
anyOpen = fal se;

try {
20 /!l Retrieve all of the requests we want to nonitor.

Descri beSpot | nst anceRequest sResult descri beResult = ec2. describeS
pot I nst anceRequest s(descri beRequest) ;

Li st <Spot | nst anceRequest > descri beResponses = descri beResul t. get
Spot | nst anceRequest s() ;

/1 Look through each request and determine if they are all
25 /1 in the active state.
for (SpotlnstanceRequest descri beResponse : descri beResponses) {
/1 1f the state is open, it hasn't changed since we
/1 attenpted to request it. There is the potential for
/1l it to transition alnbst imediately to closed or
30 /1 cancel ed so we conpare agai nst open instead of active.
if (describeResponse. getState().equal s("open")) {
anyQpen = true;

br eak;
}
35
/1 Add the instance id to the list we wll
/'l eventually term nate.
i nstancel ds. add(descri beResponse. getl nstancel d());
}
40 } catch (AmazonServi ceException e) {
/1 I'f we have an exception, ensure we don't break out
/1 of the loop. This prevents the scenario where there
/!l was blip on the wre.
anyQpen = true;
45 }

try {
/1 Sleep for 60 seconds.

Thr ead. sl eep(60*1000) ;
50 } catch (Exception e) {
/1 Do nothing because it woke up early.

}
} while (anyQpen);

Using the instance IDs, stored in the Arr ayLi st , terminate any running instances using the following
code snippet.

1

try {
/1l Term nate instances.
Ter mi nat el nst ancesRequest term nat eRequest = new Ter ni nat el nst ances

Request (i nst ancel ds);
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5 ec2.term nat el nstances(term nat eRequest) ;
} catch (AmazonServi ceException e) {
/1 Wite out any exceptions that nay have occurred.
Systemout.printin("Error term nating instances");
Systemout. println("Caught Exception: " + e.getMessage());
10 Systemout. println("Reponse Status Code: " + e.getStatusCode());
Systemout.printin("Error Code: " + e.getErrorCode());
Systemout.println("Request ID " + e.getRequestld());

Bringing It All Together

To bring this all together, we provide a more object-oriented approach that combines the preceding steps
we showed: initializing the EC2 Client, submitting the Spot Request, determining when the Spot Requests
are no longer in the open state, and cleaning up any lingering Spot request and associated instances.
We create a class called Request s that performs these actions.

We also create a Get t i ngSt ar t edApp class, which has a main method where we perform the high level
function calls. Specifically, we initialize the Request s object described previously. We submit the Spot
Instance request. Then we wait for the Spot request to reach the "Active" state. Finally, we clean up the
requests and instances.

The complete source code is available for download at GitHub.

Congratulations! You have just completed the getting started tutorial for developing Spot Instance software
with the AWS Java SDK.

Next Steps

We recommend that you take the Java Developers: Tutorial: Advanced Amazon EC2 Spot Request
Management (p. 175).
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Tutorial: Advanced Amazon EC2 Spot Request Management
Overview

Spot Instances allow you to bid on unused Amazon Elastic Compute Cloud (Amazon EC2) capacity and
run those instances for as long as your bid exceeds the current Spot Price. Amazon EC2 changes the
Spot Price periodically based on supply and demand. Customers whose bids meet or exceed the Spot
Price gain access to the available Spot Instances. Like On-Demand Instances and Reserved Instances,
Spot Instances provide you an additional option for obtaining more compute capacity.

Spot Instances can significantly lower your Amazon EC2 costs for batch processing, scientific research,
image processing, video encoding, data and web crawling, financial analysis, and testing. Additionally,
Spot Instances can provide access to large amounts of additional compute capacity when your need for
the capacity is not urgent.

This tutorial provides a quick overview of some advanced Spot Request features, such as detailed options
to create Spot requests, alternative methods for launching Spot Instances, and methods to manage your
instances. This tutorial is not meant to be a complete list of all advanced topics associated with Spot
Instances. Instead, it gives you a quick reference of code samples for some of the commonly used methods
for managing Spot Requests and Spot Instances.

Prerequisites

To use this tutorial you need to be signed up for Amazon Web Services (AWS). If you have not yet signed
up for AWS, go to the Amazon Web Services website, and click Create an AWS Account in the upper
right corner of the page. In addition, you also need to install the AWS Java SDK.

If you are using the Eclipse development environment, we recommend that you install the AWS Toolkit
for Eclipse. Note that the AWS Toolkit for Eclipse includes the latest version of the AWS SDK for Java.

Step 1: Setting Up Your Credentials

To begin using this code sample, you need to populate your credentials in the AwsCredentials.properties
file. Specifically, you need to populate your secretkey and accessKey.

Copy and paste your access key ID and secret access key into the AwsCredentials.properties file.
Step 2: Setting Up a Security Group

Additionally, you need to configure your security group. A security group acts as a firewall that controls

the traffic allowed in and out of a group of instances. By default, an instance is started without any security
group, which means that all incoming IP traffic, on any TCP port will be denied. So, before submitting our
Spot Request, we will set up a security group that allows the necessary network traffic. For the purposes
of this tutorial, we will create a new security group called "GettingStarted" that allows Secure Shell (SSH)
traffic from the IP address where you are running your application from. To set up a new security group,
you need to include or run the following code sample that sets up the security group programmatically.

After we create an AmazonEC2 client object, we create a Cr eat eSecuri t yGr oupRequest object with
the name, "GettingStarted" and a description for the security group. Then we call the
ec2. creat eSecurityG oup API to create the group.

To enable access to the group, we create an i pPer ni ssi on object with the IP address range set to the
CIDR representation of the subnet for the local computer; the "/10" suffix on the IP address indicates the
subnet for the specified IP address. We also configure the i pPer mi ssi on object with the TCP protocol
and port 22 (SSH). The final step is to call ec2. aut hori zeSecuri t yG oupl ngr ess with the name of
our security group and the i pPer m ssi on object.

(The following code is the same as what we used in the first tutorial.)

APl Version 2013-10-01
175


http://aws.amazon.com
http://aws.amazon.com/articles/3586?_encoding=UTF8&jiveRedirect=1
http://aws.amazon.com/documentation/awstoolkiteclipse/
http://aws.amazon.com/documentation/awstoolkiteclipse/

Amazon Elastic Compute Cloud User Guide
Advanced Tasks

1
/'l Retrieves the credentials froman AWCredentials.properties file.
AWSCredentials credentials = null;
try {
5 credentials = new PropertiesCredenti al s(
CettingStartedApp. cl ass. get Resour ceAsSt rean( " AnsCr edent i al s. proper
ties"));
} catch (1 OException el) {
Systemout.println("Credentials were not properly entered i nto AnsCreden
tials.properties.");
Systemout. println(el. get Message());
10 Systemexit(-1);
}

/1l Create the AnmazonEC2Cl i ent object so we can call various APIs.
AmazonEC2 ec2 = new AnmazonEC2C i ent (credenti al s);
15
/1l Create a new security group.
try {
Creat eSecurityG oupRequest securityG oupRequest =
new CreateSecurityG oupRequest ("GettingStartedG oup”, "Getting
Started Security G oup");
20 ec2. createSecurityGoup(securityG oupRequest);
} catch (AmazonServi ceException ase) {
/1 Likely this neans that the group is already created, so ignore.
System out. println(ase. get Message());
}
25
String i pAddr = "0.0.0.0/0";

/1l Get the IP of the current host, so that we can limt the Security G oup
/1 by default to the ip range associated with your subnet.
30 try {
I net Address addr = | net Address. get Local Host () ;

/1l Get |IP Address
i pAddr = addr. get Host Address() +"/10";
35 } catch (UnknownHost Exception e) {

}

/! Create a range that you would like to popul ate.
ArraylLi st<String> i pRanges = new ArraylList<String>();
40 i pRanges. add(i pAddr);

/1 Open up port 22 for TCP traffic to the associated IP from

/1 above (e.g. ssh traffic).

ArraylLi st <l pPerm ssi on> i pPerm ssions = new Arrayli st<I pPerm ssion> ();
45 | pPer mi ssi on i pPerm ssion = new | pPerm ssion();

i pPer mi ssion. setl pProtocol ("tcp");

i pPer m ssi on. set FronPort (new | nteger (22));

i pPerm ssi on. set ToPort (new | nteger(22));

i pPer mi ssi on. set| pRanges(i pRanges);
50 i pPermi ssions. add(i pPerm ssion);

try {
/1 Authorize the ports to the used.

Aut hori zeSecurityG oupl ngr essRequest i ngressRequest =
55 new Aut hori zeSecurityG oupl ngressRequest (" GettingStartedG oup”,ip
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Per m ssi ons) ;
ec2. aut hori zeSecurityG oupl ngress(i ngressRequest);
} catch (AmazonServi ceException ase) {
/1 Ignore because this |ikely means the zone has already
/1 been authorized.
60 Systemout. println(ase. get Message());

You can view this entire code sample in the advanced. Cr eat eSecuri t yG oupApp. j ava code sample.
Note you only need to run this application once to create a new security group.

You can also create the security group using the AWS Toolkit for Eclipse. Go to the toolkit documentation
for more information.

Detailed Spot Instance Request Creation Options

As we explained in Tutorial: Amazon EC2 Spot Instances (p. 166), you need to build your request with an
instance type, an Amazon Machine Image (AMI), and maximum bid price.

Let's start by creating a Request Spot | nst anceRequest object. The request object requires the number
of instances you want and the bid price. Additionally, we need to set the LaunchSpeci fi cat i on for the
request, which includes the instance type, AMI ID, and security group you want to use. After the request
is populated, we call the r equest Spot | nst ances method on the AmazonEC2d i ent object. An example
of how to request a Spot instance follows.

(The following code is the same as what we used in the first tutorial.)

1
/1l Retrieves the credentials froman AWSCredential s. properties file.
AWECredentials credentials = null;
try {
5 credentials = new PropertiesCredenti al s(
CettingStartedApp. cl ass. get Resour ceAsSt reanm( " AwsCr edent i al s. proper
ties")):
} catch (1 OException el) {
Systemout.println("Credentials were not properly entered into AwsCre
dential s. properties.");
System out . println(el. get Message());
10 Systemexit(-1);
}

/1l Create the AmazonEC2Cl i ent object so we can call various APIs.
AmazonEC2 ec2 = new AmazonEC2C i ent (credenti al s);
15
/1 Initializes a Spot |Instance Request
Request Spot | nst ancesRequest request Request = new Request Spot | nst ances
Request () ;

/!l Request 1 x tl.micro instance with a bid price of $0.03.
20 request Request . set Spot Price("0.03");
request Request . set | nst anceCount (| nt eger. val ueGf (1)) ;

/1 Set up the specifications of the | aunch. This includes the
/1 instance type (e.g. tl.mcro) and the |atest Amazon Linux

25 // AM id available. Note, you should always use the | atest
/1 Amazon Linux AM id or another of your choosing.
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LaunchSpeci fication | aunchSpecification = new LaunchSpecification();
I aunchSpeci fication. set| nagel d("ani -8clfece5");
| aunchSpeci fication. setlnstanceType("t1. mcro");
30
/1 Add the security group to the request.
Arrayli st<String> securityGoups = new ArraylList<String>();
securityGoups. add("GettingStartedG oup");
I aunchSpeci fi cation. set SecurityG oups(securityG oups);
35
/1 Add the | aunch specification.
request Request . set LaunchSpeci fi cati on(l aunchSpeci ficati on);

/1 Call the RequestSpotlnstance API.
40 Request Spot I nstancesResult requestResult = ec2.request Spotlnstances(re
quest Request) ;

Persistent vs. One-Time Requests

When building a Spot request, you can specify several optional parameters. The first is whether your
request is one-time only or persistent. By default, it is a one-time request. A one-time request can be
fulfilled only once, and after the requested instances are terminated, the request will be closed. A persistent
request is considered for fulfillment whenever there is no Spot Instance running for the same request. To
specify the type of request, you simply need to set the Type on the Spot request. This can be done with
the following code.

/'l Retrieves the credentials from an
/1 AWSCredential s. properties file.
AWECredentials credentials = null;
51try {
credentials = new PropertiesCredenti al s(
CettingStartedApp. cl ass. get Resour ceAsSt ream( " AwsCr edent i al s. proper
ties"));
} catch (1 OException el) {
Systemout.println("Credentials were not properly entered into AwsCre
dential s. properties.");
10 System out . println(el. get Message());
Systemexit(-1);
}

/1l Create the AmazonEC2Cl i ent object so we can call various APIs.
15 AmazonEC2 ec2 = new AnmazonEC2C i ent (credenti al s);

/1 Initializes a Spot |Instance Request
Request Spot | nst ancesRequest request Request = new Request Spot | nst ances
Request () ;

20 // Request 1 x tl.micro instance with a bid price of $0.03.
request Request . set Spot Pri ce("0.03");
request Request . set | nst anceCount (| nt eger. val ueG (1)) ;

/1 Set the type of the bid to persistent.
25 request Request. set Type("persistent");

/1 Set up the specifications of the | aunch. This includes the
/1 instance type (e.g. tl.mcro) and the |atest Amazon Linux
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/1 AM id available. Note, you should al ways use the | atest
30 // Amazon Linux AM id or another of your choosing.
LaunchSpeci fication | aunchSpecification = new LaunchSpecification();
I aunchSpeci fication. set| nagel d("ani -8clfece5");
I aunchSpeci fication. setlnstanceType("t1l. mcro");

35 // Add the security group to the request.
ArraylLi st<String> securityGoups = new ArrayList<String>();
securityGoups. add("GettingStartedG oup");
I aunchSpeci fi cation. set SecurityG oups(securityG oups);

40 // Add the launch specification.
request Request . set LaunchSpeci fi cati on(l aunchSpeci ficati on);

/1 Call the RequestSpotlnstance API.
Request Spot | nst ancesResult request Result = ec2.request Spotlnstances(re
quest Request) ;
45

Limiting the Duration of a Request

You can also optionally specify the length of time that your request will remain valid. You can specify both
a starting and ending time for this period. By default, a Spot request will be considered for fulfillment from
the moment it is created until it is either fulfilled or canceled by you. However you can constrain the validity
period if you need to. An example of how to specify this period is shown in the following code.

1
/1l Retrieves the credentials froman AWSCredential s. properties file.
AWSCredentials credentials = null;
try {
5 credentials = new PropertiesCredenti al s(
CettingStartedApp. cl ass. get Resour ceAsSt ream( " AwsCr edent i al s. proper
ties"));
} catch (1 OException el) {
Systemout.println("Credentials were not properly entered into AwsCre
dential s. properties.");
System out . println(el. get Message());
10 Systemexit(-1);
}

/1l Create the AmazonEC2Cl i ent object so we can call various APIs.
AmazonEC2 ec2 = new AmazonEC2C i ent (credenti al s);
15
/1 Initializes a Spot |Instance Request
Request Spot | nst ancesRequest request Request = new Request Spot | nst ances
Request () ;

/!l Request 1 x tl.micro instance with a bid price of $0.03.
20 request Request . set Spot Price("0.03");
request Request . set | nst anceCount (| nt eger. val ueG (1)) ;

/1 Set the valid start tinme to be two m nutes from now.
Cal endar cal = Cal endar. getlnstance();

25 cal . add(Cal endar. M NUTE, 2);
request Request . set Val i dFrom(cal . get Tine());

// Set the valid end tinme to be two m nutes and two hours from now.
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cal . add( Cal endar. HOUR, 2);
30 request Request.setValidUntil (cal.getTine());

/1 Set up the specifications of the launch. This includes
/1 the instance type (e.g. tl.micro)

35 // and the | atest Amazon Linux AM id avail able.
/1 Note, you should al ways use the | atest Anazon
/1 Linux AM id or another of your choosing.
LaunchSpeci fication | aunchSpecification = new LaunchSpecification();
I aunchSpeci fication. setl nagel d("ani -8clfece5");
40 | aunchSpecification. setlnstanceType("t1l. mcro");

/1 Add the security group to the request.
Arrayli st<String> securityGoups = new ArrayList<String>();
securityGoups. add("GettingStartedG oup");

45 | aunchSpeci fication. set SecurityG oups(securityG oups);

/1 Add the | aunch specification.
request Request . set LaunchSpeci fi cati on(l aunchSpeci ficati on);

50 // Call the Request Spotlnstance API.
Request Spot | nst ancesResult request Result = ec2.request Spotl nstances(re
quest Request) ;

Grouping Your Amazon EC2 Spot Instance Requests

You have the option of grouping your Spot instance requests in several different ways. We'll look at the
benefits of using launch groups, Availability Zone groups, and placement groups.

If you want to ensure your Spot instances are all launched and terminated together, then you have the
option to leverage a launch group. A launch group is a label that groups a set of bids together. All instances
in a launch group are started and terminated together. Note, if instances in a launch group have already
been fulfilled, there is no guarantee that new instances launched with the same launch group will also be
fulfilled. An example of how to set a Launch Group is shown in the following code example.

1
/1 Retrieves the credentials froman AWSCredentials.properties file.
AWBCredentials credentials = null;
try {
5 credentials = new PropertiesCredenti al s(
GettingStartedApp. cl ass. get Resour ceAsStrean(" AwsCredenti al s. proper
ties"));
} catch (1 OException el) {
Systemout.println("Credentials were not properly entered into AnsCre
denti al s. properties.");
Systemout. println(el. get Message());
10 Systemexit(-1);
}

/1 Create the AmazonEC2Cl i ent object so we can call various APIs.
AmazonEC2 ec2 = new AmazonEC2C i ent (credenti al s);
15
/1 Initializes a Spot Instance Request
Request Spot | nst ancesRequest request Request = new Request Spot | nst ances
Request () ;
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/! Request 5 x tl.micro instance with a bid price of $0.03.
20 request Request . set Spot Price("0.03");
request Request . set | nst anceCount (I nt eger. val ue (5));

/'l Set the | aunch group.
request Request . set LaunchG oup( " ADVANCED- DEMO- LAUNCH- GROUP" ) ;
25
/1 Set up the specifications of the launch. This includes
/1 the instance type (e.g. tl.mcro) and the |latest Amazon Linux
/1 AM id available. Note, you should al ways use the | atest
/1 Amazon Linux AM id or another of your choosing.
30 LaunchSpeci fication | aunchSpecification = new LaunchSpecification();
I aunchSpeci fication. setl nagel d("ani -8clfece5");
I aunchSpeci fication. setlnstanceType("t1l. mcro");

/1 Add the security group to the request.

35 Arraylist<String> securityGoups = new ArrayList<String>();
securityGoups. add("GettingStartedG oup");
I aunchSpeci fi cation. set SecurityG oups(securityG oups);

/1 Add the | aunch specification.
40 request Request . set LaunchSpeci fi cati on(l aunchSpeci fication);

/1 Call the RequestSpotlnstance API.
Request Spot | nst ancesResult request Result = ec2.request Spotlnstances(re
guest Request) ;

If you want to ensure that all instances within a request are launched in the same Availability Zone, and
you don't care which one, you can leverage Availability Zone groups. An Availability Zone group is a label
that groups a set of instances together in the same Availability Zone. All instances that share an Availability
Zone group and are fulfilled at the same time will start in the same Availability Zone. An example of how
to set an Availability Zone group follows.

1
/'l Retrieves the credentials froman AWCredentials.properties file.
AWSCredentials credentials = null;
try {
5 credentials = new PropertiesCredenti al s(
GettingStartedApp. cl ass. get Resour ceAsStrean(" AwsCredenti al s. proper
ties"));
} catch (1 OException el) {
Systemout.println("Credentials were not properly entered into AnsCre
dential s. properties.");
Systemout. println(el. get Message());
10 Systemexit(-1);
}

/1l Create the AnmazonEC2Cl i ent object so we can call various APIs.
AmazonEC2 ec2 = new AnmazonEC2C i ent (credenti al s);
15
/1 Initializes a Spot |Instance Request
Request Spot | nst ancesRequest request Request = new Request Spot | nst ances
Request () ;

/! Request 5 x tl.micro instance with a bid price of $0.03.
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20 request Request . set Spot Price("0.03");
request Request . set | nst anceCount (| nt eger. val uet (5));

/1 Set the availability zone group.
request Request . set Avai | abi | i t yZoneG oup(" ADVANCED- DEMO- AZ- GROUP") ;

25
/1 Set up the specifications of the launch. This includes the instance
/1 type (e.g. tl.mcro) and the | atest Amazon Linux AM id avail able.
/1 Note, you should al ways use the | atest Amazon Linux AM id or another
/1 of your choosing.

30 LaunchSpeci fication | aunchSpecification = new LaunchSpecification();
I aunchSpeci fication. set| nagel d("ani -8clfece5");
I aunchSpeci fication. setlnstanceType("t1l. mcro");

/1 Add the security group to the request.

35 Arraylist<String> securityGoups = new ArrayList<String>();
securityGoups. add("GettingStartedG oup");
I aunchSpeci fi cation. set SecurityG oups(securityG oups);

/1 Add the | aunch specification.
40 request Request . set LaunchSpeci fi cati on(l aunchSpeci fication);

/1 Call the RequestSpotlnstance API.
Request Spot | nst ancesResult request Result = ec2.request Spotlnstances(re
quest Request) ;

You can specify an Availability Zone that you want for your Spot Instances. The following code example
shows you how to set an Availability Zone.

1
/'l Retrieves the credentials froman AWCredentials.properties file.
AWSCredentials credentials = null;
try {
5 credentials = new PropertiesCredenti al s(
CettingStartedApp. cl ass. get Resour ceAsSt rean( " AnsCr edent i al s. proper
ties"));
} catch (1 OException el) {
Systemout.println("Credentials were not properly entered into AnsCre
dential s. properties.");
Systemout. println(el. get Message());
10 Systemexit(-1);
}

/1l Create the AnmazonEC2Cl i ent object so we can call various APIs.
AmazonEC2 ec2 = new AnmazonEC2C i ent (credenti al s);
15
/1 Initializes a Spot |Instance Request
Request Spot | nst ancesRequest request Request = new Request Spot | nst ances
Request () ;

/! Request 1 x tl.micro instance with a bid price of $0.03.
20 request Request . set Spot Price("0.03");
request Request . set | nst anceCount (| nt eger.val ueO (1)) ;

/1 Set up the specifications of the launch. This includes the instance
/1 type (e.g. tl.mcro) and the | atest Amazon Linux AM id avail able.
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25 // Note, you should always use the | atest Amazon Linux AM id or another
/1 of your choosing.
LaunchSpeci fication | aunchSpecification = new LaunchSpecification();
I aunchSpeci fication. set| nagel d("ani -8clfece5");
I aunchSpeci fication. setlnstanceType("t1l. mcro");
30
/1 Add the security group to the request.
ArraylLi st<String> securityGoups = new ArrayList<String>();
securityGoups. add("GettingStartedG oup");
I aunchSpeci fi cation. set SecurityG oups(securityG oups);

35
/1 Set up the availability zone to use. Note we could retrieve the
/1 availability zones using the ec2.describeAvailabilityZones() API. For
/1 this dembo we will just use us-east-1la.
Spot Pl acenent pl acenment = new Spot Pl acenent ("us-east-1b");
40

| aunchSpeci fication. set Pl acenent (pl acenent) ;

/1 Add the | aunch specification.
request Request . set LaunchSpeci fi cati on(l aunchSpeci ficati on);
45
/1 Call the RequestSpotlnstance API.
Request Spot | nst ancesResult request Result = ec2.request Spotl nstances(re
quest Request) ;

Lastly, you can specify a placement group if you are using High Performance Computing (HPC) Spot
instances, such as cluster compute instances or cluster GPU instances. Placement groups provide you
with lower latency and high-bandwidth connectivity between the instances. An example of how to set a
placement group follows.

1
/'l Retrieves the credentials froman AWCredentials.properties file.
AWSCredentials credentials = null;
try {
5 credentials = new PropertiesCredenti al s(
CettingStartedApp. cl ass. get Resour ceAsSt rean( " AnsCr edent i al s. proper
ties"));
} catch (1 OException el) {
Systemout.println("Credentials were not properly entered into AnsCre
dential s. properties.");
Systemout. println(el. get Message());
10 Systemexit(-1);
}

/1l Create the AnmazonEC2Cl i ent object so we can call various APIs.
AmazonEC2 ec2 = new AnmazonEC2C i ent (credenti al s);
15
/1 Initializes a Spot |Instance Request
Request Spot | nst ancesRequest request Request = new Request Spot | nst ances
Request () ;

/! Request 1 x tl.micro instance with a bid price of $0.03.
20 request Request . set Spot Price("0.03");
request Request . set | nst anceCount (| nt eger.val ueO (1)) ;

/1 Set up the specifications of the launch. This includes the instance
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/1 type (e.g. tl.mcro) and the | atest Amazon Linux AM id avail able.
25 // Note, you should always use the | atest Amazon Linux AM id or another
/1 of your choosing.
LaunchSpeci fication | aunchSpecification = new LaunchSpecification();
I aunchSpeci fication. set| nagel d("ani -8clfece5");
I aunchSpeci fication. setlnstanceType("t1l. mcro");
30
/1 Add the security group to the request.
Arrayli st<String> securityGoups = new ArrayList<String>();
securityGoups. add("GettingStartedG oup");
I aunchSpeci fi cation. set SecurityG oups(securityG oups);
35
/1 Set up the placenent group to use w th whatever nane you desire.
/1l For this denp we will just use "ADVANCED- DEMO- PLACEMVENT- GROUP" .
Spot Pl acenent pl acenment = new Spot Pl acenent () ;
pl acenent . set G oupNane(" ADVANCED- DEMO- PLACEMENT- GROUP" ) ;
40 | aunchSpeci fication. set Pl acenent (pl acenent) ;

/1 Add the | aunch specification.
request Request . set LaunchSpeci fi cati on(l aunchSpeci ficati on);

45 // Call the Request Spotlnstance API.
Request Spot | nst ancesResult request Result = ec2.request Spotl nstances(re
quest Request) ;

All of the parameters shown in this section are optional. It is also important to realize that most of these
parameters—uwith the exception of whether your bid is one-time or persistent—can reduce the likelihood
of bid fulfillment. So, it is important to leverage these options only if you need them. All of the preceding
code examples are combined into one long code sample, which can be found in the

com anmazonaws. codesanpl es. advanced. I nl i neGet ti ngSt art edCodeSanpl eApp. j ava class.

How to Persist a Root Partition After Interruption or Termination

One of the easiest ways to manage interruption of your Spot instances is to ensure that your data is
checkpointed to an Amazon Elastic Block Store (Amazon EBS) volume on a regular cadence. By
checkpointing periodically, if there is an interruption you will lose only the data created since the last
checkpoint (assuming no other non-idempotent actions are performed in between). To make this process
easier, you can configure your Spot Request to ensure that your root partition will not be deleted on
interruption or termination. We've inserted new code in the following example that shows how to enable
this scenario.

In the added code, we create a Bl ockDevi ceMappi ng object and set its associated Elastic Block Storage
(EBS) to an EBS object that we've configured to not be deleted if the Spot Instance is terminated. We
then add this Bl ockDevi ceMappi ng to the ArrayList of mappings that we include in the launch
specification.

1
/'l Retrieves the credentials froman AWSCredentials.properties file.
AWSCredentials credentials = null;
try {
5 credentials = new PropertiesCredenti al s(
CGettingStartedApp. cl ass. get Resour ceAsSt rean( " AnsCr edent i al s. proper
ties")):
} catch (1 OException el) {
Systemout.println("Credentials were not properly entered into AnsCre
dential s. properties.");
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Systemout. println(el. get Message());
10 Systemexit(-1);
}

/1l Create the AnmazonEC2Cl i ent object so we can call various APIs.
AmazonEC2 ec2 = new AnmazonEC2C i ent (credenti al s);
15
/1 Initializes a Spot |Instance Request
Request Spot | nst ancesRequest request Request = new Request Spot | nst ances
Request () ;

/! Request 1 x tl.micro instance with a bid price of $0.03.
20 request Request . set Spot Price("0.03");
request Request . set | nst anceCount (| nt eger.val ueO (1)) ;

/1 Set up the specifications of the launch. This includes the instance
/1 type (e.g. tl.mcro) and the latest Amazon Linux AM id avail able.
25 // Note, you should always use the | atest Amazon Linux AM id or another
/1 of your choosing.
LaunchSpeci fication | aunchSpecification = new LaunchSpecification();
I aunchSpeci fication. set| nagel d("ani -8clfece5");
I aunchSpeci fication. setlnstanceType("t1l. mcro");
30
/1 Add the security group to the request.
Arrayli st<String> securityGoups = new ArrayList<String>();
securityGoups. add("GettingStartedG oup");
I aunchSpeci fi cation. set SecurityG oups(securityG oups);
35
/1 Create the block device nmapping to describe the root partition.
Bl ockDevi ceMappi ng bl ockDevi ceMappi ng = new Bl ockDevi ceMappi ng() ;
bl ockDevi ceMappi ng. set Devi ceNane("/ dev/ sdal");

40 // Set the delete on termnation flag to fal se.
EbsBl ockDevi ce ebs = new EbsBI ockDevi ce();
ebs. set Del et eOnTer mi nati on( Bool ean. FALSE) ;
bl ockDevi ceMappi ng. set Ebs( ebs) ;

45 // Add the bl ock device mapping to the block Iist.

Arrayli st <Bl ockDevi ceMappi ng> bl ockLi st = new ArraylLi st <Bl ockDevi ceMap
pi ng>();

bl ockLi st. add( bl ockDevi ceMappi ng) ;

/1 Set the bl ock device mapping configuration in the launch specifications.
50 | aunchSpeci fication. set Bl ockDevi ceMappi ngs(bl ockLi st);

/1 Add the | aunch specification.
request Request . set LaunchSpeci fi cati on(l aunchSpeci ficati on);

55 // Call the Request Spotlnstance API.
Request Spot | nst ancesResult request Result = ec2.request Spotlnstances(re
quest Request) ;

Assuming you wanted to re-attach this volume to your instance on startup, you can also use the block
device mapping settings. Alternatively, if you attached a non-root partition, you can specify the Amazon
EBS volumes you want to attach to your Spot instance after it resumes. You do this simply by specifying
a snapshot ID in your EbsBl ockDevi ce and alternative device name in your Bl ockDevi ceMappi ng
objects. By leveraging block device mappings, it can be easier to bootstrap your instance.
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Using the root partition to checkpoint your critical data is a great way to manage the potential for interruption
of your instances. For more methods on managing the potential of interruption, please visit the Managing
Interruption video.

How to Tag Your Spot Requests and Instances

Adding tags to EC2 resources can simplify the administration of your cloud infrastructure. A form of
metadata, tags can be used to create user-friendly names, enhance searchability, and improve coordination
between multiple users. You can also use tags to automate scripts and portions of your processes.

To add tags to your resources, you need to tag them after they have been requested. Specifically, you
must add a tag after a Spot request has been submitted or after the Runl nst ances call has been
performed. The following code example illustrates adding tags.

1
/*
* Copyright 2010-2011 Amazon.com Inc. or its affiliates. All Rights Re
served.
*
5 * Licensed under the Apache License, Version 2.0 (the "License").
* You may not use this file except in conpliance with the License.
* A copy of the License is |located at

* http://aws. amazon. com apache2.0

10 *
* or inthe "license" file acconpanying this file. This file is distributed
* on an "AS I'S" BASIS, W THOUT WARRANTI ES OR CONDI TI ONS OF ANY KI ND, either
* express or inplied. See the License for the specific |anguage governing
* pernmissions and |limtations under the License.

15 =/
package com anazonaws. codesanpl es. advanced,;

import java.io.|OException;
inmport java.util.Arraylist;
20 inport java.util.List;

i mport com anazonaws. AmazonSer vi ceExcepti on;
i mport com anmzonaws. aut h. AWSCr edent i al s;
i mport com anmzonaws. aut h. Properti esCredenti al s;
25 inmport com amazonaws. codesanpl es. getting_started. GettingStartedApp;
i mport com anazonaws. servi ces. ec2. AmazonEC2;
i mport com anmzonaws. servi ces. ec2. AmazonEC2d i ent ;
i mport com anmmzonaws. servi ces. ec2. nodel . Cancel Spot | nst anceRequest sRequest ;
i mport com amazonaws. servi ces. ec2. nodel . Cr eat eTagsRequest ;
30 i mport com anmazonaws. servi ces. ec2. nodel . Descri beSpot | nst anceRequest sRequest ;
i nport com anazonaws. servi ces. ec2. nodel . Descri beSpot | nst anceRequest sResul t;
i mport com anmzonaws. servi ces. ec2. nodel . LaunchSpeci fi cati on;
i mport com amazonaws. servi ces. ec2. nodel . Request Spot | nst ancesRequest ;
i mport com amazonaws. servi ces. ec2. nodel . Request Spot | nst ancesResul t ;
35 inmport com amazonaws. servi ces. ec2. nodel . Spot | nst anceRequest ;
i mport com amazonaws. servi ces. ec2. nodel . Tag;
i mport com anazonaws. servi ces. ec2. nodel . Ter m nat el nst ancesRequest ;

/**
40 * Wl come to your new AWS Java SDK based project!

*

* This class is meant as a starting point for your consol e-based application
t hat

APl Version 2013-10-01
186



http://www.youtube.com/watch?feature=player_embedded&v=wcPNnUo60pc
http://www.youtube.com/watch?feature=player_embedded&v=wcPNnUo60pc
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/Using_Tags.html

Amazon Elastic Compute Cloud User Guide
Advanced Tasks

* makes one or nore calls to the AWS services supported by the Java SDK,
such as EC2,
* SinpleDB, and S3.

45 =
* |n order to use the services in this sanple, you need:
*
* - Avalid Amazon Web Services account. You can register for AW at:
* https://aws-portal . anmazon. coni gp/ aws/ devel oper/regi stration/in
dex. htm
50 *
* - Your account's Access Key ID and Secret Access Key:
* http://aws. amazon. com security-credential s
*
* - A subscription to Amazon EC2. You can sign up for EC2 at:
55 * http://aws. amazon. conl ec2/
*
*

/

public class InlineTaggi ngCodeSanpl eApp {

60
/**
* @aram args
*/
public static void main(String[] args) {
65 I /]
/1 Submitting a Request /]
I /]
/'l Retrieves the credentials froman AWCredentials.properties file.
70 AWSCredentials credentials = null;
try {
credentials = new PropertiesCredenti al s(
CettingStartedApp. cl ass. get Resour ceAsSt rean( " AnsCr edent i al s. proper
ties"));
} catch (I OException el) {
75 Systemout.println("Credentials were not properly entered into

AwsCredenti al s. properties.");
Systemout. println(el. get Message());
Systemexit(-1);
}

80 /1 Create the AnmazonEC2Cl i ent object so we can
/1 call various APIs.
AmazonEC2 ec2 = new AnmazonEC2C i ent (credenti al s);

/1 Initializes a Spot |Instance Request
85 Request Spot | nst ancesRequest request Request = new Request Spot | nst ances
Request () ;

/! Request 1 x tl.micro instance with a bid price of $0.03.
request Request . set Spot Pri ce("0.03");
request Request . set | nst anceCount (| nt eger.val ueO (1)) ;

90
/1 Set up the specifications of the launch. This includes
/1 the instance type (e.g. tl.mcro) and the |atest Amazon
/1 Linux AM id available. Note, you should always use the
/1 1l atest Amazon Linux AM id or another of your choosing.
95 LaunchSpeci fication | aunchSpecification = new LaunchSpecification();
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100

105

110

I aunchSpeci fication. setl nagel d("ani -8clfece5");
I aunchSpeci fication. setlnstanceType("t1l. mcro");

/1 Add the security group to the request.

Arrayli st<String> securityGoups = new ArrayList<String>();
securityGoups. add("GettingStartedG oup");

I aunchSpeci fi cation. set SecurityG oups(securityG oups);

/1 Add the | aunch specifications to the request.
request Request . set LaunchSpeci fi cati on(l aunchSpeci ficati on);

|| ======== Getting the Request ID fromthe Request ===========//

/1 Call the RequestSpotlnstance API.

Request Spot | nst ancesResul t request Result = ec2. request Spot | nst ances(re

quest Request) ;

Li st <Spot | nst anceRequest > request Responses = request Resul t. get Spot I n

st anceRequest s() ;

115

120

/1 Set up an arraylist to collect all of the request ids we want to
/1 watch hit the running state.
ArraylLi st<String> spotlnstanceRequestlds = new ArrayLi st<String>();

/1 Add all of the request ids to the hashset, so we can

/1 determ ne when they hit the active state.

for (SpotlnstanceRequest requestResponse : request Responses) {
Systemout.println("Created Spot Request: "+request Response. get Spot

I nst anceRequest 1 d());

125

130

135

140

145

150

spot | nst anceRequest | ds. add(r equest Response. get Spot | nst anceRequest 1 d());

= Tag the Spot Requests ==

/1l Create the list of tags we want to create
Arrayli st <Tag> request Tags = new Arrayli st <Tag>();
request Tags. add(new Tag("keynanel", "val uel"));

/1l Create a tag request for the requests.

Cr eat eTagsRequest creat eTagsRequest _requests = new Creat eTagsRequest () ;

cr eat eTagsRequest _request s. set Resour ces(spot | nst anceRequest | ds) ;
creat eTagsRequest _requests. set Tags(request Tags) ;

/1 Try to tag the Spot request subnitted.

try {
ec2. creat eTags(creat eTagsRequest _requests);

} catch (AmazonServi ceException e) {
/1 Wite out any exceptions that nay have occurred.
Systemout.printin("Error term nating instances");
System out. println("Caught Exception: " + e.getMessage());
Systemout. println("Reponse Status Code: " + e.getStatusCode());
Systemout.println("Error Code: " + e.getErrorCode());
Systemout.println("Request ID. " + e.getRequestld());
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|/ ======= Deternmining the State of the Spot Request =========//

/1 I
155 /Il Create a variable that will track whether there are any

/'l requests still in the open state.

bool ean anyQpen;

/1 Initialize variables.
160 ArrayList<String> instancelds = new ArrayList<String>();

do {
/1 Create the describeRequest with tall of the request
/! id to nonitor (e.g. that we started).
165 Descri beSpot | nst anceRequest sRequest descri beRequest = new Descri beS
pot I nst anceRequest sRequest () ;
descri beRequest . set Spot | nst anceRequest | ds(spot | nst anceRequest | ds);

/1 Initialize the anyCOpen variable to false - which assunes there are
no requests open unl ess

/1 we find one that is still open
170 anyOpen = fal se;
try {

/1l Retrieve all of the requests we want to nonitor.

Descri beSpot | nst anceRequest sResult descri beResult = ec2. describeS
pot I nst anceRequest s(descri beRequest) ;
175 Li st <Spot | nst anceRequest > descri beResponses = descri beResul t. get
Spot | nst anceRequest s() ;

/1 Look through each request and determine if they are al
/1 in the active state
for (SpotlnstanceRequest descri beResponse : descri beResponses) {
180 /1 1f the state is open, it hasn't changed since we
/l attenpted to request it. There is the potentia
/1 for it to transition alnost imediately to closed or
/1 cancel ed so we conpare agai nst open instead of active
if (describeResponse. getState().equal s("open")) {
185 anyQpen = true;
br eak;
}

/1 Add the instance id to the list we wll
190 /1 eventually term nate.
i nstancel ds. add(descri beResponse. getl nstancel d());
}
} catch (AmazonServi ceException e) {
/1 I'f we have an exception, ensure we don't break out
195 /1 of the loop. This prevents the scenario where there
/1 was blip on the wre.
anyQpen = true

}

200 try {
/1 Sleep for 60 seconds.
Thr ead. sl eep(60*1000) ;
} catch (Exception e) {
/1 Do nothing because it woke up early.
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205

210

215

220

225

230

235

}
} while (anyOpen);

= Tag the Spot I|nstances =

/'l Create the list of tags we want to create
Arrayli st <Tag> i nstanceTags = new ArraylLi st<Tag>();
i nst anceTags. add( new Tag("keynanel", "val uel"));

/1l Create a tag request for instances.

Creat eTagsRequest creat eTagsRequest _i nstances = new Cr eat eTagsRequest () ;
creat eTagsRequest _i nstances. set Resour ces(i nstancel ds);
creat eTagsRequest _i nst ances. set Tags(i nstanceTags) ;

/1 Try to tag the Spot instance started.

try {
ec2. creat eTags(creat eTagsRequest _i nstances);

} catch (AmazonServi ceException e) {
/1 Wite out any exceptions that nay have occurred.
Systemout.printin("Error term nating instances");
System out. println("Caught Exception: " + e.getMessage());
Systemout. println("Reponse Status Code: " + e.getStatusCode());
Systemout.println("Error Code: " + e.getErrorCode());
Systemout.println("Request ID. " + e.getRequestld());

}

I /1
/1 Cancel i ng the Request /]
I /1

try {
/1 Cancel requests.

Cancel Spot | nst anceRequest sRequest cancel Request = new Cancel Spotln

st anceRequest sRequest (spot | nst anceRequest | ds) ;

240

245

250

255

ec2. cancel Spot | nst anceRequest s(cancel Request) ;

} catch (AmazonServi ceException e) {
/1 Wite out any exceptions that nay have occurred.
Systemout.println("Error canceling instances");
Systemout. println("Caught Exception: " + e.getMessage());
Systemout. println("Reponse Status Code: " + e.getStatusCode());
Systemout.printin("Error Code: " + e.getErrorCode());
Systemout.println("Request ID " + e.getRequestld());

}

I /1
/1 Termi nating any Instances /]
I /1
try {
/1 Term nate instances.
Ter mi nat el nst ancesRequest terni nat eRequest = new Ter ni nat el nst ances

Request (i nstancel ds);

260

ec2.term nat el nstances(term nat eRequest);

} catch (AmazonServi ceException e) {
/1 Wite out any exceptions that nay have occurred.
Systemout.printin("Error term nating instances");
Systemout. println("Caught Exception: " + e.getMessage());
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Systemout. println("Reponse Status Code: " + e.getStatusCode());
Systemout.println("Error Code: " + e.getErrorCode());
Systemout.println("Request ID " + e.getRequestld());
}
265 '} // main

}

Tags are a simple first step toward making it easier to manage your own cluster of instances. To read
more about tagging Amazon EC2 resources, go to Using Tags in the Amazon Elastic Compute Cloud
User Guide.

Bringing It All Together

To bring this all together, we provide a more object-oriented approach that combines the steps we showed
in this tutorial into one easy to use class. We instantiate a class called Request s that performs these
actions. We also create a Get t i ngSt ar t edApp class, which has a main method where we perform the
high level function calls.

The complete source code is available for download at GitHub.

Congratulations! You've completed the Advanced Request Features tutorial for developing Spot Instance
software with the AWS SDK for Java.

Starting Clusters on Spot Instances

Grids are a form of distributed computing that enable a user to leverage multiple instances to perform
parallel computations. Customers—such as Numerate, Scribd, and the University of Barcelona/University
of Melbourne—use Grid Computing with Spot Instances because this type of architecture can take
advantage of Spot Instance’s built-in elasticity and low prices to get work done faster at a more
cost-effective price.

To get started, a user will break down the work into discrete units called jobs, and then submit that work
to a “master node.” These jobs will be queued up, and a process called a “scheduler” will distribute that

work out to other instances in the grid, called “worker nodes.” After the result is computed by the worker
node, the master node is notified, and the worker node can take the next operation from the queue. If the
job fails or the instance is interrupted, the job will automatically be re-queued by the scheduler process.

As you work to architect your application, it is important to choose the appropriate amount of work to be
included in your job. We recommend breaking your jobs down into a logical grouping based on the time
it would take to process. Typically, you will want to create a workload size less than an hour, so that if
you have to process the workload again, it doesn'’t cost you additional money (you don't pay for the hour
if we interrupt your instance).

Many customers use a Grid scheduler, such as Oracle Grid Engine or UniCloud, to set up a cluster. If
you have long-running workloads, the best practice is to run the master node on On-Demand or Reserved
Instances, and run the worker nodes on Spot or a mixture of On-Demand, Reserved, and Spot Instances.
Alternatively, if you have a workload that is less than an hour or you are running a test environment, you
may want to run all of your instances on Spot. No matter the setup, we recommend that you create a
script to automatically re-add instances that may be interrupted. Some existing tools—StarCluster, for
example— can help you manage this process.

Quick Look: How to Launch a Cluster on Spot Video
Chris Dagdigian, from AWS Solution Provider BioTeam, provides a quick overview of how to start a cluster

from scratch in about 10 to 15 minutes on Amazon EC2 Spot Instances using StarCluster. StarCluster is
an open source tool created by a lab at MIT that makes it easy to set up a new Oracle Grid Engine cluster.
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In this video, Chris walks through the process of installing, setting up, and running simple jobs on a cluster.
Chris also leverages Spot Instances, so that you can potentially get work done faster and potentially save
between 50 percent to 66 percent. How to Launch a Cluster on Spot
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Reserved Instances

Amazon Elastic Compute Cloud (Amazon EC2) Reserved Instances is a pricing model that enables you
to reserve capacity for your EC2 instances and lowers your average instance cost. With Reserved
Instances, you pay a low, one-time fee for the capacity reservation and then receive a significant discount
on the hourly charge for your instances. When you want to use your reserved capacity, you launch an
EC2 instance with the same configuration as the reserved capacity that you purchased. Amazon Web
Services (AWS) will automatically apply the discounted hourly rate that is associated with your capacity
reservation. You are charged the discounted hourly rate for your EC2 instance for as long as you own
the Reserved Instance. When the term of your Reserved Instance ends, you can continue using the EC2
instance without interruption. However, you will now be charged at the On-Demand rate.

Reserved Instances can provide substantial savings over owning your own hardware or running only
On-Demand instances, as well as help assure that the capacity you need is available to you when you
require it.

To purchase an Amazon EC2 Reserved Instance, you must select an instance type (such as m1.small),
platform (Linux/UNIX, Windows, or Windows with SQL Server), location (region and Availability Zone),
and term (either one year or three years). If you want your Reserved Instance to run on a specific
Linux/UNIX platform, you must identify that platform when you purchase the reserved capacity. Then,
when you're ready to use the Reserved Instance that you purchased, you must choose an Amazon
Machine Image (AMI) that runs that specific Linux/UNIX platform, along with any other specifications you
identified during the purchase.

For example, if you require a one-year, SUSE Linux, m1.medium Reserved Instance in the Singapore
region, purchasing a one-year, Linux/UNIX, m1.medium Reserved Instance in the Singapore region will
not give you the capacity guarantee and pricing benefit. Both your Reserved Instance purchase and the
instance you launch must specify the same SUSE Linux product platform.

For product pricing information, see the following pages:

¢ AWS Service Pricing Overview
¢ Amazon EC2 On-Demand Instances Pricing
¢« Amazon EC2 Reserved Instance Pricing

Reserved Instance Overview

The following information will help you get started working with Amazon EC2 Reserved Instances:

« Complete all the prerequisite tasks first—such as registration, signing up, and installing the tools—so
you can start working with Reserved Instances. For more information, see Getting Started with Reserved
Instances (p. 194).

« Before you buy and sell Reserved Instances, you can learn more about them by reading Steps for
Using Reserved Instances (p. 195).

« Standard one- and three-year terms for Reserved Instances are available for purchase from AWS, and
non-standard terms are available for purchase from third-party resellers through the Reserved Instance
Marketplace.

« Optimize your Reserved Instance costs by selecting the pricing model that best matches how often
you plan to use your instances. For more information, see Choosing Reserved Instances Based on
Your Usage Plans (p. 199).

¢ Learn more about the pricing benefit of Reserved Instances. For more information, see Understanding
the Pricing Benefit of Reserved Instances (p. 208).

¢ Understand Reserved Instance pricing tiers and how to take advantage of discount pricing. For more
information, see Understanding Reserved Instance Pricing Tiers (p. 200).
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« You can sell your unused Reserved Instances in the Reserved Instance Marketplace. The Reserved
Instance Marketplace makes it possible for sellers who have Reserved Instances that they no longer
need to find buyers who are looking to purchase additional capacity. Reserved Instances bought and
sold through the Reserved Instance Marketplace work like any other Reserved Instances. For more
information, see Reserved Instance Marketplace (p. 209).

For a checklist that summarizes requirements for working with Reserved Instances and the Reserved
Instance Marketplace, see Requirements Checklist for Reserved Instances (p. 262).

What Do You Want to Do Next?

e Learn:
e Getting Started with Reserved Instances (p. 194)
¢ Buying Reserved Instances (p. 212)
« Selling in the Reserved Instance Marketplace (p. 236)
¢ Using Reserved Instances in Amazon VPC (p. 196)
* Start:
¢ Becoming a Buyer (p. 213)
» Purchasing Reserved Instances (p. 214)
¢ Obtaining Information About Your Reserved Instances (p. 222)
* Modifying Your Reserved Instances (p. 227)
¢ Registering as a Seller (p. 237)
« Listing Your Reserved Instance (p. 242)

Getting Started with Reserved Instances

Topics
e Get Set Up (p. 194)
¢ Steps for Using Reserved Instances (p. 195)
¢ Using Reserved Instances in Amazon VPC (p. 196)
¢ Tools for Working with Reserved Instances (p. 197)

You can use Amazon Elastic Compute Cloud (Amazon EC2) Reserved Instances to reserve capacity for
your instances and get the benefits of lower-cost computing. With Reserved Instances you pay a low,
one-time fee and in turn receive a significant discount on the hourly charge for your instance. Reserved
Instances can provide substantial savings over owning your own hardware or running only On-Demand
instances, as well as help assure that the capacity you need is available to you when you require it. This
topic takes you through the basic information you need to get started with Reserved Instances

Get Set Up

Before you get started working with Reserved Instances, you should complete the following tasks:
« Sign up.

To work with Reserved Instances, read and complete the instructions described in Getting Started with
Amazon EC2 Linux Instances (p. 22), which provides information on signing up for your Amazon EC2
account and credentials.

* [nstall the tools.
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You can use the Amazon EC2 tools—AWS Management Console, Amazon EC2 Command Line
Interface (CLI) tools, or the Amazon EC2 API—to work with EC2 Reserved Instances and search for
offerings. For more information, see Tools for Working with Reserved Instances (p. 197).

If you want to start working with Reserved Instances using specific tools, see AWS Management
Console (p. 197), the Command Line Interface Tools (p. 197), or the API (p. 198).

Steps for Using Reserved Instances

There are five sets of steps to follow when you use Reserved Instances. You can purchase Amazon EC2
Reserved Instances, and then you can launch them. You can view the Reserved Instances you have,
modify them, and you can sell unused Reserved Instances in the Reserved Instance Marketplace.
(Restrictions apply. For information, see Requirements Checklist for Reserved Instances (p. 262).) This
section describes purchasing, launching, viewing, modifying, and selling Reserved Instances.

You can use the AWS Management Console, the Amazon EC2 CLI tools, or the Amazon EC2 API to

perform any of these tasks. Before you get started, you need to set up the prerequisite accounts and

tools. For more information, see Get Set Up (p. 194).

1. Purchase.

a. Determine how much capacity you want to reserve. Specify the following criteria for your instance

reservation.

¢ Platform (for example, Linux/UNIX).
Note
When you want your Reserved Instance to run on a specific Linux/UNIX platform, you
must identify the specific platform when you purchase the reserved capacity. Then, when
you launch your instance with the intention of using the reserved capacity you purchased,
you must choose the Amazon Machine Image (AMI) that runs that specific Linux/UNIX
platform, along with any other specifications you identified during the purchase.

¢ Instance type (for example, m1l.small).

« Term (time period) over which you want to reserve capacity (one or three years).

¢ Tenancy specification, if you want to reserve capacity for your instance to run in single-tenant
hardware (dedicated tenancy, as opposed to shared).

* Region and Availability Zone where you want to run the instance.

b. Choose the offering type that best addresses how much you want to pay and how often you plan
to run your instances.

¢ Heavy Utilization
¢ Medium Utilization
« Light Utilization

For more information about these offering types, see Choosing Reserved Instances Based on Your
Usage Plans (p. 199).

c. Search for offerings that meet the criteria you specified.
d. Purchase offerings that fulfill your requirements.

For more information, see Purchasing Reserved Instances (p. 214).
. Launch.

To use your Reserved Instance, launch an On-Demand EC2 instance with the same criteria as your
Reserved Instance (the region, Availability Zone, instance type, and platform specified when you
purchased your Reserved Instance). See step 1.
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Note
Reserved Instance pricing benefits and capacity guarantees automatically apply to any running
EC2 instances you have that aren't already covered by a reservation.

For more information, see Launch Your Instance (p. 266).
3. View.

You can view the Reserved Instances that you own or that are available to your account, and confirm
that your instances are running as specified.

For more information, see Obtaining Information About Your Reserved Instances (p. 222).
4. Modify.

You can modify your Reserved Instances by moving them between Availability Zones within the same
region, changing their instance type to another instance type in the same instance family, or modifying
the network platform of the Reserved Instances between EC2-VPC and EC2-Classic.

For more information, see Modifying Your Reserved Instances (p. 227).
5. Sell Reserved Instance capacity that you no longer need.

a. Register as a seller in the Reserved Instance Marketplace using the Seller Registration wizard. For
more information, see Registering as a Seller (p. 237).

Note

Not every customer can sell in the Reserved Instance Marketplace and not all Reserved
Instances can be sold in the Reserved Instance Marketplace. For information, see
Requirements Checklist for Reserved Instances (p. 262).

b. Decide on a price for the Reserved Instances that you want to sell. For more information, see Pricing
Your Reserved Instances (p. 241).

c. List your Reserved Instances. For more information, see Listing Your Reserved Instance (p. 242).

d. Find out how you get paid when your Reserved Instances are sold. For more information, see Getting
Paid (p. 261).

Using Reserved Instances in Amazon VPC

To launch Reserved Instances in Amazon Virtual Private Cloud (Amazon VPC), you must either have an
account that supports a default VPC or you must purchase an Amazon VPC Reserved Instance.

If your account does not support a default VPC, you must purchase an Amazon VPC Reserved Instance
by selecting a platform that includes Amazon VPC in its name. For more information, see Detecting Your
Supported Platforms and Whether You Have a Default VPC. For information about Amazon VPC, see
What is Amazon VPC? in the Amazon Virtual Private Cloud User Guide.

If your account supports a default VPC, the list of platforms available does not include Amazon VPC in
its name because all platforms have default subnets. In this case, if you launch an instance with the same
configuration as the capacity you reserved and paid for, that instance is launched in your default VPC
and the capacity guarantees and billing benefits are applied to your instance. For information about default
VPCs, see Your Default VPC and Subnets in the Amazon Virtual Private Cloud User Guide.

You can also choose to purchase Reserved Instances that are physically isolated at the host hardware
level by specifying dedicated as the instance tenancy. For more information about Dedicated Instances,
see Using EC2 Dedicated Instances Within Your VPC in the Amazon Virtual Private Cloud User Guide.

APl Version 2013-10-01
196


http://docs.aws.amazon.com/AmazonVPC/latest/UserGuide/default-vpc.html#detecting-platform
http://docs.aws.amazon.com/AmazonVPC/latest/UserGuide/default-vpc.html#detecting-platform
http://docs.aws.amazon.com/AmazonVPC/latest/UserGuide//VPC_Introduction.html
http://docs.aws.amazon.com/AmazonVPC/latest/UserGuide//default-vpc.html
http://docs.aws.amazon.com/AmazonVPC/latest/UserGuide//dedicated-instance.html

Amazon Elastic Compute Cloud User Guide
Getting Started with Reserved Instances

Tools for Working with Reserved Instances

You can use the AWS Management Console (p. 197), the Command Line Interface Tools (p. 197), or the
API (p. 198) to list or search for available Amazon EC2 Reserved Instances, purchase reserved capacity,
manage your Reserved Instance, and sell your unused Reserved Instances.

If you use the CLI tools, first you should read and complete the instructions described in Setting Up the
Amazon EC2 Command Line Interface Tools on Linux/UNIX (p. 541). The Getting Started topic walks you
through setting up your environment for use with the CLI tools.

AWS Management Console
The AWS Management Console has tools specifically designed for Reserved Instances tasks. You can
find them in the Amazon EC2 console. You will also find general tools that you can use to manage the

instances launched when you use your Reserved Instances.

« The Reserved Instances page is where you work with your Reserved Instances.

nees >

veoeve g i

¢ Use the Purchase Reserved Instances page to specify the details of the Reserved Instances you
want to purchase.

Purchase Reserved Instances X

Platform  LInUXIUNIX v Avallability Zone Any v Tenancy

Instance Type ti.micro v Term Any v Offering Type Any v searcn

v, [P

Filter: Allinstances v AllInstance Types v Q) X 1106 ot

Nome ¥ - Instance

seee e

@ oo ©c25420820. 20131040712

Command Line Interface Tools

To purchase Reserved Instances, or sell them in the Reserved Instance Marketplace, you can use Amazon
EC2 command line interface (CLI) tools specifically designed for these tasks. To manage the instances
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when your Reserved Instances are launched, use the same commands in the CLI tools that you use for

any other Amazon EC2 instances.

The following table lists the commands in the CLI tools that you use specifically for Reserved Instances

tasks.

Task
List Reserved Instances that you have purchased.
Modify the Reserved Instances you own.

View the modifications made to your Reserved
Instances.

View the Reserved Instances offerings that are
available for purchase.

Create a listing of the Reserved Instances you want
to sell in the Reserved Instance Marketplace.

View the details of your Reserved Instance listings
in the Reserved Instance Marketplace.

Purchase a Reserved Instance.

Cancel your active Reserved Instances listing in
the Reserved Instance Marketplace.

CLI
ec2-descri be-reserved-instances
ec2-nodi fy-reserved-i nst ances

ec2-descri be-reserved-i nst ances- nodi fi cati ons

ec2- descri be-reserved-i nst ances- of f eri ngs

ec2-create-reserved-instances-listing

ec2-descri be-reserved-instances-1i stings

ec2- pur chase-reserved-i nst ances- of feri ng

ec2-cancel -reserved-instances-1|isting

For information about CLI commands, see the Amazon Elastic Compute Cloud Command Line Reference.

API

To purchase Reserved Instances, you use API calls specifically designed for these tasks. To manage
the instances when your Reserved Instances are launched, use the same API calls that you use for any

other Amazon EC2 instances.

The following table lists the API calls you use for Reserved Instances tasks.

Task
List Reserved Instances that you have purchased.
Modify the Reserved Instances you own.

View the modifications made to your Reserved
Instances.

View the Reserved Instances offerings that are
available for purchase.

Create a listing of the Reserved Instances you want
to sell in the Reserved Instance Marketplace.

View the details of your Reserved Instance listings
in the Reserved Instance Marketplace.

Purchase a Reserved Instance.

API
Descri beReser vedl nst ances
Modi f yReser vedl nst ances

Descri beReservedl nst ancesModi fi cati ons

Descri beReservedl nst ancesO f eri ngs

Cr eat eReser vedl nst ancesLi sting

Descri beReser vedl nst ancesLi sti ngs

Pur chaseReser vedl nst ancesOf f eri ng
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Task API

Cancel your active Reserved Instances listing in | Cancel Reser vedl nst ancesLi sti ng
the Reserved Instance Marketplace.

For information about API actions, see the Amazon Elastic Compute Cloud API Reference.

Reserved Instance Fundamentals

This section discusses fundamental concepts that can help you optimize the benefits of Reserved Instances,
and use and manage them effectively.

« Choosing Reserved Instances Based on Your Usage Plans (p. 199)—Select the pricing model that best
matches how often you plan to use your instances.

¢ Understanding Reserved Instance Pricing Tiers (p. 200)—Take advantage of the Reserved Instances
pricing tier discounts in a region, when the total upfront list price of your Reserved Instances in the
region is $250,000 USD or more.

« Understanding the Pricing Benefit of Reserved Instances (p. 208)—Learn how the Reserved Instances
pricing benefits are applied.

¢ Reserved Instance Marketplace (p. 209)—Understand the flexibility provided by the Reserved Instance
Marketplace to AWS customers who can sell the remainder of their Reserved Instances when their
needs change, or buy Reserved Instances with less than the full standard terms from other AWS
customers.

Choosing Reserved Instances Based on Your Usage Plans

You can select a Reserved Instance fee structure based on how often you plan to use your instance. We
offer three Reserved Instance types to address your projected utilization of the instance: Heavy Utilization,
Medium Utilization, or Light Utilization. (To use these Reserved Instance types, make sure you have API
version 2011-11-01 or later.)

Heavy Utilization Reserved Instances can be used to enable workloads that have a consistent baseline
of capacity, or they can run steady-state workloads. Heavy Utilization Reserved Instances require the
highest upfront commitment. However, if you plan to run your Reserved Instances around 35 percent of
the time or more for a three-year term, you may be able to earn the largest savings (up to around 65
percent off of the On-Demand price if your instance utilization is 100 percent) of any of the offering types.
Unlike other Reserved Instances offering types, with Heavy Utilization Reserved Instances, you pay a
one-time fee, followed by a lower hourly fee for the duration of the term regardless of whether or not your
instance is running.

Medium Utilization Reserved Instances are the best option if you plan to use your Reserved Instances a
substantial amount of the time, but want either a lower one-time fee or the flexibility to stop paying for
your instance when you shut it off. Medium Ultilization is a cost-effective option when you plan to run your
Reserved Instances approximately between 19 percent and 35 percent of the time over the Reserved
Instance term. This option can save you up to 59 percent off of the On-Demand price. With Medium
Utilization Reserved Instances, you pay a slightly higher one-time fee than with Light Utilization Reserved
Instances, but you receive lower hourly usage rates when you run an instance. (This offering type is
equivalent to the Reserved Instance offering available before API version 2011-11-01.)

Light Utilization Reserved Instances are ideal for periodic workloads that run only a couple of hours a
day or a few days per week. Some use cases, such as disaster recovery, also require reserved capacity
to meet potential demand without notice. Using Light Utilization Reserved Instances, you pay a one-time
fee followed by a discounted hourly usage fee when your instance is running. You start saving when your
instance is running approximately between 11 percent and 19 percent of the time over the Reserved
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Instance term, and you can save up to 49 percent off of the On-Demand rates over the entire term of

your Reserved Instance.
Note

With Light Utilization and Medium Utilization Reserved Instances, you pay a one-time upfront

fee and then only pay the hourly price when you use the instance. With Heavy Utilization Reserved
Instances, you pay a one-time upfront fee and commit to paying an hourly rate for every hour of
the Reserved Instance's term whether or not you use it.

Remember that discounted usage fees for Reserved Instance purchases are tied to your specifications
of type and Availability Zone of your instance. If you shut down a running EC2 instance on which you
have been getting a discounted rate as a result of a Reserved Instance purchase, and the term of the
Reserved Instance has not yet expired, you will continue to get the discounted rate if you launch another
instance with the same specifications during the remainder of the term.

The following table summarizes the differences between the Reserved Instances offering types.

Reserved Instance Offerings

Offering Upfront Cost Usage Fee Advantage

Heavy Utilization Highest Lowest hourly fee. Lowest overall cost if
Applied to the whole you plan to utilize your
term whether or not Reserved Instances
you're using the more than approximately
Reserved Instance. 35 percent of the time

over a 3-year term.

Medium Utilization Average Hourly usage fee Suitable for elastic
charged for each hour | workloads or when you
you use the instance. expect moderate usage,
We encourage you to approximately between
turn off your instances | 19 percent and 35
when you aren't using | percent of the time over
them so you won't be a 3-year term.
charged for them.

Light Utilization Lowest Hourly usage fee Highest overall cost if

charged. Highest fees of
all the offering types, but
they apply only when
you're using the
Reserved Instance. We
strongly encourage you
to turn off your instances
when you aren't using
them so you won't be
charged for them.

you plan to run all of the
time; however it's the
lowest overall cost if you
anticipate you will use
your Reserved Instances
infrequently,
approximately between
11 percent and 19
percent of the time over
a 3-year term.

Understanding Reserved Instance Pricing Tiers

To qualify for Amazon Elastic Compute Cloud (Amazon EC2) Reserved Instances pricing tier discounts
in a region, the total upfront list price of your Reserved Instances in the region must be $250,000 USD
or more. When your account qualifies for a discount pricing tier, it will automatically receive discounts on
upfront and usage fees for all Reserved Instance purchases that you make within that tier level from that
point on.
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This section introduces you to Reserved Instances pricing tiers and how to take advantage of the pricing
tier discounts.

¢ What Are the Reserved Instance Pricing Tiers? (p. 201)
¢ Current Limitations (p. 201)

e Determining Your Pricing Tier Level (p. 201)

¢ How Do Pricing Tier Discounts Get Applied? (p. 203)

What Are the Reserved Instance Pricing Tiers?
The following table lists the qualifications for each pricing tier and the discount that is applied when the

total upfront list price of your active Reserved Instances in a region crosses into the range of that pricing
tier.

Tier level Total upfront list price of Discount applied to upfront and
active Reserved Instances in | usage fees for Reserved
the region Instances purchased in the tier
Tier O $0 - $250,000 Standard Reserved Instance
upfront and usage fees. No
discount.
Tier 1 $250,000 - $2,000,000 10 percent discount
Tier 2 $2,000,000 - $5,000,000 20 percent discount
Tier 3 Over $5,000,000 Contact Us

Current Limitations
The following limitations currently apply to Reserved Instances pricing tiers:

¢ Amazon EC2 Reserved Instance purchases are the only purchases that will apply toward your Amazon
EC2 Reserved Instance pricing tier discounts. And the Amazon EC2 Reserved Instance pricing tiers
and related discounts apply only to purchases of Amazon EC2 Reserved Instances.

¢« Amazon EC2 Reserved Instance pricing tiers do not apply to Reserved Instances for Windows with
SQL Server Standard or Windows with SQL Server Web.

¢ Amazon EC2 Reserved Instances purchased as part of a tiered discount cannot be sold in the Reserved
Instance Marketplace. For more information about the Reserved Instance Marketplace, see Reserved
Instance Marketplace (p. 209).

For a checklist that summarizes requirements for working with Reserved Instances and the Reserved
Instance Marketplace, see Requirements Checklist for Reserved Instances (p. 262).

Determining Your Pricing Tier Level

To determine which Reserved Instance pricing tier applies to you in a particular region, compare the sum
of your Reserved Instances' upfront list prices to the total upfront list price required for the pricing tier.
List price is the undiscounted Reserved Instance price that you see in the AWS Management Console
or the AWS marketing website. Keep in mind that if the price of Reserved Instances drops after you buy
Reserved Instances, that price drop might not be reflected in the undiscounted Reserved Instance price
of your Reserved Instances.
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Purchase Reserved Instances X

Platform  Linux/UNIX ¥ Availability Zone Any ~ Tenancy Default -

Instance Type m1.medium v Term  Any ¥ oOffering Type Any ¥ searcn

Quanity

Effoctive L e
Seller - Ten . Effec ~ Availabilty Zone- Offering Type - usntir;

1 Add to Cart

JdParty 2 months N

Aws Add to cart

Aws Add to Cart

AWS Light Addto cart

FFF F g
ELS

AWS 36 months Light Uization  Unlimited Add to Cart

List price is not the same as paid price. Paid price is the actual amount that you paid for the Reserved
Instances. (The term paid price is the same as the term fixed price that you see when you use Reserved
Instance tools in the AWS Management Console, command line interface (CLI), or the APL.) If the Reserved
Instance was purchased at a discount, the paid price will be lower than the list price. If the Reserved
Instance was purchased without a discount, the paid price will equal the list price. So, if you purchased
your Reserved Instances without discounts, you can use the fixed price value in the console, the CLI, or
the API to determine which pricing tier your purchase falls under.

Note
In the EC2 console, you might need to turn on the display of the Fixed Price column by clicking
Show/Hide in the top right corner.

Purcnase Resarved Instances -
<

Fiter: All Reserved instances v C

Assuming you purchased your Reserved Instances without discounts, you can determine the pricing tier
for your account by calculating the total fixed price for all your Reserved Instances in a region. To do this
using the console, calculate the sum of the amounts in the Fixed Price column.

Purchase Reserved Instances

Filter: All Reserved Instances ¥ Q x

RID Instance Type = Zone stan Expires Term Offering Type - / nstance Count
20140830 14.
013022815
2130228 15,

2013090909,

93bbbea-b22 013022809.. 2013

995cb137-8ab...  m1large 2013083014, 2013083014,

2013022809 2013030216

da.  milarge

I
1

1

1

1

1

[1

1

1

1

2013022809 2013030216 1
1

2013083014, 2013090909,

M27b627-000..  m1large

Using the Amazon EC2 CLI or the API, you can determine the pricing tier of your account by calculating
the sum of the Fi xedPri ce (CLI) or fi xedPri ce (API) values returned by the

ec2-descri be-reserved-i nst ances command or the Descri beReser vedl nst ances action,
respectively.

Your ec2- descri be-reserved-i nst ances command should look like the following example:

PROVPT> ec2-descri be-reserved-instances --headers

Amazon EC2 returns output similar to the following example:

PROWPT> ec2-descri be-reserved-instances

Type Reservedl nstancesld Avail abilityZone | nstanceType Product Description Dura
tion FixedPrice UsagePrice InstanceCount Start State Currency |nstanceTenancy
O feringType

RESERVEDI NSTANCES f 127bd27- f 0e9- 43bb- 89f 5- 1b8c030bc8f 9 us-east-1b nil. snal |
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Li nux/UNI X 1y 227.5 0.03 1 2011-11-28T16: 17: 12+0000 default active USD Medi um
Uilization

RESERVEDI NSTANCES f 127bd27-f 62e- 4763- 9e09- ee24f 8ccef 5d us-east-1b ml. | arge

Wndows with SQL Server 3y 3400.0 0.35 1 2011-12-02T06: 13: 25+0000 defaul t

active USD Medium Wilization

RESERVEDI NSTANCES 1ba8e2e3- e8b2-4637-al24- ec9c11495ac9 us-east-1d ml. smal |

Li nux/ UNI X (Amazon VPC) 1y 280.0 0.035 1 2011-12-02T06: 05: 28+0000 dedi cat ed

active USD Medium Wilization

RESERVEDI NSTANCES 46a408c7- 89f e- 4b02- bb5e- ech9bbc510eb us-east-1d nR. x|l arge

Li nux/UNI X 1y 1000.0 0.5 1 2011-12-02T06: 05: 27+0000 default active USD Lower

Utilization

RESERVEDI NSTANCES af 9f 760e- 96ae- 4d12- 8abe- 8eble7a2bbdb us-east-1d tl.micro

Li nux/ UNI X 1y 54.0 0.0070 10 2011-12-02T06: 12: 09+0000 default active USD Medi um
Utilization

RESERVEDI NSTANCES 46a408c7- ae07-4611-9d1c-f 6d3a947f 8d3 us-east-1la mil. smal |

Li nux/ UNI X (Amazon VPC) 1y 227.5 0.03 1 2011-11-08T18:00: 02+0000 default active
USD Medium Utilization

RESERVEDI NSTANCES bbcd9749-1211-4134-a7e7-0cdf eclcaca5 us-east-la tl.mcro

Li nux/UNI X 1y 54.0 0.0070 1 2011-11-08T18: 03: 20+0000 default active USD Medi um
Uilization

RESERVEDI NSTANCES d16f 7a91- 556f - 4db5- af c9- 4dd0673334c6 us-east-la ml.| arge

W ndows with SQL Server 3y 3400.0 0.35 1 2011-12-02T06: 22: 03+0000 defaul t

active USD Medium Uilization

REQUEST | D d9121e8b-e7cl-49f 2-88cd-b478cce99751

For an example using the API action, see DescribeReservedInstances.
How Do Pricing Tier Discounts Get Applied?

If a single purchase of Reserved Instances in a region takes you over the threshold of a discount tier,
then the portion of that purchase that is above the price threshold will be charged at the discounted rate.
Refer to the table in the previous section for tiers and discount price points.

Note

Amazon EC2 Reserved Instance purchases are the only purchases that determine your Amazon
EC2 Reserved Instance pricing tiers, and the Amazon EC2 Reserved Instance pricing tiers apply
only to Amazon EC2 Reserved Instance purchases.

Here's an example that shows you the discount effect of a purchase of Reserved Instances that crosses
the discount tier threshold. Let's assume you currently have $200,000 worth of active Reserved Instances
in the us-east-1 Region. You purchase 75 Reserved Instances at the list price of $1,000 each. That's a
total of $75,000, which brings the total amount you have paid for active Reserved Instances to $275,000.
Since the discount pricing threshold is $250,000, the first $50,000 of your new purchase would not receive
a discount. The remaining $25,000, which exceeds the discount pricing threshold, would be discounted
by 10 percent ($2,500). This means you will only be charged $22,500 for the remainder of your purchase
(25 instances), and you will be charged discounted usage rates for those 25 Reserved Instances. (However,
keep in mind that your total upfront— undiscounted —list price is still $275,000.)

After the total upfront list price of your active Reserved Instances in a region crosses into the discount
pricing tier, any future purchase of Reserved Instances in that region will be charged at a discounted rate.
As long as your total list price stays above the price point for the discount tier, all future purchases of
Reserved Instances in that region will be discounted. If your total list price falls below that price point for
the discount tier—for example, if some of your Reserved Instances expire—succeeding purchases of
Reserved Instances in the region will not be discounted. However, you will continue to get the discount
against the already purchased Reserved Instances that originally went within the discount pricing tier.

APl Version 2013-10-01
203



http://docs.aws.amazon.com/AWSEC2/latest/APIReference//ApiReference-query-DescribeReservedInstances.html

Amazon Elastic Compute Cloud User Guide
Reserved Instance Fundamentals

If your account is part of a consolidated billing account, you can benefit from the Reserved Instance
pricing tiers. A consolidated billing account aggregates into a single list price the list prices of all of the
active Reserved Instances accounts in a region that are part of the consolidated billing account. When
the total list price of active Reserved Instances for the consolidated billing accounts reaches the discounted
tier level, any Reserved Instances purchased after this point by any member of the consolidated account
will be charged at the discounted rate (as long as the total list price for that consolidated account stays
above the discount tier price point).

Here's how Reserved Instance purchases work with consolidated billing: Let's assume that two accounts—A
and B—are part of a consolidated billing account. All the active Reserved Instances in the consolidated
billing account are in one region. Account A has Reserved Instances worth $135,000; Account B has
Reserved Instances worth $115,000. The total upfront cost of the consolidated bill of accounts A and B
is $250,000. Remember, $250,000 is the discount pricing threshold. This means that when either or both
of the A and B accounts purchase additional Reserved Instances, the cost of the new purchases will be
discounted by 10 percent. So, when account B purchases Reserved Instances at a list price of $15,000,
the consolidated account will only be charged $13,500 for the new Reserved Instances ($15,000 minus
the 10 percent discount of $1500 equals $13,500), and account B will be charged discounted usage rates
for those new Reserved Instances.

For more information about how the benefits of Reserved Instances apply to consolidated billing accounts,
see Reserved Instances and Consolidated Billing (p. 209).

Purchasing at a Discount Tier Price

When you purchase Reserved Instances, Amazon EC2 will automatically apply any discounts to the part
of your Reserved Instance purchase that falls within a discount tier. You don't need to do anything
differently, and you can purchase using any of the Amazon EC2 tools.

< AWS Management Console: Click the Purchase Reserved Instances button on the Reserved
Instances page of the Amazon EC2 console.

* Amazon EC2 CLI: Use the ec2- pur chase-r eser ved-i nst ances- of f eri ng command.
* Amazon EC2 API: Call the Pur chaseReser vedl nst ancesOf f er i ng action.

If your purchase crosses into a discounted pricing tier, the console, the

ec2-descri be-reserved-i nst ances command, or the Descri beReser vedl nst ances action will
show multiple entries for that purchase. You will see an entry for that part of the purchase that will be
charged the regular Reserved Instance price, and another entry or entries for that part of the purchase
that will be charged the applicable discounted rate.

Consequently, the Reserved Instance ID returned by your purchase CLI command or API action will be
different from the actual ID of the new Reserved Instances. For more information, see Reserved Instance
IDs (p. 205).

For example, let's say that your account has a list price total of $245,000 in Reserved Instances in a
region. You purchase more Reserved Instances at a total list price of $10,000. Remember that the
threshold for the 10 percent discount tier is $250,000, so $5,000 of your purchase crosses into the discount
tier. When the transaction is complete, the list you'll get from the console, the CLI, or the API will show
two reservations—a reservation for $5,000 at the undiscounted rate, and another for $4,500, which is the
discounted price. The discount is 10 percent of $5,000 or $500.

The pricing discount applies to future purchases after the total list price cost of your active Reserved
Instances reaches the discounted pricing tier. However, if some of your Reserved Instances expire and
the total list price for your active Reserved Instances falls below the discounted pricing tier level, then the
next purchase you make will be at the retail rates for Reserved Instances. To illustrate, let's use the
previous example: You currently have a list price total of $254,500 in Reserved Instances. $250,000 is
at the undiscounted rate, and $4,500 is at the discounted rate. In two months, Reserved Instances worth
$20,000 expire, bringing your total down to $234,500, which is below the threshold for the 10 percent
discount tier. When you subsequently purchase $15,000 in Reserved Instances, you will be charged the
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retail rate. However, the $4,500 in Reserved Instances that you purchased earlier at the discounted rate
will continue to be charged at the discounted rate.

The main point to keep in mind is that list price is the undiscounted price of the Reserved Instance at the
time of purchase, while the fixed price value in the console, the CLI, and the API is the paid price of all
Reserved Instances purchased. The discount tier is based on list price.

Remember that when you purchase Reserved Instances, one of four possible scenarios will occur:

* Your purchase of Reserved Instances within a region is still below the discount threshold. This means
that you don't get a discount.

¢ Your purchase of Reserved Instances within a region crosses the threshold of the first discount tier.
This means that the newly purchased Reserved Instances will go into the pending state while the
purchase is processed. For this purchase, the Reserved Instances service will purchase Reserved
Instances for you at two different rates: An amount at the undiscounted rate, and an amount at the
discounted rate. It is important to understand that the Reserved Instance IDs you get back from the
CLI or APl when you use the purchase command will be different from the new Reserved Instance IDs
that will actually be created at the completion of the purchase. These IDs are returned when you use
the describe command. For an explanation of this difference, see the next section, Reserved Instance
IDs (p. 205).

 Your entire purchase of Reserved Instances within a region is completely within one discount tier. This
means that the newly purchased Reserved Instances will go into the pending state while the purchase
is processed. For this purchase, the Reserved Instances service will purchase Reserved Instances at
the appropriate discount level for you. It is important to understand that, as with the previous scenario,
the Reserved Instance IDs you get back will be different from the new Reserved Instance IDs that will
actually be created at the completion of the purchase. These IDs are returned when you use the describe
command. For an explanation of this difference, see the next section, Reserved Instance IDs (p. 205).

¢ Your purchase of Reserved Instances within a region crosses from a lower discount tier to a higher
discount tier. As with the previous scenario, this means that the newly purchased Reserved Instances
will go into the pending state while the purchase is processed. For this purchase, the Reserved Instances
service will purchase Reserved Instances for you at two different rates: An amount at the first or lower
discounted rate, and an amount at the higher discounted rate. It is important to understand that the
Reserved Instance IDs you get back will be different from the new Reserved Instance IDs that will
actually be created at the completion of the purchase. For an explanation of this difference, see the
next section, Reserved Instance IDs (p. 205).

Reserved Instance IDs

When your total purchase crosses one or more Reserved Instance discount pricing tiers, the Reserved
Instance IDs returned by your purchase command can be different from the Reserved Instance IDs
returned by the describe command that you call after the purchase is complete. What happens is that
the Reserved Instance service generates several Reserved Instance IDs because your purchase crossed
from an undiscounted tier to a discounted tier, or from one discounted tier to another. There will be a
Reserved Instance ID for each set of Reserved Instances in a tier.

Using the CLI, here's an example output showing the ec2- descri be-r eser ved- i nst ances command
not recognizing the Reserved Instance ID 1ba8e2e3- edf 1- 43c3- b587- 7742bc77b9ba, which was
returned by ec2- pur chase-reserved-i nstances-of f eri ng.

$ ec2-descri be-reserved-instances -H --region sa-east-1 1ba8e2e3- edf 1- 43c3- b587-
7742bc77b9ba
Type Reservedl nstancesl d Avail abilityZone | nstanceType Product Descri ption Dura
tion FixedPrice UsagePrice InstanceCount Start State Currency |nstanceTenancy
O feringType
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In this example, the Reserved Instance ID generated by the purchase command is like an intermediate
ID that is used while the purchase is being processed. Because your purchase crossed from the
undiscounted tier (tier 0) to the first discounted tier (tier 1), the Reserved Instance service actually generates
several Reserved Instance IDs. After the purchase is complete, when you use the describe command,
the service returns Reserved Instance ID bbcd9749- 05f 0- 4ada- 96¢8- 812f 5f 0ab9b3, the ID for the
Reserved Instances that you purchased at the undiscounted list price of $20,000 each. The service also
returns Reserved Instance IDs 1ba8e2e3- 346e- 4e5b- a2e2- b559243f 2325 and

af 9f 760e- 868c- 48f 4- 87e2- 44576dbf 05ef , the IDs for the Reserved Instances that you purchased
at the 10 percent discount rate ($20,000 minus $2,000).

Your entire purchase would look like the following example:

$ ec2-descri be-reserved-instances -H --region sa-east-1 bbcd9749- 05f 0- 4ada- 96¢8-

812f 5f 0ab9b3

Type Reservedl nstancesld Avail abilityZone | nstanceType Product Description Dura

tion FixedPrice UsagePrice InstanceCount Start State Currency |nstanceTenancy

O feringType

RESERVEDI NSTANCES bbcd9749- 05f 0- 4ada- 96¢8- 812f 5f 0ab9b3 sa-east-1a tl.mcro

Li nux/ UNI X 3y 20000.0 0.0090 2 2012-03-02T23: 20: 16+0000 default paymnent-pendi ng
USD Medi um Utilization

$ ec2-descri be-reserved-instances -H --region sa-east-1 1ba8e2e3- 346e- 4e5b- a2e2-

b559243f 2325

Type Reservedl nstancesld Avail abilityZone | nstanceType Product Description Dura

tion FixedPrice UsagePrice InstanceCount Start State Currency |nstanceTenancy

O feringType

RESERVEDI NSTANCES 1ba8e2e3- 346e- 4e5b- a2e2- b559243f 2325 sa-east-1a tl.mcro

Li nux/ UNI X 3y 18000.0 0.0080 3 2012-03-02T23: 20: 17+0000 default paymnent-pendi ng
USD Medium Utilization

$ ec2-descri be-reserved-instances -H --region sa-east-1 af 9f 760e- 868c- 48f 4- 87e2-

44576dbf 05ef

t Type Reservedl nstancesld Avail abilityZone | nstanceType ProductDescription

Duration Fi xedPrice UsagePrice InstanceCount Start State Currency | nstanceTenancy
O feringType

RESERVEDI NSTANCES af 9f 760e- 868c- 48f 4- 87e2- 44576dbf 05ef sa-east-la tl.mcro

Li nux/ UNI X 3y 18000.0 0.0080 5 2012-03-02T23: 20: 18+0000 default paymnent-pendi ng
USD Medium Utilization

Scenario Showing Purchases that Cross Pricing Tiers

Let's walk through an example scenario in which your purchases of Reserved Instances cross the various
pricing tiers.

Two months ago, you purchased 100 Reserved Instances in the us-east-1a region at $2000 each. That
purchase totaled $200,000. The list price for this purchase is $2000. The amount you paid was $2000
per Reserved Instance, so it is the paid price, and the paid price is the value that will be shown under
fixed price. Your purchases are still within the first, undiscounted tier. (For information about tier thresholds,
see the What Are the Reserved Instance Pricing Tiers? (p. 201) table.)

The following table illustrates this example.

Purchase List Price Amount Fixed Price | Total RI Total List Total Paid
Number Paid Purchased | Price Cost | Amount
Purchase 1 | $2000 $2000 $2000 100 $200,000 $200,000

Later you want to purchase more Reserved Instances. Let's say that AWS lowered prices and the same
type of Reserved Instance now is available at $1000 each. You purchase 75 of these Reserved Instances.
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The list price for this purchase is $1000. The purchase of 75 Reserved Instances at $1000 each totals
$75,000. This raises the total cost of your active Reserved Instances to $275,000. The threshold for the
discount tier is $250,000. This purchase crosses into the first discount tier, tier 1 in the What Are the
Reserved Instance Pricing Tiers? (p. 201) table.

In this discount tier, you get a 10 percent discount on all your purchases in the same region of Reserved
Instances above $250,000. So, you will pay the new list price of $1000 each for the first 50 Reserved
Instances (total amount paid of $50,000). And you will pay $900 each—the $1000 list price, minus the
10 percent discount— for the remaining 25 Reserved Instances (total amount paid of $22,500). Your fixed
price and the amount paid for the discounted Reserved Instances will both show $900.

The following table illustrates this example.

Purchase List Price Amount Fixed Price | Total RI Total List Total Paid
Number Paid Purchased | Price Cost | Amount
Purchase 1 | $2000 $2000 $2000 100 $200,000 $200,000
Purchase 2 | $1000 $1000 $1000 50 $50,000 $50,000
$1000 $900 $900 25 $25,000 $22,500
Totals $275,000 $272,500

Six months later, let's assume that your business has experienced tremendous growth, and you need to
purchase 1800 additional Reserved Instances in the same region. At a list price of $1000, this purchase
will total $1,800,000. When you add this new purchase to your previous purchases of already active
Reserved Instances in the amount of $272,500, your new total will be $2,072,500. This new total crosses
the threshold for the next discount tier (tier 2 in the What Are the Reserved Instance Pricing Tiers? (p. 201)
table). In this tier, discounts of 20 percent apply to purchases of $2,000,000 and above.

Your new purchase will be charged two different discount rates: The 1725 Reserved Instances that fall
within tier 1 will be discounted at 10 percent. The remaining 75 Reserved Instances that put the total list
price cost above $2,000,000, and thus are in tier 2, will be discounted at 20 percent.

Purchase List Price Amount Fixed Price | Total RI Total List Total Paid
Number Paid Purchased | Price Cost | Amount
Purchase 1 | $2000 $2000 $2000 100 $200,000 $200,000
Purchase 2 | $1000 $1000 $1000 50 $50,000 $50,000
$1000 $900 $900 25 $25,000 $22,500
Purchase 3 | $1000 $900 $900 1725 $1,725,000 | $1,552,500
$1000 $800 $800 75 $75,000 $60,000
Total $2,075,000 | $1,885,000

Reading Your Bill

A bill for a Reserved Instances purchase that qualifies for a discount shows the split purchase if your
purchase crosses a pricing tier. Your bill will reflect a breakdown of costs similar to the tiered price scenario
discussed in the previous section. In the previous example, you save $390,000 (the difference between
the total list price cost and the total paid amount) using Reserved Instances pricing tiers.
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Understanding the Pricing Benefit of Reserved Instances

When you purchase Reserved Instances, you get two benefits: a capacity reservation for a number of
EC2 instances you will launch at some future time, and a discounted hourly fee. The rest of the experience
of launching and working with Reserved Instances is the same as working with On-Demand EC2 instances.

This section discusses how Amazon EC2 applies the pricing benefit of Reserved Instances.

Applying the Pricing Benefit of Reserved Instances

With Reserved Instances, you pay an upfront fee for the capacity reservation on available Amazon EC2
instances based on the specifications (such as product platform, instance type, Availability Zone, etc.)
that you defined during the purchase. After you purchase Reserved Instances, you cannot change these
specifications. For example, if you purchased a c1.medium instance, you cannot change the capacity
reservation to a cl.xlarge instance. (However, you can sell your unused Reserved Instances in the
Reserved Instance Marketplace.)

In addition to the capacity reservation, you also get a discounted rate on the hourly fee for running
On-Demand EC2 instances that are associated with the same account that purchased the Reserved
Instances. For the discount to apply, the On-Demand instances must match the specifications for the
Reserved Instances.

For example, let's say user A is running the following ten On-Demand EC2 instances:

¢ (4) ml.small instances in Availability Zone us-east-1a
* (4) cl.medium instances in Availability Zone us-east-1b
¢ (2) cl.xlarge instances in Availability Zone us-east-1b

Then user A purchases the following six Medium Utilization Reserved Instances:

¢ (2) ml.small instances in Availability Zone us-east-1a
* (3) cl.medium instances in Availability Zone us-east-1a
¢ (1) cl.xlarge instance in Availability Zone us-east-1b

Then user A purchases the following six Medium Utilization Reserved Instances:

When he purchases the Reserved Instances, user A pays an upfront fee for the capacity reservation so
he can launch the six instances to his specifications when he needs them. In addition, he gets a discount
on the hourly usage fees for the equivalent of six instances each month. Since he already has instances
running when he purchases the Reserved Instances, Amazon EC2 will automatically apply the discounted
hourly rates to the already running On-Demand instances that match the specifications for the Reserved
Instances he purchased.

This is what happens:

* Amazon EC2 applies the discounted usage fee rate for two ml.small Reserved Instances that user A
purchased to two of the four running m1.small Amazon EC2 instances in Availability Zone us-east-1a.

The other two EC2 instances in Availability Zone us-east-1a will be charged at the current On-Demand
rate.

* Amazon EC2 doesn't apply discounted rates from the three c1l.medium Reserved Instances that user
A purchased because these c1l.medium Reserved Instances are specified to run in a different Availability
Zone from the zone currently running c1l.medium Amazon EC2 instances.

The four running c1.medium Amazon EC2 instances will be charged at the current On-Demand rate.

APl Version 2013-10-01
208



Amazon Elastic Compute Cloud User Guide
Reserved Instance Fundamentals

If user A launches a c1.medium EC2 instance in Availability Zone us-east-1a, then Amazon EC2 will
apply the Reserved Instance discounted usage fee rate to that instance.

*« Amazon EC2 applies the discounted usage fee rate for one cl.xlarge Reserved Instance that user A
purchased to one of the two running c1.xlarge Amazon EC2 instances in Availability Zone us-east-1b.

The other c1.xlarge EC2 instance in Availability Zone us-east-1b will be charged at the current
On-Demand rate.

In this example scenario, by purchasing the six Reserved Instances, user A saves on the hourly fee
charged against two ml.small and one cl.xlarge On-Demand EC2 instances he had already running. At
the same time, he is assured of the capacity to run the six Reserved Instances when he needs them.

Reserved Instances and Consolidated Billing

The pricing benefits of Reserved Instances are shared when the purchasing account is part of a set of
accounts billed under one consolidated billing (CB) payer account. Consolidated billing allows you to pay
all of your charges using one account, the CB payer account. The amount of hourly usage for each month
across all sub-accounts is also aggregated in the CB payer account. This billing is typically useful for
companies in which there are different functional teams or groups. For more information on consolidated
billing, see Consolidated Billing in About AWS Account Billing.

For Reserved Instances, the amount of usage across all linked accounts is aggregated in the CB payer
account, by the hour for each month. Then the normal Reserved Instance logic is applied to calculate the
bill.

For example, your account is part of a consolidated billing account, and using your account you purchase
Reserved Instances. The upfront cost of the Reserved Instances is paid by the CB payer account, and
the discount is spread across the sub-accounts. The allocation of the total cost is determined by the ratio
of each sub-account's usage divided by the total usage of the CB payer account. However, the capacity
reservation remains with the sub-account that purchased the reservation—in this example, your account.
Keep in mind that capacity reservation only applies to the product platform, instance type, and Availability
Zone specified in the purchase.

For more information about how the discounts of the Reserved Instance pricing tiers apply to consolidated
billing accounts, see Understanding Reserved Instance Pricing Tiers (p. 200).

Reserved Instance Marketplace

The Reserved Instance Marketplace is an online marketplace that provides AWS customers the flexibility
to sell their unused Amazon Elastic Compute Cloud (Amazon EC2) Reserved Instances to other businesses
and organizations. Customers can also browse the Reserved Instance Marketplace to find a wide selection
of Reserved Instance term lengths and pricing options sold by other AWS customers (listed as 3rd-Party
sellers). The Reserved Instance Marketplace gives customers the flexibility to sell the remainder of their
Reserved Instances as their needs change. For example, a customer may want to move instances to a
new AWS region, change to a new instance type, or sell capacity for projects that end before the term
expires. Amazon EC2 Instances purchased on the Reserved Instance Marketplace offer the same capacity
reservations as Reserved Instances purchased directly from AWS.

Note

Some restrictions—such as what is required to become a seller and when you can sell your
reserved capacity—apply. For information about restrictions and requirements for Reserved
Instances and the Reserved Instance Marketplace, see Requirements Checklist for Reserved
Instances (p. 262).

For a buyer, there are a few differences between these Reserved Instances and Reserved Instances
purchased directly from Amazon Web Services (AWS):
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» Term. The Reserved Instances that you purchase from third-party sellers on the Reserved Instance
Marketplace will have less than a full standard term remaining. Full standard terms for Reserved
Instances available from AWS run for one year or three years.

¢ Upfront price. Third-party Reserved Instances can be sold at different upfront prices. The usage or
recurring fees will remain the same as the fees set when the Reserved Instances were originally
purchased from AWS.

 Tiered discounts. Amazon EC2 Reserved Instances purchased at a reduced cost because a discount
tier threshold had been crossed cannot be sold in the Reserved Instance Marketplace. For information
about the Reserved Instance pricing tiers, see Understanding Reserved Instance Pricing Tiers (p. 200)

As a seller, you can choose to list some or all of your Reserved Instances, and you can choose the upfront
price you want to receive. Your Reserved Instances are then listed in the Reserved Instance Marketplace
and are available for purchase. You will be charged a service fee of 12 percent of the total upfront price
for each Reserved Instance you sell in the Reserved Instance Marketplace. You can use your Reserved
Instance until it's sold. When you sell, you are giving up the capacity reservation and the accompanying
discounted fees. This means that you can continue to use your instance after you have sold your capacity
reservation. You will just have to pay the On-Demand price for the instance, starting from the time that
the reserved capacity on the instance was sold.

Note

Only Amazon EC2 Reserved Instances can be sold in the Reserved Instance Marketplace. Other
AWS Reserved Instances, such as Amazon Relational Database Service (Amazon RDS) and
Amazon ElastiCache Reserved Instances cannot be sold on the Reserved Instance Marketplace.

For information about Reserved Instances, see Reserved Instances (p. 193).

Buyer Overview

The Reserved Instance Marketplace is useful if you want to buy Reserved Instances with terms that are
different from the terms offered by AWS. You can search the marketplace for Reserved Instances with
configurations that address your specific business needs.

Quick Start: Buying in the Reserved Instance Marketplace Video

The following video shows you how to buy Reserved Instances in the Reserved Instance Marketplace
using the AWS Management Console. Getting Started Buying Reserved Instances in the Reserved
Instance Marketplace

Requirements

To purchase Reserved Instances in the Reserved Instance Marketplace, you must have a valid Amazon
Web Services (AWS) account. For information on setting up an AWS account, see Getting Started with
Amazon EC2 Linux Instances (p. 22).

If you have purchased Amazon EC2 Reserved Instances in the past, you will find that the process and
tools for purchasing Reserved Instances in the Reserved Instance Marketplace are very familiar.

Steps to buying Reserved Instances

The steps to purchasing Reserved Instances—whether they are standard AWS Reserved Instances or
instances in the Reserved Instance Marketplace—are the same.

1. Specify the details of the Reserved Instance you want to purchase.

2. Select the Reserved Instance you want from the list identified by the Reserved Instance Marketplace
based on your specifications.

3. Confirm your choice and purchase.
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For more information, see Purchasing Reserved Instances (p. 214).

Seller Overview

The Reserved Instance Marketplace will be useful to you if you own Reserved Instances and want to sell
the remainder of the term of your reserved capacity, or if your business is looking for Reserved Instances
with configurations that are different from the ones you currently own. The marketplace gives you the
opportunity to sell your instances to businesses with needs for short-term workloads and they want to
purchase Reserved Instances outside the standard one-year and three-year term lengths.

Listing on the Reserved Instance Marketplace provides you the flexibility to move to new Reserved
Instance configurations when your business needs change. For example, say you currently own several
three-year, ml.xlarge Reserved Instances in the EU (Ireland) Region. This year, your customer base
expanded to Asia, so you need an ml.large Reserved Instance that you can use in the Asia Pacific
(Tokyo) Region. You can use the Reserved Instance Marketplace to sell the remainder of the term on
some of your m1.xlarge Reserved Instances purchased in the EU (Ireland) Region and purchase capacity
in the Asia Pacific (Tokyo) Region.

Note
AWS will charge you a service fee of 12 percent of the total upfront price of each Reserved
Instance you sell in the marketplace.

Quick Start: Selling in the Reserved Instance Marketplace Video

The following video shows you how to sell Reserved Instances in the Reserved Instance Marketplace
using the AWS Management Console. This video includes instructions on registering as a seller and
listing your instances. Getting Started Selling Reserved Instances in the Reserved Instance Marketplace

Requirements

* Register as a seller. Any US legal entity or non-US legal entity can sell in the Reserved Instance
Marketplace by first registering as a seller. For information, see Registering as a Seller (p. 237).

¢ Complete the tax registration. Sellers who have 200 or more transactions or who plan to sell $20,000
or more in Reserved Instances will have to provide additional information about their business for tax
reasons. For information, see Tax Information (p. 239).

* Provide a US bank. AWS must have your bank information in order to disburse funds collected when
you sell your Reserved Instance. The bank you specify must have a US address. For more information,
see Your Bank (p. 238).

Steps to selling Reserved Instances

After you have registered as a seller and have provided all required information, you are ready to sell
your Reserved Instances in the Reserved Instance Marketplace.

1. Select the Reserved Instances you want to sell.
2. Choose the price at which you want your Reserved Instances to sell.
3. List your Reserved Instances.

For more information, see Selling in the Reserved Instance Marketplace (p. 236).

What Do You Want to Do Next?

¢ Learn about:
e Getting Started with Reserved Instances (p. 194)
« Understanding the Pricing Benefit of Reserved Instances (p. 208)
« Understanding Reserved Instance Pricing Tiers (p. 200)
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o Start:
¢ Obtaining Information About Your Reserved Instances (p. 222)
» Purchasing Reserved Instances (p. 214)
* Registering as a Seller (p. 237)
« Listing Your Reserved Instance (p. 242)

Buying Reserved Instances

You can purchase Amazon EC2 Reserved Instances with one- or three-year terms from Amazon Web
Services (AWS) or you can purchase EC2 Reserved Instances from third-party sellers who own EC2
Reserved Instances that they no longer need. Reserved Instances bought from third parties and sold
through the Reserved Instance Marketplace work like Reserved Instances purchased from AWS, and
the purchase process is the same. The only differences are that Reserved Instances purchased from
third parties will have less than a full term remaining, and they can be sold at different upfront prices.

For a buyer, the Reserved Instance Marketplace provides increased selection and flexibility by allowing
you to search for Reserved Instances that most closely match your preferred combination of instance
type, region, and duration.

It is important to note that once you have purchased a Reserved Instance (either from a third-party seller
in the Reserved Instance Marketplace or from AWS), you cannot cancel your purchase. However, you
can modify your Reserved Instances and you can sell them if your needs change. For information about
modifying your Reserved Instances, see Modifying Your Reserved Instances (p. 227). For information
about selling your Reserved Instances in the Reserved Instance Marketplace, see Selling in the Reserved
Instance Marketplace (p. 236).

This buyer's guide contains the following sections:

* How Buying Works (p. 212)—Provides an overview of what you need to get started buying in the Reserved
Instance Marketplace.

¢ Becoming a Buyer (p. 213)—Discusses what you need to do to become a buyer in the Reserved Instance
Marketplace, the information you have to disclose, and the reasons why certain information is necessary.

« Purchasing Reserved Instances (p. 214)—Walks you through the purchase process, which involves
tasks that you likely will be repeating if you decide to use the Reserved Instance Marketplace.

¢ Reading Your Statement (Invoice) (p. 221)—Helps you understand your bill.

For general information about the Reserved Instance Marketplace, see Reserved Instance
Marketplace (p. 209). For information about selling Reserved Instances in the Reserved Instance
Marketplace, see Selling in the Reserved Instance Marketplace (p. 236). For basic information about
Reserved Instances, see Reserved Instances (p. 193).

For product pricing information, see the following pages:

¢« Amazon EC2 Reserved Instance Pricing
¢ Amazon EC2 On-Demand Instances Pricing
¢ AWS Service Pricing Overview

How Buying Works

Before you start using the Reserved Instance Marketplace, you must first create an account with AWS.
To make a purchase in the Reserved Instance Marketplace, you specify the details of the Reserved
Instances that you want to purchase in the AWS Management Console search wizard. You then are
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presented with options that match your request. Any Reserved Instance you select must be purchased
just as it is listed—that is, you cannot change the term, the instance type, and so on.

After you select Reserved Instances to purchase, AWS will provide you a quote on the total cost of your
selections. When you decide to proceed with the purchase, AWS will automatically place a limit price on
the purchase price, so the total cost of your Reserved Instances will not exceed the amount you were
quoted. If the price rises for any reason, AWS will automatically return you to the previous screen and let
you know that your purchase did not complete because the price had changed. In addition, if at the time
of purchase, there are offerings similar to your choice but at a lower price, AWS will sell you the offerings
at the lower price instead of your higher-priced choice.

The Reserved Instance pricing tier discounts only apply to purchases made from AWS. These discounts
do not apply to purchases of third-party Reserved Instances. For example, if you purchase $250,000
worth of Reserved Instances from a third party in the Reserved Instance Marketplace, and then you
purchase another set of third-party Reserved Instances that puts your total list price above the first discount
pricing tier threshold, you will not get the 10 percent discount associated with that tier. However, if after
your purchases from the marketplace cross a discount pricing threshold, you then purchase a Reserved
Instance from AWS, your purchase from AWS will be discounted. For more information, see Understanding
Reserved Instance Pricing Tiers (p. 200).

You can determine if your Reserved Instance transaction has completed by looking at the Reserved
Instances page in the Amazon EC2 console, or the results of the ec2- descri be-r eser ved- i nst ances
command, or the Descri beReser vedl nst ances action. If the purchase is successful, your Reserved
Instance will transition from the pending-payment state to the active state.

When you buy Reserved Instances and your payment fails, the console, the

ec2-descri be-reserved-i nst ances command, and the Descri beReser vedl nst ances action will
display this failed transaction by showing the Reserved Instance that you attempted to purchase to be
payment-failed, changing from the previous payment-pending state.

Becoming a Buyer

Becoming a buyer is simple and easy. If you already have an Amazon Web Services (AWS) account,
you are ready to start purchasing. For more information, see the following sections:

¢ Understanding the Information a Buyer Discloses (p. 213)
¢ Purchasing Reserved Instances (p. 214)

If you don't have an AWS account, you first have to sign up and create an account with AWS. For more
information, see Getting Started with Amazon EC2 Linux Instances (p. 22). If you are new to Reserved
Instances, see Getting Started with Reserved Instances (p. 194).

Understanding the Information a Buyer Discloses

Some basic information about the buyer will be shared with the seller. If you are the buyer, your ZIP code
and country information will be provided to the seller in the disbursement report. This information will
enable sellers to calculate any necessary transaction taxes that they have to remit to the government
(such as sales tax or value-added tax). In rare circumstances, AWS might have to provide the seller with
your email address, so that the seller can contact you regarding questions related to the sale (for example,
tax questions).

For similar reasons, AWS will share the legal entity name of the seller on the buyer's purchase invoice.
In addition, if you need additional information about the seller for tax or related reasons, you can call AWS
Customer Service.
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Next Steps

After you have signed up with AWS, you can begin buying Reserved Instances in the Reserved Instance
Marketplace.

¢ To find the Reserved Instances that address your specific business needs, see Purchasing Reserved
Instances (p. 214).

¢ To understand your invoice, see Reading Your Statement (Invoice) (p. 221).

¢ To sell your unused Reserved Instances, see Selling in the Reserved Instance Marketplace (p. 236).

For information about Reserved Instances, see Reserved Instances (p. 193).

Purchasing Reserved Instances

The procedure for buying Amazon EC2 Reserved Instances from third parties in the Reserved Instance
Marketplace is essentially the same as the procedure for purchasing Reserved Instances from Amazon
Web Services (AWS). You can purchase Reserved Instances in the Reserved Instance Marketplace
using the AWS Management Console, the EC2 command line interface (CLI) tools, or the EC2 API.

AWS Management Console

To find and purchase a Reserved Instance

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. Click Reserved Instances in the Navigation pane.
3. Inthe Reserved Instances page, click Purchase Reserved Instances.

Purchase Reserved Instances

viewing? All Reserved Instances ¥ Q x
RIID ~ Instance Typ~ Zone ~ Expires ~ Term ~ Offering Type - Fixed Prige

9d5cb137-271b-425e-abd0-280fc e t1.micro us-west-2¢c 2014-06-10 11 12 months Light Utilization £23.00

4. Inthe Purchase Reserved Instances page, specify the details of the Reserved Instances you want
to purchase (use familiar filters like Platform, Instance Type, Availability Zone, Term, and Tenancy),
and click Search.

Purchase Reserved Instances x
Platform  Linux/UNIX ¥ Availability Zone Any ~ Tenancy
Instance Type ti.micra ~ Term Any ~  Offering Type Any ~ Search
To find a Reserved Instance offering, complete the following steps.

1. Specify the offering details and click Search
2. Select the Reserved Instances and specify the quantity that you want, and Add them 10 your cart
3. Click View Cart 10 view y

cart before purchasing the Reserved Instances
4. Click Purchase to complete your purchase

HNote: Additional taxes may apply

eb Services. except they may have
& web page

Reserved Instances sold through the Reserved Instance Markeiplace are identical to those sold by Ama;

different prices and terms. For more information about the Reserved Instance Marketplace, go to th stance Marl

You currently have no items in your cart
fou currently 5 In Cancel
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The Purchase Reserved Instances wizard will display a list of Reserved Instances that meet your
search criteria.

Select the Reserved Instances that you want, enter the quantity that you want to purchase, and click
Add to Cart. You can continue to select more Reserved Instances and add them to your cart.

The Seller column indicates whether the seller is a 3rd Party seller or AWS. Notice that the Term
column gives you non-standard terms if the seller is a third-party seller. At the bottom of the page,
the Purchase Reserved Instances wizard keeps a running tally of the total in your cart.

Purchase Reserved Instances X
Platform Linux/UNIX v Availability Zone Any v Tenancy Defa wr
Instance Type m1.medium 24 Term Any v  Offering Type Any e Search

. .| Effective _ Upfront Hourly _ A o . Quantity  Desired

Seller Term Rate Price Rate Availability Zone- Offering Type Avallablé | Quantity

AWS 12 months $0.082 $122.00 $0.068 us-west-2¢ Light Utilization Unlimited |1 Add to Cart -

AWS 12 months $0.082 $122.00 $0.068 us-west-2a Light Utilization Unlimited 1 Add to Cart

AWS 12 months §0.082 $122.00 $0.068 us-west-2b Light Utilization Unlimited 1 Add to Cart

3rd Party T months 50.064 $180.00 $0.028 us-west-2a Heavy Utilization 1 1 Add to Cart

AWS 36 months §0.061 $192.00 $0.054 us-west-2c Light Utilization Unlimited 1 Add to Cart

AWS 36 months | $0.061 $192.00 50.054 us-west-2a Light Utilization Unlimited |1 Add to Cart

AWS 36 months | $0.061 $192.00 50.054 us-west-2b Light Utilization Unlimited |1 Add to Cart

AWS 12 months $0.074 $277.00 §0.042 us-west-2¢c Medium Utilization  Unlimited |1 Add to Cart

AWS 12 months 50.074 $217.00 §0.042 us-wesi-Za Medium Utilization ~ Unlimited 1 Add to Cart

AWS 12 months 50.074 $277.00 $0.042 us-west-2b Medium Utilization ~ Unlimited 1 Add to Cart

3rd Party 23 months 50057 $319.24 $0.038 us-west-Za Medium Utilization 1 1 Add to Cart

Your cart: 2 Reserved Instances, Total Due Now: $314.00 4_\\ Cancal m

Additional taxes may 3pply.

Click View Cart to see a summary of the Reserved Instances that you have selected.

If you want to add more Reserved Instances to your cart, click Add More To Cart. If you want to
remove an item from your cart, click Delete.

Or, click Cancel if you want to start over or search for a different set of Reserved Instances.

Purchase Reserved Instances

Shopping Cart

Sold By Amazon
Dalete

Your cart: 2 Reserved Instances, Total Due How: §314.00
Additional taxes may apply

Upfrent  Hourl, »
Items to buy now P:ce Price Y Quantity
Light Utilization Linux/UNIX m1.medium in us-west-2c for 12 months
Payment Terms:Upfront + Every Hour $122.00  $0.068 1
Sold By Amazon
Dalete
Light Utilization Linux/UNIX m1.medium in us-west-2c for 36 months
Payment Terms:Upfront + Every Hour $192.00 $0.054 1

aamore o oot [N
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7. Click Purchase when you have all the Reserved Instances you want to purchase, and you want to
check out.
Note
If at the time of purchase, there are offerings similar to your choice but with a lower price,
AWS will sell you the offerings at the lower price.

Purchase Reserved Instances X
Purchase Reserved Instances Succeeded
You successfully purchased 2 Reserved Instances for $314.0 r. We are processing yo
take a few minutes for you 54 ! clive' state as we proc
Additional Ways to Save Money on Amazon EC2
Reserved Instance Marketplace Right Sizing Your Instances Spot Instances
The Reserved Instance Marketplace provides Are you fully utilizing your instance's CPU? Spot Instances enable you to lower your Amazon
you with flexibility to buy and sell Reserved Choosing the correct instance sizes 1o meet your EC2 costs by up to 66% by bidding for unused
nstances based on your changing needs needs is a greal way 1o reduce your costs. We  capacity, allowing you to run your Spot

provide free tools to monitor the CPU for your nstances for as long as your maximum bid

instances exceeds the current Spot Price

Go 1o Cloudwsateh L4 more aBout Soot Instances

Your purchase is complete.
8. To verify your order, go to the Reserved Instances page in the EC2 console.

Purchase Reserved Instances  Purchase More Like These
L= ]
Viewing: All Reserved Instances ~  Q X 110 3 of 3 Reserved Instances
RIID * Instance Tyr~ Zone - Expires - Tem ~ Fixed Price~ Usage Pr~ Insu~ Platiorm - State
905cb137-271b-4252-ab40-e80ic e t1.micro uswest2e  2014-06-10 11 12months  §23.00 50.012 5 Linu/UNDC @ actie
’_ @ 62406cTAebdd5To8d0c HadMBG. . mimedum  uswestle  2014-1008 21 1Zmonths  §12200 50.068 1 Linus/UNDC payment-
S05cb137-196-460c- 9730 BICBIBTT | mi medium  Us-west-2c  2016-10-07 21 36 months  S192.00 $0.054 T Tl UND: payment
_N_}=]

1 Reserved instance selected
Reserved Instance Id: 46a408c7
Detaiis My Listings
Instance Type: m1 medium Awvailability Zone:  us-west-2c
Instance Count: 1
Start: 20131008 21:40 UTC-T

0B 21:40 UTC-T

Tenancy: default

Usage Price:

The Reserved Instances page displays a list of Reserved Instances that belong to your account,
including the new Reserved Instance that you just purchased.

You can use your Reserved Instance any time after your purchase is complete. This means that the State
of your Reserved Instance has changed from payment-pending to active. To use your Reserved Instance,
you launch an instance in the same way you launch an On-Demand instance. Just make sure to specify
the same criteria that you specified for your Reserved Instance. AWS will automatically charge you the
lower hourly rate. You do not have to restart your instance.

Amazon EC2 CLI

To find and purchase a Reserved Instance

1. Useec2-describe-reserved-instances- of f eri ngs to geta list of Reserved Instance offerings
that match your specifications. In this example, we'll check to see what m1.small, Linux/UNIX Reserved
Instances are available in the sa-east-1b Availability Zone.
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PROWPT> ec2-descri be-reserved-instances-offerings -t ml.snmall -z sa-east-1b
-d Linux/UNI X --headers

Amazon EC2 returns output similar to the following example:

PROWPT> ec2- descri be-reserved-instances-of ferings

Type Source Reservedl nstancesO feringld Avail abilityZone | nstanceType Duration
Fi xedPri ce UsagePri ce Product Description Currency |InstanceTenancy Offering

Type

OFFERI NG AWS 4b2293b4- 3236- 49f 5- 978d- a74c3exanpl e sa-east-1b ml.snmal |l 3y

574.0 0.0 Linux/UNI X USD default Heavy Utilization

Type Frequency Anount

RECURRI NG- CHARGE Hourly 0.021

OFFERI NG AWS 3a98bf 7d- 07el- 4b33- 8ell- e5314exanpl e sa-east-1b ml.snmall 3y

473.0 0.031 Linux/UNI X USD default Medium Wilization

OFFERI NG AWS 438012d3- 5f c5- 4e49- a88e- 273edexanpl e sa-east-1b ml. snal |l 3y

203.0 0.055 Linux/UNI X USD default Light Utilization

OFFERI NG AWS d586503b- bb92- 41f a- 9065- e5b90exanpl e sa-east-1b nil.smal |l 1y

372.94 0.0 Linux/UNI X USD default Heavy Utilization

Type Frequency Anount

RECURRI NG CHARGE Hourly 0.03

OFFERI NG AWS ceb6a579- b235- 41e2- 9aad- 15a23exanpl e sa-east-1b nil.smal |l 1y

307.13 0.04 Linux/UNI X USD default Medium Utilization

OFFERI NG AWS 649f dOc8- 4f f b- 443d- 824d- eae3f exanpl e sa-east-1b nil.small 1y

131. 63 0.07 Linux/UNI X USD default Light Utilization

OFFERI NG 3rd Party b6121943- 9f af - 4350- 8047- bc6d4exanpl e sa-east-1b ml. smal |
10m - 0.032 Linux/UN X USD default MediumUtilization

Type Count Price

PRI CI NG DETAIL 2 $1.2

OFFERI NG 3rd Party 08edcff2-8143-4cld-b23c-ed4cllexanpl e sa-east-1b ml. small
5m - 0.032 Linux/UNI X USD default Medium Utilization

Type Count Price

PRI CI NG DETAIL 19 $1.2

PRI CI NG DETAIL 4 $1.23

The preceding output shows a part of the overall offerings that are available.
Tip
You can filter this list to return only certain types of Reserved Instances offerings of interest
to you. For more information about how to filter the results, see

ec2-describe-reserved-instances-offerings in the Amazon Elastic Compute Cloud Command
Line Reference.

From the list of available Reserved Instances, purchase the Reserved Instances that meet your
requirements. To purchase a Reserved Instance, use the following command.

PROVPT> ec2- purchase-reserved-instances-offering --offering offering --in
stance- count count

Amazon EC2 returns output similar to the following:

PURCHASE  af 9f 760e- c1lc1- 449b- 8128- 1342dexanpl e 438012d3- 80c7- 42c6- 9396-
a209cexanpl e

The response includes the offering ID and a reservation ID.
Write down and save the reservation ID for future reference.
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Verify the purchase.

PROVPT> ec2-descri be-reserved-instances

Amazon EC2 returns output similar to the following:

RESERVEDI NSTANCE af 9f 760e- c1c1- 449b- 8128- 1342dexanpl e sa-east-1b
mlL. smal | ly 227.5 0.03 Li nux/ UNI X Active

You can run your Reserved Instance any time after your purchase is complete. To run your Reserved
Instance, you launch it in the same way you launch an On-Demand instance. Make sure to specify the
same criteria that you specified for your Reserved Instance. AWS will automatically charge you the lower
hourly rate.

Amazon EC2 API

To find and purchase a Reserved Instance

1.

Use Descri beReser vedl nst ancesO f eri ngs to get a list of Reserved Instance offerings that
match your specifications. In this example, we'll check to see the available Linux/UNIX, Heavy
Utilization Reserved Instances.

https://ec2. amazonaws. conl ?Acti on=Descri beReservedl nst ancesO f eri ngs
&VaxResul t s=50

&Pr oduct Descri pti on=Li nux%2FUNI X

&OF f eri ngType=Heavy+Utili zati on

&AUTHPARANMS

Note
When using the Query API the “/” is denoted as “%2F".

Following is an example response.

<Descri beReservedl nst ancesOf f eri ngsResponse xm ns='http://ec2. anazon
aws. coni doc/ 2012- 08- 15/ >
<r equest | d>768e52ac- 20f 5- 42b1- 8559- e70e9exanpl e</r equest | d>
<reservedl nst ancesOf f eri ngsSet >
<itemp

<reservedl nst ancesO f eri ngl d>d0280f 9e- af c1- 47f 3- 9899-
c3a2cexanpl e</ reservedl nst ancesO f eri ngl d>

<i nst anceType>mil. x| ar ge</ i nst anceType>

<avai |l abi | i t yZone>us- east - 1a</ avai l abi | i t yZone>

<dur at i on>25920000</ dur ati on>

<fixedPri ce>195. 0</fi xedPri ce>

<usagePri ce>0. 0</ usagePri ce>

<product Descri pti on>Li nux/ UNI X</ product Descri pti on>

<i nst anceTenancy>dedi cat ed</i nst anceTenancy>

<currencyCode>USD</ cur r encyCode>

<of feri ngType>Heavy Utili zati on</offeringType>

<recurringCharges>

<itemp
<frequency>Hour| y</frequency>
<armount >0. 2</ anount >
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<litemp
</ recurringCharges>
<mar ket pl ace>t r ue</ nmar ket pl ace>
<pri ci ngDet ai | sSet >
<itenp
<price>195. 0</ price>
<count >1</ count >
<litemp
<itenp
<price>310. 0</ pri ce>
<count >1</ count >
<litemp
<itenp
<price>377.0</price>
<count >1</ count >
<litemp
<itenp
<price>380. 0</ pri ce>
<count >1</ count >

</itenpr
</ prici ngDet ai | sSet >
</itenr
<itemp

<reservedl nstancesO feri ngl d>649f dOc8- 7846- 46b8- 8f 84- a6400ex

anmpl e</ reserved| nstancesO feri ngl d>
<i nst anceType>ni. | ar ge</i nst anceType>
<avai |l abi | i t yZone>us- east - 1a</ avai l abi | i t yZone>
<dur at i on>94608000</ dur ati on>
<fi xedPri ce>1200. 0</fi xedPri ce>
<usagePri ce>0. 0</ usagePri ce>
<product Descri pti on>Li nux/ UNI X</ product Descri pti on>
<i nst anceTenancy>def aul t </ i nst anceTenancy>
<currencyCode>USD</ curr encyCode>
<of feri ngType>Heavy Utilization</offeringType>
<recurringCharges>

<itenp
<frequency>Hourl y</frequency>
<amount >0. 052</ anount >
<litemp
</ recurringCharges>
<mar ket pl ace>f al se</ nar ket pl ace>
<pricingDetail sSet/>
<litemp
</reservedl nstancesOf f eri ngsSet >
<next Token>QUUVo/ 0S3X6nEB] SQZR/ pRRI CPP/ 5Lr x79Wxexanpl e</ next Token>
</ Descri beReservedl nst ancesO f eri ngsResponse>

From the list of available Reserved Instances in the previous example, select the Reserved Instance
you want and specify a limit price.

https://ec2. amazonaws. com ?Act i on=Pur chaseReser vedl nst ancesO f eri ng
&Reser vedl nst ancesO f eri ngl d=d0280f 9e- af c1- 47f 3- 9899- c3a2cexanpl e
&l nst anceCount =1

&Li m t Price. Amount =200

&AUTHPARAMS

Following is an example response.
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<Pur chaseReser vedl nst ancesOf f eri ngResponse xm ns="http://ec2. anazon
aws. coni doc/ 2012- 08- 15/ ">
<r equest | d>59dbf f 89- 35bd- 4eac- 99ed- be587exanpl e</ request | d>
<reservedl nst ancesl d>e5a2f f 3b- 7d14- 494f - 90af - 0Ob5d0exanpl e</ r eser vedl n
st ancesl d>
</ Pur chaseReser vedl nst ancesO f eri ngResponse>

3. To verify the purchase, check for your new Reserved Instance.

http://ec2. anazonaws. conl ?Act i on=Descri beReser vedl nst ances
&AUTHPARANMS

Following is an example response:

<Descri beReser vedl nst ancesResponse xm ns=' http://ec2. anazonaws. com doc/ 2012-
08-15/"' >
<r equest | d>ebe3410a- 8f 37- 441d- aell- 2e78eexanpl e</ r equest | d>
<r eservedl| nst ancesSet >
<itemp
<reservedl nst ancesl d>e5a2f f 3b- 7d14- 494f - 90af - 0b5d0exanpl e</re
servedl nst ancesl| d>
<i nst anceType>mil. x| ar ge</ i nst anceType>
<avai |l abi | i t yZone>us- east - 1a</ avai l abi | i t yZone>
<start>2012-08-23T15: 19: 31. 071Z</start>
<dur at i on>25920000</ dur ati on>
<fixedPri ce>195. 0</fi xedPri ce>
<usagePri ce>0. 0</ usagePri ce>
<i nst anceCount >1</ i nst anceCount >
<product Descri pti on>Li nux/ UNI X</ product Descri pti on>
<state>active</state>
<i nst anceTenancy>dedi cat ed</i nst anceTenancy>
<cur rencyCode>USD</ cur r encyCode>
<of feri ngType>Heavy Utilization</offeringType>
<recurringCharges>
<itemp
<frequency>Hour| y</frequency>
<armount >0. 2</ amount >
</itemp
</recurringCharges>
<litemp
</reservedl nst ancesSet >
</ Descri beReser vedl nst ancesResponse>

You can run your Reserved Instance any time after your purchase is complete. To run your Reserved
Instance, you launch it in the same way you launch an On-Demand EC2 instance. Make sure to specify
the same criteria that you specified for your Reserved Instance. AWS will automatically charge you the
lower hourly rate.
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Reading Your Statement (Invoice)
Account Activity

You can find out about the charges and fees to your account by viewing your Account Activity page in

the AWS Management Console. You can access it by clicking the drop-down arrow beside your account
name.

My Account
Account Activity
Usage Reports
Security Credentials
)

Sign Out |

The Account Activity page will show all charges against your account—such as upfront and one-time

fees and recurring charges. You can get both a summary of all your charges and a detailed list of your
charges.

The upfront charges from your purchase of third-party Reserved Instances in the Reserved Instance
Marketplace will be listed in the AWS Marketplace Charges section, with the name of the seller displayed

beside it. However, all recurring or usage charges for these Reserved Instances will be listed in the AWS
Service Charges section.

Account Activity Welcame
P

This Month's Activity as of August 29, 2012

The statament period for this repart s August 1 - August 31, 912, The charges an this page Currently shaw acthity Ehrough aparaimately
O8/29/2012 02:01 GMT.

Summary

569,60

e

s7.91

w5

Total new charges for this statement $77.51
¥ ¥ -§77.51

Outstanding balance for this statement $0.00

Details

Expana AN Sarvices | CoNagse AN Sarvices Printer Fricnany version

AWS Service Charges $69.60

$69.60

50,00

50.00

AWS Marketplace Charges $7.01
a s1.00
56.91

50.00

You can view the charges online, and you can also download a PDF rendering of the charge information.
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Summary
AWS Service Charges £69.60
New Purchases and Adjustments (More Infz) $69.60
"= View charges and Sowricad PDFs
AWS Services: Subscription charge August 24, 2012 $1.20
ciix
AWS Services: Subscription charge August 24, 2012 £2.40
w
AWS Services: Subscription charge August 22, 2012 £6.00
o
AWS Services: Subscription charge 2 o
o

AWS Services: Subscription charge

-
AWS Services: Subscription charge amazpn Amazon Web Sewlces Statement
s " webservices v
AWS Services: Subscription charge Acent pumer:
AWS Services: Subscription charge
Bill to Address: August 20, 2012
Total Mew Purchases and Adjustment ATV, TOTAL AMOUNT DUE ON August 20, 2012 $1.20
AWS Marketplace Charges
New Purchases and Adjustments (Mo 1
=] Viem charges and domniosd POFs
- AWS Marketplace: Subscription char This statement is for the billing period August 1 - August 31, 2012

Greetings from Amazon Wab Services, we'Te writing fo provids you with an sisctronic statsment of your franzactions on the AWS Marketplacs.
. . AOOT.) I°CEStor ST Your D, INGIVIOLES! SEVCs CRAgS OSEAE, 10 YOUT 3CC3UNE NISory a7e aVaaDie o T AGount ACITY P
AWS Marketplace: Subscription char ——Y ol L nerPen

Summary
AWS Marketplace: Subscription char
$1.20
AWS Marketplace: Subscription char 1 Amazon Bt Compute Gioud fene time feq) 120
Charges $0.00
AWS Marketplace: Subscription char Crediiz 000
Tt 3000
-
AWS Marketplace: Subscription charg Total for this statement §1.20
Total New Purchases and Adjustment e e ko o N e S i o o S Mt Wy e o e el st o et bt i e decigonof h
ranacion
Total new charges for this stateme -
Detail
§1.20
§1.20
Avallablity Zore - GRUZ
m1.smat
Charges $0.00
$0.00

The Detail section contains information about the Reserved Instance—such as the Availability Zone,
instance type, cost, and number of instances. It also includes the name of the seller of the Reserved
Instances that you purchased.

Obtaining Information About Your Reserved
Instances

Information about your Reserved Instances, such as state, instance type, Availability Zone, and term is
useful when you decide to use the capacity reservation. You can check information about the Reserved
Instances that are available to your account using any of the Amazon EC2 tools that you've used either
for purchasing or selling.

Reserved Instance States

Reserved Instances can be in one of the following states:

* Active—The Reserved Instance is available for use.

¢ Payment-Pending—Amazon Web Services (AWS) is processing your payment for the Reserved
Instance. You will be able to use the Reserved Instance when the state becomes Active.

* Retired—The Reserved Instance has been terminated. It could have reached this state because of
any of the following reasons:

« AWS did not receive your payment. For example, the credit card transaction did not go through.
» The Reserved Instance term expired.
» The Reserved Instance was canceled.
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Status information displayed in the State column in the Reserved Instance page is different from the
status information displayed in the Listing State in the My Listings tab. The State column displays status
of the Reserved Instance; the Listing State displays status of the Reserved Instance Listing. The My
Listings tab shows information only if you are a seller in the Reserved Instance Marketplace. For more
information, see Reserved Instance Listing States (p. 260).

AWS Management Console

To view your listing

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.
2. Click Reserved Instances in the Navigation pane.

The Reserved Instances page displays a list of your account's instances.
3. Select a Reserved Instance. The Details tab displays details about the instance you selected.

Purchase Reserved Instances  Purchase More Like These o oo
Viewing: All Reserved instances + X 116 3 6f 3 Reserved instances
RIID - Instance Tyj~ Zone - Expires = Term - FixedPrice” Usage Pr~ Inst~ Pladorm - State
95cb13727 To-425e-a040-e80fc e t.micro uswest2c 20140610 11 Zmonths  $23.00 50012 5 Linux/UNIX @ active
B 6a408cT0eBI45TD-B40c-90TIRY..  mimedium  uswestZc 2014100821 1Zmonths  $122.00 50.068 1 Linux/UNIX payment-
995cb137-H198-464¢97ad \ 1 medives uswest2e 20161007 21 Imonths  $192.00 50054 1 ux/UHIX payment
1 Reservedinstance selected = E

Reserved Instance |d: 46a408c7-0e84-457b-840c-%fa4 71896930

Detalls | My Listings

Instance Type:  mi mediurm Avallability Zome:  us-west-2e
Instance Count: 1 Platform:  Line
Start: 20134008 21:40 UTCT Term: 12
Expires:  2014-10-08 2140 UTC7 Time Left: &
Fixed Price:  $122.00 State:
Usage Price:  $0.068 Tenancy: defaul

4. Ifyou are a seller in the Reserved Instance Marketplace and you want information about your Reserved
Instance listing, click the My Listings tab. You will see details about the Reserved Instance listing
you selected.

Wiy | AR Ruseced bstances [¥

R0 insance Type Zone Term Gtfering Type Fixsd Prics  Usage Price Inwtance Cow Recunring Charges _ State
7 46ed08c700cHaeca 11 men wantls 12months Light Utikzaton 0 sz 1 @ et
o w1 8 momthe hiag 08 50006 ox
wamia 8 monhs Hes 5196 0 @ wva

Listing Details:

Listiy

ptre

stng Prce:

Competitive Pricing Benchmark:

4 Pric

Sugo
Lomest Comparable Market Listing:

Amazon EC2 CLI

To view your listing

e Runec2-describe-reserved-instances-|isting to getdetails about your listing.

PROWPT> ec2-descri be-reserved-instances-1listings
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Amazon EC2 returns output similar to the following:

PROWPT> ec2-descri be-reserved-instances-1istings

Type Reservedl nstancesLi stingld Reservedl nstancesld CreateDate UpdateDate
Status StatusMessage

LI STI NG 615d8al10- 8224- 4c19- ba7d- b9aalexanpl e 1ba8e2e3- d20d- 44ec- b202-

f cb6aexanpl e Wed Aug 22 09: 02: 58 PDT 2012 Wed Aug 22 14:24:26 PDT 2012 can
cel l ed cancel |l ed

I NSTANCE- COUNT
I NSTANCE- COUNT
I NSTANCE- COUNT

avai l able 0
sold O
cancelled 1

I NSTANCE- COUNT pendi ng 0
PRI CE- SCHEDULE 10 $1.2
PRI CE- SCHEDULE 9 $1. 08
PRI CE- SCHEDULE 8 $0. 96
PRI CE- SCHEDULE 7 $0. 84
PRI CE- SCHEDULE 6 $0. 72
PRI CE- SCHEDULE 5 $0. 6
PRI CE- SCHEDULE 4 $0. 48
PRI CE- SCHEDULE 3 $0. 36
PRI CE- SCHEDULE 2 $0. 24
PRI CE- SCHEDULE 1 $0. 12

LI STI NG d5f a5166- 83c3- 40e4- abb2- b7298exanpl e 1ba8e2e3- d20d- 44ec- b202-
f cb6aexanpl e Wed Aug 22 14:31:55 PDT 2012 Wed Aug 22 14:42: 40 PDT 2012 cl osed
cl osed

I NSTANCE- COUNT
I NSTANCE- COUNT
I NSTANCE- COUNT
I NSTANCE- COUNT
PRI CE- SCHEDULE

avai l able 0
sold 1
cancelled 0
pendi ng 0
10 $0.9

PRI CE- SCHEDULE 9 $0. 81
PRI CE- SCHEDULE 8 $0. 72
PRI CE- SCHEDULE 7 $0. 63
PRI CE- SCHEDULE 6 $0. 54
PRI CE- SCHEDULE 5 $0. 45
PRI CE- SCHEDULE 4 $0. 36
PRI CE- SCHEDULE 3 $0. 27
PRI CE- SCHEDULE 2 $0. 18
PRI CE- SCHEDULE 1 $0. 09

LI STI NG 095c0e18- c9e6- 4692- 97e5- 653e0exanpl e b847f a93- c736- 4eae- bcal-
e3l47exanpl e Tue Aug 28 18:21:07 PDT 2012 Tue Aug 28 18:21:07 PDT 2012 active
active

I NSTANCE- COUNT
I NSTANCE- COUNT
I NSTANCE- COUNT
I NSTANCE- COUNT
PRI CE- SCHEDULE
PRI CE- SCHEDULE
PRI CE- SCHEDULE
PRI CE- SCHEDULE
PRI CE- SCHEDULE

avai l able 1
sold O
cancelled 0
pendi ng 0

5 $1.
4 $1.
3 $1.
2 $1.
1 $1.

N

NNNDN
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Amazon EC2 API

To view your listing
» Call Descri beReservedl nst ancesLi sti ngs to get details about your listing.

The call should look like this example:

http://ec2. anazonaws. conl ?Act i on=Descri beReser vedl nst ancesLi sti ngs
&AUTHPARAMS

Following is an example response.

<Descri beReservedl nst ancesLi sti ngsResponse>
<r equest | d>cec5c904- 8f 3a- 4de5- 8f 5a- f f 7f 9exanpl e</ r equest | d>
<r eservedl nst ancesLi sti ngsSet >
<itenp
<reservedl nst ancesLi sti ngl d>5ec28771- 05f f - 4b9b- aa31-
9e57dexanpl e</ r eser vedl nst ancesLi sti ngl d>
<reservedl nst ancesl| d>f 127bd27- cee4- 443a- a76b- a5af 9exanpl e</re
servedl nst ancesl| d>
<creat eDat €>2012- 08- 30T17: 11: 09. 449Z</ cr eat eDat e>
<updat eDat €>2012- 08- 30T21: 00: 42. 300Z</ updat eDat e>
<status>active</status>
<st at usMessage>act i ve</ st at usMessage>
<i nst anceCount s>
<itenp
<st at e>Avai | abl e</ st at e>
<i nst anceCount >2</ i nst anceCount >
<litenpr
<itenp
<st at e>Sol d</ st at e>
<i nst anceCount >1</ i nst anceCount >
<litenpr
<itenp
<st at e>Cancel | ed</ st at e>
<i nst anceCount >0</ i nst anceCount >
<litenpr
<itenp
<st at e>Pendi ng</ st at e>
<i nst anceCount >0</ i nst anceCount >
<litenpr
</i nst anceCount s>
<pri ceSchedul es>
<itenp
<termpll</terne
<price>2.5</price>
<currencyCode>USD</ cur r encyCode>
<active>true</active>
<litenpr
<itenp
<termplO</terne
<price>2.5</price>
<currencyCode>USD</ cur r encyCode>
<active>fal se</active>
<litenpr
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<itemp
<termp9</terne
<price>2.5</price>
<currencyCode>USD</ curr encyCode>
<active>fal se</active>
</itenpr
<itemp
<termp8</terne
<price>2.0</price>
<currencyCode>USD</ curr encyCode>
<active>fal se</active>
</itenpr
<itemp
<termp7</terne
<price>2.0</price>
<currencyCode>USD</ currencyCode>
<active>fal se</active>
</itenpr
<itemp
<termp6</terne
<price>2.0</price>
<currencyCode>USD</ curr encyCode>
<active>fal se</active>
</itenpr
<itemp
<termpb5</terne
<price>1.5</price>
<currencyCode>USD</ currencyCode>
<active>fal se</active>
</itenpr
<itemp
<ternp4</ternp
<price>1.5</price>
<currencyCode>USD</ curr encyCode>
<active>fal se</active>
</itenpr
<itemp
<termp3</terne
<price>0.7</price>
<currencyCode>USD</ curr encyCode>
<active>fal se</active>
</itenpr
<itemp
<termp2</terne
<price>0.7</price>
<currencyCode>USD</ curr encyCode>
<active>fal se</active>
</itenpr
<itemp
<termpl</terne
<price>0. 1</ price>
<currencyCode>USD</ curr encyCode>
<active>fal se</active>
</itenpr
</ pri ceSchedul es>
<t agSet/ >
<cl i ent Token>l i st Rl 1</ cl i ent Token>
<litenpr
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</ reservedl nstanceslLi sti ngsSet >
</ Descri beReservedl nst ancesLi sti ngsResponse>

Modifying Your Reserved Instances

When your computing needs change, you can modify your Reserved Instances and continue to benefit
from your capacity reservation. You can move your Reserved Instances between Availability Zones within
the same region, and you can change the network platform between EC2-Classic and EC2-VPC. In
addition, starting with Amazon EC2 API version 2013-10-01, you can change the instance type of your
reservation to a larger or smaller instance type in the same family (e.g., the M1 instance type) if capacity
is available and if your reservation is for the Linux/UNIX or Windows product platform.

Modification does not change the remaining term of your Reserved Instances. Their end dates remain
the same. There is no fee for modifying your Reserved Instances, and you do not receive any new bills
or invoices.

Instances covered by Reserved Instances continue to run even if you modify your reservation. However,
after modification, the pricing benefit of the Reserved Instances starts applying to instances that match
the new parameters of your Reserved Instances. You are charged at the On-Demand rate for the EC2
instances no longer receiving the benefits of the modified Reserved Instances, unless your account has
other applicable reservations, in which case you will be charged at the rate of these other Reserved
Instances.

Modification does not affect how you use, purchase, or sell Reserved Instances. When you purchase
Reserved Instances, you still need to specify the product platform, instance type, network platform,
tenancy, term length, offering type, and Availability Zone.

You can view the status of your request in the AWS Management Console, or when you call the
Descri beReser vedl nst ancesMbdi fi cati ons API action or
ec2-descri be-reserved-instances-nodi fi cati ons CLI command.

This section discusses the modification process:

¢ Understanding the Modification Process (p. 227)—What happens when | submit a modification request?
¢ Determining the Status of Your Modification (p. 229)—How do | track my modification requests?
¢ Requirements for Modification (p. 230)—Which Reserved Instances can | modify?

¢ Changing the Instance Type of Your Reservations (p. 230)—When can | change the instance size of
my Reserved Instances?

« Submitting Modification Requests (p. 232)—How do | modify my Reserved Instances?

Understanding the Modification Process

You can modify your Reserved Instances in one or more of the following ways:
¢ Move them between Availability Zones within the same region.

If you modify the Availability Zone of your Reserved Instances, the capacity reservation and pricing
benefit stop applying to instance usage in the original zone, and start applying to usage in the new
Availability Zone.

¢ Change the network platform of the Reserved Instances between EC2-VPC and EC2-Classic.

If you modify the network platform of your Reserved Instances, the capacity reservation stops applying
to instance usage with the original network platform, and starts applying to usage with the new network
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platform. However, the pricing benefit continues to apply to both EC2-Classic and EC2-VPC instance
usage matching the remaining Reserved Instances parameters.

¢ Upgrade or downgrade the instance type of your Reserved Instances within the same instance family.

If you modify the instance type of your Reserved Instances, you must ensure that the instance family
of your reservation has a larger or smaller instance type available and that you have enough applicable
Reserved Instances to make the change.

You can modify your whole reservation or a subset of your reservation. When you modify a subset of
your reservation, Amazon EC2 splits your original Reserved Instances into two or more new Reserved
Instances. For example, if you have Reserved Instances for 10 instances in us-east-1a, and decide to
move 5 instances to us-east-1b, the modification request results in two new Reserved Instances—one
for 5 instances in us-east-1a (the original zone), and the other for 5 instances in us-east-1b.

Amazon EC2 fulfills your modification request as soon as possible, depending on available capacity. Until
your modification request completes, the capacity reservation and pricing benefit associated with your
Reserved Instances continue to be based on the original parameters of your reservation.

Note

You cannot cancel or change a pending modification request after you submit it. While your
modification is being processed, the status of the Reserved Instances that you're modifying is
active (pending modification). After the modification has completed—successfully or
otherwise—you can submit another modification request to roll back any changes you made.

If your Reserved Instances modification request succeeds:

« The modified reservation becomes effective immediately and the pricing benefit of the Reserved
Instances is applied to the new instances beginning at the hour of the modification request. For example,
if you successfully modify your Reserved Instances at 9:15PM, the pricing benefit transfers to your new
instance at 9:00PM. (You can get the effective date of the modified Reserved Instances by using the
Descri beReser vedl nst ances API action or the ec2- descri be-reserved-i nst ances CLI
command.)

¢ The end date of the modified Reserved Instances is the same as the original end date of the reservation.
If you successfully modify a three-year reservation that had 16 months left in its term, the resulting
modified reservation is a 16-month Reserved Instance with the same end date as the original Reserved
Instances.

For example, in the following table, Modification #1 shows Rl af9f760... was modified successfully and
retired on 2013-08-30 16:00 UTC-7 and a new RI 46a408c... was created as a result of the modification
on the same date-time that RIl af9f760... was retired. Modification #2 shows RI 46a408c... was modified
successfully and retired on 2013-09-03 14:00 UTC-7 and a new RI b847fa9... was created as a result
of the modification on the same date-time that Rl 46a408c... was retired.

Viewing: All Reserved Instances v Q b 4

RI ID Start Expires Term State
93bbbca2-46a.. 2013-08-26 10:01 UTC-7  2016-08-27 10:01 UTC-7 36 months @ active
93bbbca2-6a7.. 2013-09-04 14:00 UTC-7  2014-08-30 15:45 UTC-7 12 months @ active
93bbbca2-c7a.. 2013-08-30 14:00 UTC-7  2014-08-28 10:01 UTC-7 12 months @ active
a b847fa93-0b3... 2013-09-03 14:00 UTC-7  2014-08-30 15:45 UTC-7 12 months @ active
Modification #2 34 2013-08-26 10:01 UTC-7  2013-08-30 14:00 UTC-7 12 months @ retired
a 46a408c7-61d.. 2013-08-30 16:00 UTC-7  2013-09-03 14:00 UTC-7 12 months @ retired
M odification #1 fd. 2013-08-30 15:45 UTC-7  2013-08-30 16:00 UTC-7 12 months @ retired
a af9f760e-92bf- 2013-08-30 15:45 UTC-7  2013-08-30 16:00 UTC-7 12 months @ retired
d16f7a91-b%ef .. 2013-08-30 16:00 UTC-7  2013-09-04 14:00 UTC-7 12 months @ retired

« The original reservation is retired. Its end date is the start date of the new reservation, and the end
date of the new reservation is the same as the end date of the original Reserved Instance when it was

active.
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» The modified Reserved Instances shows $0 fixed price and not the fixed price of the original Reserved
Instances.

Note
The fixed price of the modified reservation does not affect the discount tier calculations applied
to your account, which are based on the fixed price of the original reservation.

If your modification request fails:

* Your Reserved Instances maintain the original properties that they had prior to your request.
¢ Your Reserved Instances are available for another modification request.

You can determine the status of your request by looking at the state of the Reserved Instances that you
are modifying. For information, see Determining the Status of Your Modification (p. 229).

Determining the Status of Your Modification

The state of your modification request is displayed in the State field in the AWS Management Console.
You can also use the Descri beReser vedl nst ancesMdi fi cati ons API action to get detailed
information about your modification request: The st at e returned shows your request as i n- pr ogr ess,
fulfilled,orfailed.

You can only modify your Reserved Instances if they are active. You are not able to modify Reserved
Instances that are in any other state. You also cannot modify your Reserved Instances if they are listed
in the Reserved Instance Marketplace. For more information, see Requirements for Modification (p. 230).
If your Reserved Instances are not in the active state or cannot be modified, the Modify Reserved
Instances button in the AWS Management Console is not enabled. If you use the API to modify Reserved
Instances that are not active, you will get an error.

In cases when you select Reserved Instances whose Availability Zone and network platform can be
modified, but whose instance types cannot be changed, the Modify Reserved Instances button is enabled
and you can proceed to the Modify Reserved Instances page. However, you do not have the option to
modify the instance type. For more information, see Changing the Instance Type of Your

Reservations (p. 230).

Modification States

The modification request is being processed. While the modification request is being processed, the
status of the Reserved Instances being modified show as active (pending modification). The Reserved
Instances are in this state only for a short period. The state reverts to active or becomes retired, depending
on the success of the modification. (If you use the Descr i beReser vedl nst anceshMbdi fi cati ons API
action, the status of your modification request should show processing.)

The modification succeeded. If the modification is successful, the Reserved Instances being modified
are retired, and new Reserved Instances are created with the modification configuration that you requested.
The status of these new Reserved Instances is active. (If you use the

Descri beReser vedl nst ancesModi fi cati ons API action, the status of your modification request
should show fulfilled.)

Note
For the brief period that the new Reserved Instances are being activated, the original Reserved
Instances show as retired (pending modification).

The modification failed. If the modification did not complete, the Reserved Instances being modified

return to the active state. (If you use the Descri beReser vedl nst anceshMbdi fi cati ons API action,
the status of your modification request should show failed.) For information about why some Reserved
Instances cannot be modified, see Requirements for Modification (p. 230).
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Requirements for Modification

Amazon EC2 processes your modification request if we have sufficient Reserved Instances capacity for
your target configuration, and the following conditions are met:

« You own the Reserved Instances that you are modifying.
¢ The Reserved Instances you are modifying are active.
« The Reserved Instances are not pending another modification request.

You may modify your Reserved Instances as frequently as you like. However, you cannot submit a
modification request for Reserved Instances that are still pending a previous modification request; that
is, the previous modification request is in the active (pending modification) state.

¢ The Reserved Instances are not listed in the Reserved Instance Marketplace.

To modify your Reserved Instances that are listed in the Reserved Instance Marketplace, cancel the
listing, modify the Reserved Instances, and then list them again.

In addition, you cannot modify a Reserved Instance Marketplace offering before or at the same time
that you purchase it. However, you can submit a modification request after you purchase a Marketplace
offering. For more information, see Reserved Instance Marketplace (p. 209).

« The new configuration settings that you request for your Reserved Instances must be a unique
combination of Availability Zone, instance type, and network platform.

¢ The Availability Zone of the Reserved Instances is online.
¢ The Availability Zone and network platform attribute that you request must be available to your account.

¢ For instance type modifications, the Reserved Instances you are modifying must be for the Amazon
Linux/UNIX or Windows (without SQL Server) product platforms.

¢ The new instance type of the Reserved Instances must be in the same instance family as the original
reservation.

« If you select multiple Reserved Instances for modification and one or more of these Reserved Instances
are for a product that does not allow instance type modification, the Modify Reserved Instances page
will not give you the option of changing the instance type of any of the selected Reserved Instances.
To change the instance type of your Reserved Instances, make sure you only select the Reserved
Instances with a product that allows instance type modification (currently Linux/UNIX and Windows).

« If you are upgrading the instance type of your Reserved Instances, your account must have enough
smaller instance types in the same reservation to consolidate into a larger instance type of Reserved
Instances.

For information about modifying instance types, see Changing the Instance Type of Your
Reservations (p. 230). For information about how to modify Reserved Instances, see Submitting Modification
Requests (p. 232).

Changing the Instance Type of Your Reservations

Under certain conditions, you can adjust the instance type of your Reserved Instances. If you have capacity
reservations for Amazon Linux/UNIX or Windows (without SQL Server) in instance families with multiple
instance sizes, you can request a modification of your Reserved Instances to different instance types
within the same family. Your request proceeds successfully if the capacity exists and the modification
does not change the instance size footprint of your Reserved Instances.

For example, you can divide a reservation for one m1l.large instance into four m1.small instances, or you
can combine a reservation for four m1l.small instances into one ml.large instance. In either case, the
instance size footprint of the reservation does not change. On the other hand, you cannot change your
reservation for two ml.small instances into one ml.large instance because the existing instance size
footprint of your reservation is smaller than the proposed footprint.
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Instance size footprints are determined by the normalization factor of the instance type and the number
of instances in the reservation. This section discusses the two ways you can change the instance type
of your Reserved Instances, and how you use the instance type's normalization factor to figure out what
instance type modifications you can make.

¢ Understanding Instance Normalization Factor (p. 231)
¢ Upgrading Your Instance Type (p. 232)
* Downgrading Your Instance Type (p. 232)

The following instance types cannot be modified because there are no other sizes in their families:

e tl.micro

e ccl.4xlarge
¢ cc2.8xlarge
¢ cgl.8xlarge
« crl.8xlarge
¢ hil.4xlarge
* hsl.8xlarge

When you try to modify Reserved Instances that have instance types or product platforms that cannot be
modified, you can proceed to the Modify Reserved Instances page, but the Amazon EC2 console limits
the modification options to Network, Availability Zone, and Count.

Keep in mind that instance type modifications are allowed only if other Reserved Instances specification
details match—such as region, utilization type, tenancy, product, end date—and capacity is available. In
addition, such modifications do not change the discounted hourly usage fee that you are billed, or the
end date of your reservation.

Understanding Instance Normalization Factor

Each Reserved Instance has an instance size footprint. When you modify the instance type of Reserved
Instances, the footprint is maintained even if the instance type is downsized or upsized. A modification
request is not processed if the footprint of the target configuration does not match the original configuration.

The size of an instance type's footprint can be calculated by using its normalization factor, which is based
on the type's size within the instance family. (Normalization factors are only meaningful within the same
instance family; instance types cannot be modified from one family to another.)

The following table illustrates the normalization factor that applies within an instance family. For example,
an ml.small instance has a normalization factor of 1, an ml.medium instance has a factor of 2, and an
ml.large instance has a factor of 4.

Instance Size Normalization Factor
small 1

medium 2

large 4

xlarge 8

2xlarge 16

4Axlarge 32

APl Version 2013-10-01
231



Amazon Elastic Compute Cloud User Guide
Modifying Your Reserved Instances

Instance Size Normalization Factor

8xlarge 64

Each Reserved Instance has a total number of normalized instance units, which is equal to the instance
count multiplied by the normalization factor of the instance type. For example, an m1.medium has a
normalization factor of 2 so a Reserved Instance for four m1.medium instances is worth eight normalized
instance units. You arrive at the value this way:

4 [count] x 2 [normalization factor]

You can allocate your Reserved Instances into different instance sizes across the same instance family
as long as the total normalized instance units of your Reserved Instances remain the same. If you have
Reserved Instances for four m1.medium instances, you can turn it into a reservation for eight m1.small
instances (ml.small instances have a normalization factor of 1, thus 8 x 1). The resulting Reserved
Instances would have the same normalized instance units or instance size footprint.

Upgrading Your Instance Type

You can consolidate a reservation of multiple smaller instance types that belong to one instance family
into a reservation for a larger instance type in the same family. To upgrade or upsize your reservation,
you must have enough of the smaller instance types in the same reservation to consolidate into larger
instance types, and your reservation's overall instance size footprint does not change.

For example, you can convert four m1l.small instances, which is equivalent to four normalized instance
units (4 x 1), into one ml.large instance, which is also equivalent to four normalized units (1 x 4). However,
you cannot convert a reservation for a single m1.small instance (1 x 1) into a reservation for an ml.large
instance (1 x 4). The two reservations are not equal.

Only the smaller instance types from the M1, M2, M3, and C1 instance families can be changed or
upgraded to larger instance type sizes.

Downgrading Your Instance Type

You can change Reserved Instances for a large instance type to several Reserved Instances of smaller
instance types of the same family. When you downgrade or downsize your Reserved Instances, you are
actually dividing a large reservation into multiple smaller reservations. Just as with upsizing instance
types, you can downsize successfully only if your reservation's overall instance size footprint does not
change.

For example, a reservation for two ml.large instances equals eight normalized instance units (2 x 4).
Assuming there is capacity, they can be converted to a Reserved Instance for four m1.medium instances,
which is also equivalent to eight normalized instance units (4 x 2).

Only the larger instance types from the M1, M2, M3, and C1 families can be changed or downgraded to
smaller instance type sizes.

For information about Amazon EC2 instance types, see Instance Types (p. 94). For information about
Reserved Instances madification requests, see Submitting Modification Requests (p. 232).

Submitting Modification Requests

You can modify your Reserved Instances using the AWS Management Console, the
ec2-nodi fy-reserved-i nst ances CLI command, or the Modi f yReser vedl nst ances API action.
This section shows you how to modify your Reserved Instances using the AWS Management Console.

To modify your Reserved Instances programmatically, see the following:
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Identify the Reserved Instances to modify.

¢ ec2-modify-reserved-instances in the Amazon Elastic Compute Cloud Command Line Reference
* ModifyReservedinstances in the Amazon Elastic Compute Cloud API Reference
¢ AWS SDK for Java

Modifying Reserved Instances Using the AWS Management Console

You can modify your Reserved Instances in a few steps using the Reserved Instances pages and screens
in AWS Management Console.

On the Reserved Instances page, select the Reserved Instances to modify, and click Modify
Reserved Instances. You can select one or more Reserved Instances to modify.

Purchase Reserved Instances Purchase More Like These

Modify Reserved Instances

Sell Reserved Instances

Viewing: All Reserved Instances v Q E x
Instance-Type ~ Zone *  Start *  Term * Offering Type ~ Instance Count~ Recurring Chan
a m1 large us-east-1b 2011-12-01 22 36 months Medium Utiliza 1

t1.micro us-east-1d 2013-09-04 12 12 months

m1.medium us-east-1d 2013-08-1513 12 months

Decide how to modify your Reserved Instances.

Light Utilization

Light Utilization

On the Modify Reserved Instances page, specify the new configuration for your reservation—the
Availability Zone, and the network platform (EC2-VPC or EC2-Classic)—and how many instances

in your reservation to modify.

You also can modify the instance type of your Reserved Instances if they belong to instance families
that have multiple instance types. For information, see Changing the Instance Type of Your

Reservations (p. 230).
Note

On the Modify Reserved Instances page, identical Reserved Instances (aside from the
Availability Zone, network platform, and instance type) are grouped together.

Also, if you select several Reserved Instances to modify, you get a message informing you
if one or more of the selected Reserved Instances cannot be modified. For example, the
status of the Reserved Instances might not be active, or the instance type cannot be modified.
For information, see Requirements for Modification (p. 230).

Modify Reserved Instances

Click Add to add n for a subset of your Reserved Instances Click @to remove a configuration

Product  Tenancy RI Term  Expires Network
Type (mo)

LinuwUNIK default  Light 12

Availability Zone  Instance Type
2014-08-12
15:51 UTC-7

EC2-Classic [*] us-east-1a[*]

mismal [¥]

Hourly Count Units
Price

25128

Add

On this page, you can also do the following:

¢ Add another configuration for a subset of your reservation.

To make two or more separate changes to subsets of your Reserved Instances so that one change
is contained in one row, and another change is contained in another row, and so on, click Add.
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For example, if you have 25 m1l.small EC2-Classic Reserved Instances in us-east-1a and you
want to modify 5 to be in us-east-1b, 5 to be in us-east-1c, and the remaining 10 in us-east-1d, do
the following:

« Select us-east-1b in the Availability Zone list, and type 5 in the Count field.

» Click Add to add another row. Then select us-east-1c in the Availability Zone list, and type 5
in the Count field. Because you don't want to change the network platform or the instance type
in this case, select EC2-Classic and ml.small in the Network and Instance Type fields,
respectively.

« Click Add to add another row. This time, enter the specifications to keep the remaining Reserved
Instances in their original configuration—EC2-Classic (Network), us-east-1a (Availability Zone),
and 10 (Count)—but change them to be m1.medium (Instance Type).

Monitor the number of Reserved Instances that you are modifying. Each target configuration row
for your Reserved Instances has a count and units value. Count is the literal number of instances
for the current instance type. Units represent the total instance size of your reservation relative to
its instance family. The value of the units equals the count multiplied by the normalization factor
of the instance type. For information about instance type modification, see Changing the Instance
Type of Your Reservations (p. 230).

The Modify Reserved Instances page keeps track of the total count and units of the Reserved
Instances that you have allocated for the target (or new) configurations versus the total number
of Reserved Instances available for you to modify. You cannot proceed with your modification if
the total units you have specified for your target configurations do not equal the total number of
units of Reserved Instances available to modify.

For the modification example in which you started with 25 EC2-Classic Reserved Instances for
ml.small instance type, here's how the Count-Units tally appears if you specify the following
changes:

» Specify 5 instances in us-east-1b: the tally is 5/25.
« Add another row specifying 5 instances us-east-1c: the tally is 10/25.

» Add another row specifying 10 instances us-east-1d, but change the instance type to m1.medium:
the tally is 30/25.

The allocated total is displayed in red if you have specified either more or fewer Reserved
Instances than are available for modification, but you are able to continue adding and deleting
configurations. However, you cannot click Continue if the allocated total does not match the
available total.

Delete a configuration row by clicking the X button, if you decide that you do not want to allocate
part of your reservation to that configuration.

Note
If the Modify Reserved Instances page contains only one row for configuration changes,
you are not able to delete that row.

In the modification example, on the Modify Reserved Instances page, there is a set of three
configurations being considered for your Reserved Instances: 5 each in us-east-1b and us-east-1c,
and the remaining 10 in us-east-1d. The total units specified in the target configuration is more
than the Reserved Instances available to modify. To delete 5 m1.small instances in us-east-1b,
click X for the row with Availability Zone us-east-1b. With this deletion, note that the total units
tally is 25/25 and displayed in green.

Confirm your modification choices.

When you finish specifying your target configurations, and click Submit Modifications, Amazon
EC2 checks your modification request. If the configuration settings you requested were unigue, the
instance count that you specified matches the total number of Reserved Instances available for you
to modify, you will be informed that Amazon EC2 is processing your request.
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We have received your Modify Reserved Instances request.

will be active (pending modificatiol
e retired, and new active ones w
e active slate

Note
At this point, Amazon EC2 has only determined that the parameters of your modification

request are valid, and Amazon EC2 can now process the request. Only during the processing
of the modification request, after you get this screen, is the capacity check made. Your
modification request can still fail, but at a later point, due to capacity not available.

Understand the messages about your modification request.

In some situations, you might get a message indicating incomplete or failed modification requests
instead of a confirmation. Use the information in such messages as a starting point for resubmitting
another modification request.

* Not all selected Reserved Instances can be processed for modification.

In the following message, Amazon EC2 identifies and lists the Reserved Instances that cannot be
modified. If you receive a message like this, go to the Reserved Instances page and check the

information details about these capacity reservations.

Q We have received your Modify Reserved Instances request, but some of your requests could not be processed.

active (pe modification)

However, there was an error processing your request to modify the following Reserved Instances

 Error in processing your modification request.

You submitted one or more Reserved Instances for modification and none of your requests can
be processed. Depending on the number of Reserved Instances you are modifying, you can get

different versions of the message.

Error
ccurred while we were processing your Modity Reserved Instances request. If you cannot resolve them, please contact

guration LeaseConniguration(availabilityZone=u

Invalid value for targetReservedinstancesConfigurations’. Configuration LeaseConfiguration(availabilityZone=us-east-1a

targetPlatform=EC2-Classic, instanceCount=1) is a duplicate

In these messages, Amazon EC2 displays the reasons why your request cannot be processed.
For example, you might have specified the same target configuration—a combination of Availability
Zone and platform—for one or more subsets of the Reserved Instances you are modifying. Try
submitting these modification requests again, but ensure that instance details of the Reserved
Instances match, and that the target configurations for all subsets of the Reserved Instances being

modified are unique.

What do you want to do next?

¢ Obtaining Information About Your Reserved Instances (p. 222)
¢ Buying Reserved Instances (p. 212)
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¢ Selling in the Reserved Instance Marketplace (p. 236)

Selling in the Reserved Instance Marketplace

The Reserved Instance Marketplace gives you the flexibility to sell the remainder of your Reserved
Instances as your needs change—for example, if you want to move instances to a different Amazon Web
Services (AWS) region, change to another instance type, or sell capacity for projects that end before the
Reserved Instance term expires. (Some restrictions—such as what is required to become a seller and
when you can sell your reserved capacity apply. For information about restrictions and requirements for
Reserved Instances and the Reserved Instance Marketplace, see Requirements Checklist for Reserved
Instances (p. 262).)

As soon as you list your Reserved Instances, they will be included in a list that other AWS customers can
view. AWS groups Reserved Instances based on the type of instance being listed, the duration of the
term remaining, and the hourly price. This grouping makes it easier for buyers to find the Reserved
Instances they want to purchase. From the list, customers choose to purchase the instance that best
matches their criteria and decide on the best tradeoff between quoted upfront price and hourly price.

To fulfill a buyer's request, AWS first sells the Reserved Instance with the lowest upfront price in the
specified grouping; then it sells the Reserved Instance with the next lowest price, until the buyer’s entire
purchase order is fulfilled. AWS processes the transaction and transfers ownership of the Reserved
Instance to the buyer. Sellers will receive a cash disbursement for their Reserved Instances through a
wire transfer directly into their bank account.

When you sell in the Reserved Instance Marketplace, the buyer’s ZIP code and country information will
be provided to you through a disbursement report. With this information, you will be able to calculate any
necessary tax you need to remit to the government. Your business name (as the seller) will also be
provided on the purchase invoice of the buyer. AWS charges an administrative fee (12 percent of the
total upfront price) for selling in the Reserved Instance Marketplace. For more information, see Reserved
Instance Marketplace in the Amazon EC2 Reserved Instances product page.

You retain control of your Reserved Instance until it's sold. When you sell, what you are giving up is the
capacity reservation and the discounted recurring fees. You can continue to use your instance after you
have sold the reserved capacity, but AWS will now charge you the On-Demand price. The On-Demand
price will start from the time that your Reserved Instance was sold. Thus, if you don't want to be charged
On-Demand prices for instances that you use, purchase more reserved capacity or terminate your instances
when your capacity reservation is sold (or expires).

This topic walks you through the steps to selling in the Reserved Instance Marketplace:

¢ Registering as a Seller (p. 237)—Register as a seller and specify a bank that has a US address. If you
plan on 200 or more transactions or if you plan to sell $20,000 or more worth of Reserved Instances
over the course of a year, you also have to provide tax information.

« Selling Your Reserved Instances (p. 240)—List an active Reserved Instance that has more than one
month left in its term. You also must own the Reserved Instance for longer than a month.

¢ After Your Reserved Instance Is Sold (p. 260)—Find out when your Reserved Instance is sold, and how
you get paid.

¢ Quick Start: Selling in the Reserved Instance Marketplace Video (p. 211)—Pick up the information you
need to quickly get started selling in the Reserved Instance Marketplace.

For information about buying Reserved Instances in the Reserved Instance Marketplace, see Buying
Reserved Instances (p. 212).