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custamers.
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Document History

;E Important

Before installinghe SAP solution on AWBake surdo have the latest versionof this document. The
latest version can be founak http://aws.amazon.consap/ in the technical content section.

Version | Date Description

1.0 9/18/2012 Document created

2.0 9/22/2012 Extension into multiple AZs for increased availability & durabi
SAP Web Dispatchérexternal accesmformation

2.1 9/25/2012 Minor edits

3.0 10/5/2012 Removed AWSmponent level documentation

3.1 7/10/2013 Consolidated SAP notes

3.2 16/12/2014 Minor edits, updates

3.3 26/08/2016 Updated Oracle support and HANA DB support

About This Guide

The intent of thigyuideis to providean overview of how to configure SAP systems on Am&tastic
Compute Cloud (Amazd#C2in such a way as to be able to protdéht application fromvarioussingle

points of failure This guide wikéxplorehow features native tathe Amazon Web ServicéBWS

platform in combination with SAP installation techniques can greatly improve the availability of an SAP
deployment. This guide is not meant to be an exhaustive list of all possible configuration options but is
meant to serve as a guide for solut®@common to most deployment scenarios

What is not included in this guide...

Pleasenote thatthis guide is not intended to replatiee standardSAP installation guideas well as
operating system and/or RDBM8alimentation. In addition, och of this gide builds on concepts and
AmazonEC2 technology components discussed in both the SAP orOf¢fStionand Implementation
guides.

Apart from some examples, this guide does not include detailed instructions on how to configure
databases for high availability, for instance using SQL Sdiv@ring or OraclédDataGuard Please
refer to the specific documentation for RDBMS high availability features for setdiponfiguration.

This guide is also not intended to cover all the business reasons and decision criteria for deciding
whether or not to implement a tlgh-availability solution on AWS.

amazon
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Prerequisite Documentation

To ensure SAP systems arstafled on the AWS platformivil Yy SNJ O2y aAaiaSyid oAGK {!
requirements,it isrecommenckd to first begin installation planning by referring to the standard SAP
documentation and notes for each respective SAP soldi@ng installed.

9 http://service.sap.com/instquides

1 http://service.sap.com/notes

SAP on Amazon Web Services

Thisguideassumes thathe reader isalready familiar with implementing and operating SAP solutions on
the Amazon Web Services infrastructurielease be sure to read ttf®AP on AWS ptementationGuide
andthe SAP on AWSperations @ide before continuing All AWSyuidesfor SARcan be found at
http://aws.amazon.com/sap

Tablel liststhe available SAP notes for deploying SAP on AWS infrastructure

Tablel: SAP notes for deploying SAP on AWS

Note # Description

1588667 | SAP on AWS: Overview of related SAP Notes andl\Mkb
1656099 | SAP on AWS: Supported SAP, DB/OS ande®2&/$roducts
1656250 | SAP on AWS: Support prerequisites

Feedbackon this guidecan be sento sapon-aws@amazon.com

Other general documentation thamay behelpful:

SAP onLinux
1 SAP SCN Page on Linux
1 SAP on Lix in general (FAQ)
1 Red Hat Enterprise Linux Knowledge Repository
9 SUSE Linux Enterprise Server 11 documentation

SAP Note # | Description
171356 SAP Software on Linux: Essential information

SAP onWindows
1 SAP SCN Page on Microsoft Windows
1 SAP on Windows Server 20R2(FAQ)
1 SAP on Windows Server 2012 (FAQ)

SAP Note # | Description

1486772 SAP Systems on Windows Server 2008 R2

1732161 SAP Systems on Windows Server 2Z2AP2R2

1564275 How to installan SAP System or SAP components on Windows using V
Host names
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Overview of the High Availability Concept

High availability or HA solutions are designed to protect the single points of failure (SPoF) of a software
system. Aspreviouslystated, thereare some key differences in the higlailability concept on the AWS
platform as comparetb conventional software clustdsased solutionghe two primary differences

being shareestoragedevicesand the restriction obroadcast or multicast traffic withithe AWS

network.

Traditional clusteringolutionsti @ LJA O f f @ dzaS &aKIFI NBR aid2N} 3S RS@PAOSa
as shared applicatioand/or database volumes. These volumes are usually presented tgpladibsts

with read/write access being controlled by the cluster software. Convermelmazon Elastic Block

Store (AmazoEB$volume can only be attached to one instance at a given time. Tioisbsth write
consistencyandredundancy for theAmaon EBS volume.

In addition,many clustering solutiongicrosoft Clusteringfor exampleluse layer 2 network functions

including multicast or broadcast packets to check for node failures witkinoluster. This type of

traffic is not allowed ilmaon Virtual Private Cloud (Amazdi® G, whichresults inmanycluster

solutions not being able to function correctlfrurthermore, these solutions also rely on the ability to

swap IP addresses from withime guest operating systemwhich is also noturrently supported.

Beforediscussinghe specifics ofhe high-availability solutionA (G Q& A Y LJ2 NJi | tifeiclasi® dzy RS NEB
single points of failure in an SAP systeffhesecomponents of the systerare critical for operation and

include functions sthload balancinglicense managemenandlock managementTheSAPapplication

does havebuilt-in redundancyfor many of the othekeycomponents througlits ability to distribute

andscale out dialog instances.

SAP Environmen8Pad- Native SARHigh Availability
Message Server(A)SCS instance ABAP Dialog and Batch work proces:
Enqueue Server(A)SCS instance Update work processes

SAPWeb Dispatcher Gateway work processes
Database Spool work processes
J2EE cluster nodes

Further information orSAPhigh availabilityscenarios can be found on ti®CN High Availabilityeb
page

High Availability for SAP on AWS

The concepts discussed in this guide will atteilogth to provide a ligh-availability solution that closely
resembles a typical epremise insallation, and toshow howfeaturesdelivered by theAWS platform in
combination with SAP installation optioaiow for a gh-availability solution that extendbeyond a
single datacenter.

The high-availability solution as discussed in this guide imdlude the following key components:

amazon
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1 Installing orcopyingthe SAP systemtm an AmazonvVPC whileleveraging multiple subnetnd

AvailabilityZones.

Distributing the variouSAPapplication and database components onto multiple instances.

Using the SARstaller optionSAPINST _USE_HOSTNAErtual lostnames, whiclkare then

mappedto static IP addressaega DNS.

1 Using a secondary AWS dia Network Interface (ENi) relocate the aforementioned IP
address associated with the virtual hostname frone WS instance to another.

1 Using AWS security groups in combination with théocatable ENI to properly place a virtual

networka ¥ Sy O S éthe SARR elziyaRservicesd database instances so as to avoid

miscommunication antb isolate failed resources

Usingdatabase standby and/or mirroring techniques tprotect the database layer.

Leveraginghe ability to remap AmazonEBS volumes from one instance to another to relocate

global SAP file systems for failover of the SAP centraksariristance within a singhailability

Zone.

1 Protectionof the SAP central servicasstance irthe event of a completévailability Zone
failure.

1 Use of Amazon Machine Image#MI8) to quickly provision addition&lARnstances for capacity
or to cover failures.

= =4

= =4

Planning the Deployment

Planning the deploymentdjorehand is a key stef ensuringsuccessn an SAmigh-availability

deploymenton AWS There are a number of items that shoblel consideredip front. The Amazon

VPC IP Address range/CIDR block and subnet ranges are competelynfigurable Throughout the

examples in thigiuidethe solutionwill leverage two separat@vailabilityZones and spreathe SAP

Application, database, aratiministrativeservicesacross both to maximize availability and durability.

most cases, two Elastic Network Interfa¢ENs$) will be attachedo each instancethe first being

associatedvith I a Y I y I 3 S Y Sayditresecondditf &g £ LILIE A O ( ATBefoowidgdzo v S (i &
table should help iplanningan SAP deployment into a@mazonVPC for this particular solution.

Item Key Considerations Example

Region Latency requirements, distance fro| uswest2
endusers

Availability Zond us-west2a

AvalilabilityZone 2 uswest2b

VPC IP Range/CIDR Block Ensure range does not overlap with 192.168.0.016
existing internal IP range. Size IP
range appropriate for number of
hosts and planned growth
Management Network IP Size subnet should accommodate | 192.168.1.024
SubnetRange/CIDR bloek for growth
Availability Zonetl
Application Network IBubnet | Size subnet should accommodate | 192.1682.0/24
Range/CIDR block for growth
Availability Zone #1
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Application Network IP Subnet Size subnet should accommodate | 192.1683.0/24

Range/CIDR bloek for growth
Availability Zone#2
Management Network P Size subnet should accommodate | 192.168.4.0/24

Subnet Range/CIDR block for growth
Availability Zone #2
Setup VPN Tunnel On premise router configuration,
choice of VPN tnel overinternet

to AmazonvVPC, oAmazon Dect
Gonnect to VPN Gateway

Active DirectoryfAD) Consider using opremise AD as
primary with secondary in each
AmazonVPCAvailability Zone.

DNS Use onpremiseDNS Server as
primary with secondary in each AW
VP CAvailabilityZone.

Bastion and/or Remote For remote administration over an
Desktop Gateway Internet connection

To help isola single points of failurethe distribution ofthe various SAP applicah and database
componentswill be onto multiple AWSinstances The followinghighlevel architecture diagram shawv
all application and network componentSach layer will be explored in detail throughout the remainder
of this guide.
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Figurel ¢ SARdistributed landscape deployment

Security Groups

LGQa KSfLFdzZ G G§KAA LR AgelsedibRcordlifighagtéss tindtaBcedolS O dzNA (i &
administrativefunctions application and DB level communicati@mdisolating failed resource

#®.  Note
Security groups are firewall rules thi&e user definest the instance ometwork interface
levelto open or close specific ports faetwork communication As the user, gu will need to
come up with youown set ofrules and configure these based on your application connecti
setup, and integration requirementsA fairly comprehensive list GICP/IP ports used by SAP
Applicationshas been made availabby SAP.

It is strongly recommended thaihe SAP deployment team work closely with tietworking team to
understand whanetwork traffic to allowin each tierand make configurations accordingliyhe
followingideasshouldhelp provide sometructure and guidance:

1 Setupavirtual private gateway and one customer gatewaiieseprovide VPN connectivity
between the corporate data center and tiAenazonvPC.

9 Setup route table configurations for all the traffic to and frahe corporate datacenter over
the VPN tunnel

91 Define d communication on required protocols and ports usiggwork ACE.
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9 Setup security groups on management servers with restricted access from certgireonse
networks or IP addresses.

1 Setup security groups wittimited inbound and outbound protocols and poffier each instance
to be used at launch time.

1 Configure additional security groupased on thespecific SARpplicationand database
communicationrequirementsand assign these to secondary interfaces.

Note

Servers withina particularAmazonvVPGsubnet mayneed toaccess resources on theternet for
things such as software updateéduch actions can be accomplished by addmipgernet gateway
to the VPC and usingretwork addresstranslation(NAT)instanceplaced within a public subnet
to protect internal resourcesthe other method is tareate network routesto direct the traffic to
traverse the VPN tunngito the corporate data centerandout through corporate proxy servers.

Installing the SAP Environment

Creating an Amazon VPC

Create @ AmazorvVPdn one of the available regiorend specify acontiguous IP address range in CIDR

block format .g.Mm pH PMcy PndnkmMc O ® LIQA AYLRNIFIYyd G2 OK22aS$s
already existing range being used internally on the corporate netwdekt, createfour newsubnets
associatingeachwith the new AmazonVPC, and split them across tdifferent AvailabilityZones.To

continuewith the installation processaccess tthe instances delmyed into the AmazonvPGwill be

necessary This can be dorgther byusing theVPN tunnel betweethe on-premise datacenterand

the AmazonVPCor byleveragingan Internet gatewaycombined withBastic IPaddresseqEIPS) In

both casesbe sure tocreateappropriate route tablesassociate thenwith the new subnes, and adjust

the network ACLs with rulde meetinternal security requirements.

@ Note
Additionalsubnets combined with network ACtanfurther isolate or restrict access to different tiers o
the SARenvironmentand also createnultiple publicand private subnets for isolationAlso note that
any subnet that is associated with dnternet gatewaywill become a public subnet.

Once theAmazonvVP(has been createdhe next step is to deploy supporting infrastructure instances
that will provide key serviceleveraged by the SAP environment from within th@azonvVPC. Some of
theseservices mighinclude:

Active Directory services

DNS
Networkaddresstranslation(NAT)services
Remote Desktopgateways

Bastionhosts

Other

=A =4 =4 =8 -8 =9
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LiQa Aty ddployXhesy services in ahlyavailable manner acrogsvailabilityZones. When
supporting infrastructure services are in placentinue with theSAP deployments into th&mazon

VPC.

Web
Browser

SAP GUI

Datacenter \

—$—0

ﬁ VPC - 192.168.0.0/16

ST

192.168.1.0/24

Application Tier
192.168.2.0/24

Customer VPN
Gateway Gatgway

Application Tier
192.168.3.0/24

==

Management Tier

192.168.4.01‘24/

Figure2 ¢ AmazonVPC configurednd ready for deployments

Preparing and Install ing the First (A)SCSInstance

1. Launch a nevAmazonECZ.inux or Windows instandato AvailabilityZone 1and specify IP
addresses for both the primary (management) and secondary (applicéljnterfaces.

Number of Network Interfaces: | 2 :

etho
ethl

.

Network Interface: | nNew Intedace

Subnet: | subnel-4B6(23 (192.168.1.00

1P Address: | 192.168.1.10

. Yy —y

Number of Network Interfaces:
Network Interface: | New Intedface

eth0
ethl

2 3

Subnet: | subnet-41#6(2a (192.168.2.00 *

1P Address: | 152 168.2.10

2. Next,chooseto allocateAmazonEBS volumes, whiahill be used folboth SAHocalas well as
globalfile systems Volume sizes and the number will vary depending on installation needs.

V Linuxspecifics
An example drive configuration farLinuxbased SAP central servigastancemight look like
the following. A separateAmazonEBS volumes usedor the localfile systemsas well as

individual volumes for eacglobalfile systemthat will be movedo the secondary SA&entral
serviceshost.
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v

Device File systemused Mount point(s)

/dev/sdal local /

/dev/sdf local¢ (hostagent LVM (/usr/sap & /usr/sap/<SID>/ERS<##
& ERS instance)

/dev/sdg relocatable /export/usr/sap/trans

/dev/sdh relocatable /export/sapmnt/<SID>

/dev/sdi relocatable Jusr/sap/<SID>/ASCS<##>

Tip

It is recommended to enter a 0 value for the sixth field entry (fs_passno) in /etc/fstab for an
the devices thatouldbe relocated to another instance. If the value is fr@mg the operating
systemwill attempt to fsck thefile systemupon start andwill hang waiting for inpufrom the
consoleif the disk device is missing. Maintaining a value of 0 tedsckprocesdo skip the

file system IMPORTANTIf an AmazonEBS/olumehas been force detacheidom an instance
during a failure scenaridhe file systerrshouldbe manually cheokd oncethe drive has been
attachedto the failover (A)JSCS host.

cat fetc/fstab
Sdev/sdal r ext3 acl,user_xattr 11
proc Jproc proc defaults B e
sysfs /sys sysfs noauto ee
debugfs /sys/kernel/debug debugfs noauto ee l
devpts Adev/pts devpts mode=0620, gid=5 B e
Sdev/sap/usrsap Ausr/sap ext3 acl,user_xattr 12
JSdev/sap/sapers Ausr/sap/FBB/ERSOL ext3 acl,user_xattr 12
Sdev/sdg Jexport/usr/sap/trans ext3 acl,user_xattr 1@
Sdev/sdh ASexport/sapmnt/Po0 ext3 acl,user_xattr 1@
Sdev/sdi Ausr/sap/PRRsASCSBE ext3 acl,user_xattr 1(@

Figure3 - Example /etc/fstab entries

V Windowsspecifics

An example drive configuration for a Windobased SAP central services instandght look
like the following.In this example, onliwo AmazonEBS volumesave been used One is for
the local directories leveraged by the host agent, ER&nnst etc. The othekmazonEBS
volumeis usedor the global sapmnshare

Device File systenmused Windowsdrive
/dev/sdal local C:
/dev/sdf local¢ (hostagent & ERS instance D:
/dev/sdg relocatable E:

Next, pecifyan already existing security groop createa newsecurity grougdor this instance
Consider associatirgmore restrictive administrative security grotp the instance during
launch time andassigra differentsecurity groupgcustomized for the SAP ajfgdtionto the ENI
associated with ethl shortly after launch.

amazon
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4. Once the instance has been launched, continue host preparation steps as otrnlinetth the
SAP NetWeaver Installation guides as well aSthB on AWS Implementation guideprepare
the instance for installing an SAP system.

V Additional Linuxsystem configuration
a) Be sureo check and update the static IP addresses and DNS info for both interfaces
b) Update theinformation forDNSand ensure hostname to IP address resolution is
working properly.
c) Becausdhe secondary network interfacethl) is on a different subnetadditional
configurationmaybe needed to route the packetsoming in the ethl intedce back out
the sameinterface

As root:echo "100 SAPHA" >> /etc/iproute2/rt_tables
ip rule add fronl92.168.2.0/24able SAPHA priority 100
ip route add default vid92.168.2.1dev ethl table SAPHA

) Tip

¥ SeeAppendix Bfor an example script on how to
automate thisprocesseach time the inteface is brought
up or down or when theENI isither attached or
detached.

d) Configure NFS exports fglobalexport/sapmnt/<SID> & /exportisr/sap/trans

e) Consider configuration of autofs to automatically mount /sapmnt/<SID> &
/usr/sap/trans from the virtualA)SC8ostname(for example
scsvirthosimysapdomain.com)

V Additional Windows system configuration
a) Set the preferred and alternate DN8rvers in the TCP/IP properties for edotalarea
connection
b) Join thedomain
c) Followthe instructions in OSS noi&64275 How to install an SAP System or SAP
components on Windows irg virtual host names

5. Finally, install the firsBAP Central services, (@)SC3ode using sapingtnd the
SAPINST_USE_HOSTNAMostname> flag.

a) Do not choose the highly available instin; insteadchoose Distributed Systerm
ASCS Instance. For example:

amazon
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ST SAP Installation Master for MS SGL Server
~ 1 SAP Metweaver 7.3
I* (I Preparations
7 Y SAP Systems
= &1 Application Server ABAP
> (3 Standard System
~ &Y Distributed Systermn
I B80S Instance
Database Instance
Pr|mar\,rAppI|cat|0n Sernver Instance
jlify 5

Figure4 - Example SAkhstaller distributed system instalktion

V' Windows only- Be sure to select the correct drives for the local host agexak

SAPOSCOL log directory ahdasethe re-locaable BBS volume/dve Letter for the
OSAP System Destination dri¢ze.

) Tip
c') When performing the installation on Windowisjs highly
recommenckd to usea Windowsdomain administratorccountfor
the instalbtion. If a local account is usepermission issues related to

updatingand/or installing files to theixtual NetBIOSapmnt share are
likely.

6. Oncethe installationis complete verify that the virtual hosthame has been maintained in both
the SAP DEFAULT.PFL as well as the (A)SCSeipstdite.

. sapscsnoded: pBbadm 57> pwd

V LanX Jsapmnt/PBR/profile
sapscsnode®:p@@adm 58> grep scsvirthost DEFAULT.PFL *ASCS*
DEFAULT.PFL:SAPGLOBALHOST = scsvirthost
DEFAULT.PFL:rdisp/mshost = scsvirthost
DEFAULT.PFL:enque/serverhost = scsvirthost
PRB_ASCS0@_scsvirthost:SAPLOCALHOST = scsvirthest
PBB_ASCSP@_scsvirthost:_PF i_S_(EI R_PROFILE)/POB_ASCS0@_scsvirthost

Figure5 - Sample SAP profile rtual host configurationg Linux
V  Windows Er

= = .
3 I o
e pefault profile DEFAULT
.
= = oooooL
Organize v Mew Folder e Generated by user - SAP%
e Generated on = 20.12.0017 , 22:08:07
1
- #.
T Favorites _Mame T [Eecvcrruame - poo
SAPGLOBALHOST = scsvirthost
B Deskiop DEFAULT F0 aphat

=5
SQF’LOSALHOSTFULL = ‘(SAF’LOCALHOST) $(SARPFQDND
Rats

POO_ASCSO0_sesvirthos | di op
L "

& Downloads
=\ Recent Places

= scswirtho

Sserv = sapmsPOO
serv_internal = 3900
s-location - REWOTESA

[EAPSYSTEMNAM POO

SAPGLOBALHOST = scsvirthost

SAPSYSTEM = QO

INSTANCE_MAME = ASCS0Q

DIR_CT_RUN = $(DIR_EXE_ROOTINS (os,uNIcoDE)\NTAMDM

DIR_EXECUTABLE = $(DIR_INSTANCEINEX

SAPLOCALHOST = scswirthost

DIR F’ROFILE = \\SCSV1r‘tI"\Dst\sapmr‘\t\F’OO\SvS\pr"of1'\e
= $(DIR_PROFILEJNPOO_ASCS00_scswirth

Sereny G0 = PaTHe § COTR_ EXECUTAELE) oAt

Figure6 ¢ Sample SAP profile virtual host configuratieWindows

7. Take a point in tim@émageof the installation now byusing the Create Image featurethe
AmazornECZonsole. This will create a new Amazon Machine Image (AMI) bagkd on
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selectedinstance éonfiguration. Copies of all attachégnazonEBS volumes will be stored in
Amazm Simple Storage Service (Ama&#has snapshots.

|# Launch Instance Inslance Actions -

viewing: | All Instancs Instance Management

Connect fan

Get System Log
M SAPHASCSI i-1

! Create Image (EBS AMI)}
—————— Add/Edit Tags e

MName

Figure? - Create Image in the AWS console

8. Once the AMI creation is owplete, proceed to install therejueue replication server instance
on the primary (A)SCS host.

Configuring the S econd Server for the (A)SCS Instance z Local Failover Scenario

The local failover scenar@an protectthe SAP central services instaricem single component failuse
or degraded instances and can provide failover times very near tradltiduster methods.

The installation and configuration steps required for the second instance is much less involved since a
snapshot of all the work done previously has been captured in an Amazon Machine Image (AMI).

1. launch a new instance based offtbe AMI created of theprimary (A)SCS instance into the
sameAvailabilityZone as theprimary instance.

2. (Qonfigure the primary interface for the instance. The secondary or failover ENI was already
created with the primary (A)SCS instance.

Number of Network Interfaces: | 1
athD Metwork Interface: | Mew Intedface =
Subnet: | subnel-4BAGEZ3 (192.168.1.06 - |
IP Address: | 192.168.1.11
S — — —— ———pr——

3. Remove althe AmazonEBS volumes that are associated with failover volufmes the launch
console To corinue with the previous examplé, S S (KS kRSOkaRT RSOAOS
volume but remove devices /dev/sdfg.
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Storage Device Configuration

Your instance will be launched with the following storage device settings. Edit these settings to add EBS volumes, instance store
volumes, or edit the settings of the root volume

Type Device Snapshot 1D Size Volume Type IOPS Delete on Termination

e ey e Smap LA L St o

EBS Jdev/sdf snap-Sac45c2b  10GIiB  standard false \'x Remove\l
EBS Jdev/sdg  snap-5ccd5c2d  10GiB  standard false [ & Restore |
EBS Jdev/sdh  snap-5ecdS5c2f  10GiB  standard false [ & Restore | }

4. Once the system is up amdnning, log in and change the hostname.

5. Lastly, install and start the Enqueue Replication Server (ERS) also on this new failover node.
Check for thdollowing message in the dev_enrepstrv filghich is located in the work directory
for the ERS instance @msurethat the lock table is being replicated from the main central
services enqueue process to the ERS instance. This is important for maintaining transaction
state should a failure occur.

[Thr 14@168357275424] Thu Sep 2@ 22:35:10 2012 q
[Thr 140168357275424] profile Jusr/sap/POB/ERSDL/profile/POB_ER501_sapscsnodel

[Thr 140168357275424] hostname  sapscsnodel

[Thr 14@168357275424] Thu Sep 20 22:35:11 2012

[Thr 14@168357275424] Replication server start with instance number 8@

[Thr 14@168357275424] Enqueue server on host scswirthost, IP-addr 192.168.2.10, port 50016
[Thr 14@168357275424] ShadowTable:create: ShmCreate( ,SHM_CREATE,len=43573360) -> 7f7bbdecdone
m}_w16835?2?5424j Connected ta_Elrh_gueug_ Server and created repl. table with 57033 lines
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Testing the SAP(A)SCSInstance Failover z Local Failover Scenario

Now that the distributedSARA)SCS setup is complete, we can now tiestocalfailoverscenario.

Web
Browser

ﬁ VPC - 192.168.0.0/16

Manual Cut

E——

Management Tie\

192.168.1.0/24

Over -------- 5
Lock |
2 JRopiicatidy
;ﬁ o
(“_A a )

= |

Application Tier
192.168.2.0/24

Customer
Gateway

SAP GUI

Corp
Datacenter

To complete the manual failovaransfer the following resources from the primary (A)SCS node to the
secondary node

o

Gateway

b

Application Tier
192.168.3.0/24

Y

Management Tier

192.188.4.0/24J

Figure9 - Phase 1 (A)SCS afallover nodearchitecture

1 AmazonEBS volumes containing the sapmnt, tqam$, andcentral servicemstance
directories.
1 Secondary ENI (ethlwhich is assigned the virtual B3sociated with the virtuadentral services

hostname

The steps required to carry out these tasks are as follows:
1. Whenpossible, gracefully shalownthe primary (A)SCS node

a. Shutdownthe SARA)SC#istanceusingthe MMC console othe stopsap command
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b. Kill all remaining processes that might be using resources associated witlethe
systemévolumesthat will be moved

c. Ifthe (A)SCS host is basedlanux unmountthe /export/usr/sap/trans,
lusr/sap/<SID>/ASCS#ghd/export/sapmnt/<SIDfile systems

d. Stop the autofs process (if applicable).

2. Shutdown theprimary (A)SCS host mstance by using thAWSconsole or witithe Amazon
EC2API commandec 2- stop - instances instance_id [ -- force ]

3. When theserveris down, detach the previously identifiéimazonEBSailovervolumes. Either

use the AWS console ase the followingAmazon ECAPI commandec?2 - detach - volume
volume_id [-- instance instance_id [ -- device device ]][ - -force]

™

"'\_\ Important

If you are unable to shut down the primary instangeu may have to
force detach theAmazonEBS volumesYou can verify if the volumes
have been successfully detached from the primary instance either in
console or withthe Amazon ECAPI commandec? - describe -
volumes

4. Attach the volumes to the secondary instaneith the console othe Amazon EC2PI

command ec2 - attach -volume volume_id -- instance instance_id -- device
device

5. Ifthe operating system ikinux, manually mount thile systems TheNFSservershould already
be configuredo export the appropriatdile systems If for some reasorthe /sapmnt/<SID>
mount has become stalend is not responding

Manually unmount /usr/sap/trangnd/sapmnt/<SID> file systems.

Restart NFS/Autofs

9ELR NI bC{ akKIN8Ba s6AGK WSELRNITA

Mount upthe NFS exports locally tasr/sap/transand/sapmnt/<SID> file systems

makingsure to use the virtual hostname for the central services host.

oo

6. Startthe SAP central seices or{A)SCS instanaa the secondary node now.

7. Once this is up and running, detach tlaéldver ENI fronthe primary instance usinthe AWS

console or witthe Amazon ECAPI command
ec2 - detach - network - interface NETWORKATTACHMENT, -- force

8. Attach the &ilover ENI tahis secondary instance using console or with Araazon EC2API
command:ec?2 - attach - network - interface NETWORKINTERFACEIi, --

instance INSTANCE -d, -- device -index DEVICEINDEX
) Tip
“  This process can easily be automated by usseopts on a witness server aBastion
host.
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Thefollowingdiagram illustrates théocal (A)SCS faWer architecture and process.

VPC - 192.168.0.0116 \
e : f Management Tier

] H 192.168.1.0/24
i - i
1 L] ;
| j | }
( % <
Wb Failover
Browser
1. Detach EBS volumes from
Primary server and attach to
secondary server
2. Switch eth1(secondary)
Virtual interface from primary message
Hostnama/lP server to secondary server
Application Tier
\192,165.2,0/24 J
——-)‘; ty Z
.
Customer VPN
Gateway Gatgway X
Aot i Security Group Security Group
for eth0 for eth1
Allow all traffic from VPN
bkl 8 Tumel onpors
g TCP:36XX, 39XX, 32XX
IP to SSH , RDP, Lock HTTP-81XX
Replication & Others &
SAP GUI 0.0.0.0/0
19246510124 192.168.2.0/24
g B \ %
i R f \
i
)
Corp Management Tier

Datacenter L 192.168.4.0/24
/

FigurelO- Failover (A)SCS instantelocal secondarynstance

Configuring the T hird Server for the (A)SCS instancez Multi -AZ Failover Scenario

With the capabilities of the AWS platform, we can also protect the central services instance from a much
broader outage by installing a third central services instance in a sésa@ildbilityZone. The
installation steps mirror those descrid@reviously with a few key differences.

1. Launch a new instanceased off theAMI created of theprimary (A)SCS instandaut this time
into the secondAvailabilityZone.

2. (Qonfigure both interfaces for this (A)SCS instance similar t@tineary (A)SClastallation. Be
sure to configureethO into the management subnet and ethl into the application subnet

amazon
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Number of Network Interfaces: | 2 Number of Network Interfaces: | 2 -
ethD Metwork Interface: | Mew interface B eth0 Network Interface: | New Intedace :
Subnet: | subnel-df019eb4 (192.168.4.0 ethi Subnet: | subnet-fd019e86 (152.168.3.0
ethi IP Address: | 132 168.4.10 IP Address: |192.168.3.10]

3. Keepall of the volumes associated with the AMI.

4. Be sure teset the correct security group at launch time to restrict access at the instance level to
only adminstrativefunctions. As before, assigrsecurity group customized for the SAP
application to the ENI associated with etbdmetimeafter launch.

5. Once thesystem is up and running, log in and change the hostname.

6. (Optional)installthe Enqueue Replication Server (ERS) on this new failover node.

-

) "E Important

Only one ERS instance can be connected to the primary enqueue se
at a given time.Decidewhich ERS instance to operdtased on SLAnd
availability targets

The installation for thesecondary central services instarissnow complete. This instance can be
started up in the event of a broader outage such agwaailabilityZone failure. SinceAmazonEBS
volumesO | y Qi  o6ffBm ongirdtange to another in a differevailabilityZone, further steps are
necessaryo ensurethat any updates to the SAP profiles and files under the global transport directory
are synchronized. This can decomplished by aumber of different methods

1

=A =4 =4 =9

Take frequent snapshots tife primary global sapmnt and transport volumes. These can be

used to create new volumes and subsequently attached to the failover instance in the secondary
AvailabilityZone.

Crede an AMI based off the primary (A)SCS instamrca frequent basis.

Use simple file system synchronization tools or create scripts to copy new or changed files.
Leverage block leVeeplication tools such as DRDB

Usebackupkestore methods to ensure alpdated files are placed onto the remote (A)SCS
instance

Testing the SAP (A)SCS Instance Failoverz Remote Failover Scenario

The failover method for this scenatrio is fairly straightforward

1.

2.

lfthea SO2y RI NBE AyaidlyOS AayQid It NBIFIRe& NHzyyAy3s
recent AMI created from the primary.

Update the DNS entry for the virtual (A)SCS hostname (scsvirthost in our example) to the IP
address associated with the secondarierface on this remote SCS host.

amazon
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3. (optional) As an added measure, detdbk secondary ENI frortihe primary (A)SCS host to
place a virtual network fence around this host if securityups are configured accordingly.

W/Pc - 192.168.0.0/16 \
’ - Management Tier

i 192.168.1.

8B

Web
Browser

N

ication Tier Failover

sz 1602024 Volumes /‘
&
— @0
%ustumer VPN
ateway Gatgway
Application Tier )
192.168.3.0/24 Failover
1. (If Applicable) Launch new (A)SCS instance from latest AMI
2. Switch DNS for central services hostname to IP Address
configured for ethl on remote secondary server
3. (optional) Detach eth1 from primary for fencing purposes
1. Launch AMI v
SAP GUI s

Corp Management Tier

Datacenter K . 192.16&4.on

Figurell- Failover (ABCS instance

m,(
i

Install ing the Primary Database

Most if not all enterprise clagtatabasesised in an SAP environmdmve various options for
configuring lghlyavailable solutioa Database lgh availability on AWS is accomplished bygaisi
native database replication technigues or even custom log shipping methods. In this case, each
database instance hatsiown locally attacheAmazonEBS volmes.
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