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What Is Amazon ElastiCache?

Welcome to the Amazon ElastiCache User Guide. ElastiCache is a web service that makes it easy to
set up, manage, and scale a distributed in-memory cache environment in the cloud. It provides a high-
performance, scalable, and cost-effective caching solution, while removing the complexity associated
with deploying and managing a distributed cache environment.

With ElastiCache, you can quickly deploy your cache environment, without having to provision
hardware or install software. You can choose from Memcached or Redis protocol-compliant cache
engine software, and let ElastiCache perform software upgrades and patch management for you.

For enhanced security, ElastiCache can be run in the Amazon Virtual Private Cloud (Amazon VPC)
environment, giving you complete control over network access to your clusters. With just a few clicks
in the AWS Management Console, you can add or remove resources such as nodes, clusters, or read
replicas to your ElastiCache environment to meet your business needs and application requirements.

Existing applications that use Memcached or Redis can use ElastiCache with almost no modification.
Your applications simply need to know the host names and port numbers of the ElastiCache nodes
that you have deployed. The ElastiCache Auto Discovery feature for Memcached lets your applications
identify all of the nodes in a cache cluster and connect to them, rather than having to maintain a list of
available host names and port numbers. In this way, your applications are effectively insulated from
changes to node membership in a cluster.

ElastiCache has multiple features to enhance reliability for critical production deployments:

« Automatic detection and recovery from cache node failures.
¢ Automatic failover (Multi-AZ) of a failed primary cluster to a read replica in Redis replication groups.
* Flexible Availability Zone placement of nodes and clusters.

 Integration with other AWS services such as Amazon EC2, CloudWatch, CloudTrail, and Amazon
SNS to provide a secure, high-performance, managed in-memory caching solution.

See Also

Performance at Scale with Amazon ElastiCache
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When Should | Use ElastiCache?

Whether serving up the latest news, a Top-10 leaderboard, a product catalog, or selling tickets to

an event, speed is the name of the game. The success of your website and business is significantly
impacted by the speed at which you deliver content. According to research reported by the NY Times
in 2012, "For Impatient Web Users, an Eye Blink Is Just Too Long to Wait," users can register a 250
millisecond (1/4 second) difference between competing sites and will opt out of the slower site in favor
of the faster site. Tests done at Amazon in 2007, cited in How Webpage Load Time Is Related to
Visitor Loss, revealed that for every 100ms (1/10 second) increase in load time, sales would decrease
1%. If someone wants data, whether for a webpage or a report that drives business decisions, you can
deliver that data faster if it is cached, much faster. Can your business afford to not cache your web
pages so as to deliver them with the shortest latency possible?

It may be intuitively obvious that you want to cache your most heavily requested items. But why would
you not want to cache your less frequently requested items? Even the most optimized database query
or remote API call is going to be noticeably slower than retrieving a flat key from an in-memory cache.
Remember, noticeably slower is what sends customers elsewhere.

The following examples illustrate some of the ways using ElastiCache can improve overall performance
of your application.

In-Memory Data Cache

The primary purpose of an in-memory key-value store is to provide ultra-fast (sub-millisecond latency)
and inexpensive access to copies of data. Most data stores have areas of data that are frequently
accessed but seldom updated. Additionally, querying a database will always be slower and more
expensive than locating a key in a key-value pair cache. Some database queries are especially
expensive to perform, for example, queries that involve joins across multiple tables or queries with
intensive calculations. By caching such query results, you pay the price of the query once and then are
able to quickly retrieve the data multiple times without having to re-execute the query.

What Should | Cache?

When deciding what data to cache you should consider these factors:

Speed and Expense — It is always slower and more expensive to acquire data from a database than
from a cache. Some database queries are inherently slower and more expensive than others. For
example, queries that perform joins on multiple tables are significantly slower and more expensive than
simple, single table queries. If the interesting data requires a slow and expensive query to acquire, it is
a candidate for caching. If acquiring the data requires a relatively quick and simple query, it may still be
a candidate for caching, depending on other factors.

Data and Access Pattern — Determining what to cache also involves understanding the data itself and
its access patterns. For example, it doesn't make sense to cache data that is rapidly changing or is
seldom accessed. For caching to provide a meaningful benefit, the data should be relatively static and
frequently accessed, such as a personal profile on a social media site. Conversely, you don't want to
cache data if caching it provides no speed or cost advantage. For example, it wouldn't make sense to
cache web pages that return the results of a search since such queries and results are almost always
unigue.

Staleness — By definition, cached data is stale data—even if in certain circumstances it isn't stale, it
should always be considered and treated as stale. In determining whether your data is a candidate
for caching, you need to determine your application's tolerance for stale data. Your application may
be able to tolerate stale data in one context, but not another. For example, when serving up a publicly
traded stock price on a web site, staleness might be quite acceptable, along with a disclaimer that
prices may be up to n minutes delayed. But, when serving up the price for the same stock to a broker
making a sale or purchase you want real-time data.
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In summary, consider caching your data if:

 ltis slow or expensive to acquire when compared to cache retrieval.
 Itis accessed with sufficient frequency.
« Itis relatively static, or if rapidly changing, staleness is not a significant issue.

For more information, see Caching Strategies (p. 70).

Gaming Leaderboards (Redis Sorted Lists)

Redis sorted sets move the computational complexity associated with leaderboards from your
application to your Redis cluster.

Leaderboards, such as the Top 10 scores for a game, are computationally complex, especially with a
large number of concurrent players and continually changing scores. Redis sorted sets guarantee both
unigueness and element ordering. Using Redis sorted sets, each time a new element is added to the
sorted set it is re-ranked in real time and added to the set in its appropriate numeric position.

Example - Redis Leaderboard

In this example four gamers and their scores are entered into a sorted list using ZADD. The command
ZREVRANGEBYSCORE lists the players by their score, high to low. Next, ZADD is used to update June's
score by overwriting the existing entry. Finally ZREVRANGEBYSCORE list the players by their score, high
to low, showing that June has moved up in the rankings.

ZADD | eader board 132 Robert
ZADD | eader board 231 Sandra
ZADD | eader board 32 June
ZADD | eader board 381 Adam

ZREVRANCEBYSCORE | eader board +i nf -inf
1) Adam

2) Sandra

3) Robert

4) June

ZADD | eader board 232 June

ZREVRANCEBYSCORE | eader board +i nf -inf
1) Adam

2) June

3) Sandra

4) Robert

The following command lets June know where she ranks among all the players. Since ranking is zero-
based, ZREVRANK returns a 1 for June who is in second position.

ZREVRANK | eader board June
1

For more information, see the Redis Documentation on sorted sets.

Messaging (Redis pub/sub)

When you send an email message, you send it to one or more specified recipients. In the pub/sub
paradigm, you send a message to a specific channel not knowing who, if anyone, will receive it.
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Recipients of the message are those who are subscribed to the channel. For example, suppose you
subscribe to the news.sports.golf channel. You and all others subscribed to the news.sports.golf
channel will receive any messages published to news.sports.golf.

Redis pub/sub functionality has no relation to any key space. Therefore, it will not interfere on any
level.

Subscribing

To receive messages on a channel you must subscribe to the channel. You may subscribe to a single
channel, multiple specified channels, or all channels that match a pattern. To cancel a subscription you
unsubscribe from the channel specified when you subscribed to it or the same pattern you used if you
subscribed using pattern matching.

Example - Subscription to a Single Channel

To subscribe to a single channel, use the SUBSCRIBE command specifying the channel you want to
subscribe to. In the following example, a client subscribes to the news.sports.golf channel.

SUBSCRI BE news. sports. gol f

After a while, the client cancels their subscription to the channel using the UNSUBSCRIBE command
specifying the channel to unsubscribe from.

UNSUBSCRI BE news. sports. gol f

Example - Subscriptions to Multiple Specified Channels

To subscribe to multiple specific channels, list the channels with the SUBSCRIBE command. In
the following example, a client subscribes to both the news.sports.golf, news.sports.soccer and
news.sports.skiing channels.

SUBSCRI BE news. sports.golf news.sports.soccer news.sports. skiing

To cancel a subscription to a specific channel, use the UNSUBSCRIBE command specifying the
channel to unsubscribe from.

UNSUBSCRI BE news. sports. gol f

To cancel subscriptions to multiple channels, use the UNSUBSCRIBE command specifying the
channels to unsubscribe from.

UNSUBSCRI BE news. sports. golf news.sports. soccer

To cancel all subscriptions, use UNSUBSCRIBE and specify each channel or UNSUBSCRIBE without
specifying any channel.

UNSUBSCRI BE news. sports. gol f news.sports.soccer news.sports.skiing

UNSUBSCRI BE
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Example - Subscriptions Using Pattern Matching
Clients can subscribe to all channels that match a pattern by using the PSUBSCRIBE command.

In the following example, a client subscribes to all sports channels. Rather than listing all the sports
channels individually, as would be done using SUBSCRIBE, pattern matching is used with the
PSUBSCRI BE command.

PSUBSCRI BE news. sports. *

To cancel subscriptions to these channels, use the PUNSUBSCRIBE command.

PUNSUBSCRI BE news. sports. *

Important

The channel string sent to a [P][SUBSCRIBE command and to the [PJUNSUBSCRIBE
command must match. You cannot PSUBSCRIBE to news.* and PUNSUBSCRIBE from
news.sports.* or UNSUBSCRIBE from news.sports.golf.

Publishing

To send a message to all subscribers to a channel, use the PUBLISH command, specifying the
channel and the message. The following example publishes the message, “It's Saturday and sunny.
I'm headed to the links.” to the news.sports.golf channel.

PUBLI SH news. sports.golf "It's Saturday and sunny. |'m headed to the |inks."

A client cannot publish to a channel to which it is subscribed.

For more information, see Pub/Sub in the Redis documentation.

Recommendation Data (Redis Counters & Hashes)

Redis counters and hashes make compiling recommendations simple. Each time a user "likes" a
product, you increment an item:productID:like counter. Each time a user "dislikes" a product, you
increment an item:productiD:dislike counter. Using Redis hashes, you can also maintain a list of
everyone who has liked or disliked a product.

Example - Likes & Dislikes

INCR i tem 38923:1i kes

HSET item 38923:ratings Susan 1
INCR i tem 38923: di sl i kes

HSET item 38923:ratings Tomy -1

Other Redis Uses

An article by Salvatore Sanfilippo (How to take advantage of Redis just adding it to your stack)
discusses a number of common database uses and how they can be easily solved using Redis, thus
removing load from your database and improving performance.

Testimonials

Go to Testimonials to read about how businesses like airbnb, PBS, esri, and others are leveraging
Amazon ElastiCache to grow their businesses with improved customer experience.
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Amazon ElastiCache Resources

We recommend that you begin by reading the following sections, and refer to them as you need them.

e Service Highlights and Pricing — The product detail page provides a general product overview of
ElastiCache, service highlights, and pricing.

« ElastiCache Videos — The ElastiCache Tutorial Videos (p. 7) section has videos that introduce
you to Amazon ElastiCache, cover common use cases for ElastiCache, and demo how to use
ElastiCache to reduce latency and improve throughput of your applications.

e Getting Started — The Getting Started with Amazon ElastiCache (p. 21) section includes an
example that walks you through the process of creating a cache cluster, authorizing access to the
cache cluster, connecting to a cache node, and deleting the cache cluster.

« Performance at Scale — The Performance at Scale with Amazon ElastiCache white paper
addresses caching strategies that enable your application to perform well at scale.

After you complete the preceding sections, read these sections:
e Engines and Versions (p. 32)

ElastiCache supports two engines—Memcached and Redis. This topic helps you determine which
engine is best for your scenario.

¢ Selecting Your Node Size (p. 78)

You want your cache to be large enough to accommodate all the data you want to cache. At the
same time you don't want to pay for more cache than you need. This topic assists you in selecting
the best node size.

¢ Best Practices for Implementing Amazon ElastiCache (p. 60)

Identify and address issues that can impact the efficiency of your cluster.

If you want to use the AWS Command Line Interface, these documents can help you get started:
¢ AWS Command Line Interface Documentation

This section provides information on downloading the AWS CLI, getting the CLI working on your
system, and providing your AWS credentials.

¢ AWS CLI Documentation for ElastiCache

This is a separate document with all of the AWS CLI for ElastiCache commands, including syntax
and examples.

You can write application programs to leverage the ElastiCache API using a variety of popular
programming languages. Here are some resources:

¢ Tools for Amazon Web Services

Amazon Web Services provides a number of software development kits (SDKs) with support for
ElastiCache. You can code against ElastiCache using Java, .NET, PHP, Ruby, and other languages.
These SDKs can greatly simplify your application development by formatting your requests to
ElastiCache, parsing responses, and providing retry logic and error handling.

¢ Using the ElastiCache API (p. 383)

If you don't want to use the AWS SDKSs, you can interact with ElastiCache directly using the Query
API. This section provides troubleshooting tips and information on creating and authenticating
requests and handling responses.
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¢ Amazon ElastiCache API Reference

This is a separate document with all of the ElastiCache API operations, including syntax and
examples.

ElastiCache Tutorial Videos

This section contains tutorial videos to help you learn basic and advanced Amazon ElastiCache
concepts. For information about AWS Training, see AWS Training & Certification.

Introductory Video Tutorials

For introductory video tutorials about Amazon ElastiCache, see the following.

Topics
¢ Introduction to Amazon ElastiCache (p. 7)
¢ DAT204—Building Scalable Applications on AWS NoSQL Services (re:Invent 2015) (p. 7)

« DAT207—Accelerating Application Performance with Amazon ElastiCache (AWS re:Invent
2013) (p. 7)

Introduction to Amazon ElastiCache

In this tutorial, you learn about key Amazon ElastiCache concepts, watch a demo of creating and
launching an ElastiCache cluster in the Amazon cloud, and then go practice with a free lab at Qwik
Labs.

Introduction to Amazon ElastiCache.

DAT204—Building Scalable Applications on AWS NoSQL
Services (re:Invent 2015)

In this session, we discuss the benefits of NoSQL databases and take a tour of the main NoSQL
services offered by AWS—Amazon DynamoDB and Amazon ElastiCache. Then, we hear from two
leading customers, Expedia and Mapbox, about their use cases and architectural challenges, and
how they addressed them using AWS NoSQL services, including design patterns and best practices.
You will walk out of this session having a better understanding of NoSQL and its powerful capabilities,
ready to tackle your database challenges with confidence.

DAT204—Building Scalable Applications on AWS NoSQL Services (re:Invent 2015)

DAT207—Accelerating Application Performance with Amazon
ElastiCache (AWS re:Invent 2013)

In this tutorial, learn how you can use Amazon ElastiCache to easily deploy a Memcached- or Redis-
compatible in-memory caching system to speed up your application performance. We show you how
to use Amazon ElastiCache to improve your application latency and reduce the load on your database
servers. We'll also show you how to build a caching layer that is easy to manage and scale as your
application grows. During this session, we go over various scenarios and use cases that can benefit by
enabling caching, and discuss the features provided by Amazon ElastiCache.

DAT207 - Accelerating Application Performance with Amazon ElastiCache (re:Invent 2013)
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Advanced Video Tutorials

For advanced tutorials videos about Amazon ElastiCache, see the following.

Topics
¢ DAT407—Amazon ElastiCache Deep Dive (re:Invent 2015) (p. 8)
« SDD402—Amazon ElastiCache Deep Dive (re:Invent 2014) (p. 8)

« DAT307—Deep Dive into Amazon ElastiCache Architecture and Design Patterns (re:Invent
2013) (p. 8)

DAT407—Amazon ElastiCache Deep Dive (re:Invent 2015)

Peek behind the scenes to learn about Amazon ElastiCache's design and architecture. See common
design patterns of our Memcached and Redis offerings and how customers have used them for
in-memory operations and achieved improved latency and throughput for applications. During this
session, we review best practices, design patterns, and anti-patterns related to Amazon ElastiCache.

DAT407—Amazon ElastiCache Deep Dive (re:Invent 2015)

SDD402—Amazon ElastiCache Deep Dive (re:Invent 2014)

In this tutorial, we examine common caching use cases, the Memcached and Redis engines, patterns
that help you determine which engine is better for your needs, consistent hashing, and more as means
to building fast, scalable applications. Frank Wiebe, Principal Scientist at Adobe, details how Adobe
uses Amazon ElastiCache to improve customer experience and scale their business.

DAT402—Amazon ElastiCache Deep Dive (re:Invent 2014)

DAT307—Deep Dive into Amazon ElastiCache Architecture
and Design Patterns (re:Invent 2013)

In this tutorial, we examine caching, caching strategies, scaling out, monitoring. We also compare the
Memcached and Redis engines. During this session, also we review best practices and design patterns
related to Amazon ElastiCache.

DAT307 - Deep Dive into Amazon ElastiCache Architecture and Design Patterns (AWS re:Invent
2013).
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In October 2016, Amazon ElastiCache launched support for Redis 3.2 which, among other things,
added support for partitioning your data. In order to preserve compatibility with previous versions,

we are extending our current API/CLI (API version 2015-02-02) operations to include the new Redis
functionality. In parallel, we are using terminology in the ElastiCache console that is used in this new
functionality and common across the industry. This means that at some points, the terminology used
in the API/CLI may be different from the terminology used in the console. The following table identifies
terms which may differ between the API/CLI and the console.

Cache Cluster/Node vs. Node

Because of the one-to-one relationship between a Node and a Cache Cluster when there are no
replica nodes, the ElastiCache console often used the terms interchangeably. Going forward, the
console now uses the term Node throughout. The one exception is the button Create Cluster,
which launches the process to create a cluster with or without replica nodes.

There is no change in the ElastiCache APl or AWS CLI terms.

Cache xxx vs. Xxx
The console has dropped the word cache from terms like cache node, cache cluster, cache
parameter group, and so on. The console now refers to these as node, cluster, parameter group,
and so on.

There is no change in the ElastiCache APl or AWS CLI terms.

Node Group vs. Shard
Node groups and shards exist only when there are read replica nodes. Shard and Node Group
are similar. Both implement replication, but with slightly different internal structures. A shard is
a collection of up to 6 Redis nodes. A node group is a collection of up to 6 Redis single node
clusters. In both cases, replication is implemented by having one node/cluster be the read/write
primary and all other nodes/clusters read-only replicas. For a visual comparison, see the graphic
in the following term, Replication Group vs. Cluster. The ElastiCache console no longer uses the
term replication group, replacing it with cluster.

There is no change in the ElastiCache API or AWS CLI terms.

Replication Group vs. Cluster

Redis Replication Group (" Redis Cluster h
At least one replica

Replica
Node-1

Replica
Node-1

Primary
Node

Primary
Node

Node-n Shard
Node Cluster A =~
Group

A Redis cluster (called replication group in the API/CLI) is a collection of shards (called node
groups in the API/CLI) as defined above.
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A Redis (cluster mode disabled) cluster never has more than one shard (called node group in

the API/CLI). A Redis (cluster mode enabled) cluster can partition its data across 1 to 15 shards
(called node groups in the API/CLI).

There is no change in the ElastiCache APl or AWS CLI terms.
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ElastiCache Components & Features

The topics in this section are an overview of the major components of an Amazon ElastiCache
deployment.

Topics
¢ ElastiCache Nodes (p. 11)
¢ ElastiCache Shards (Redis) (p. 12)
¢ ElastiCache Clusters (p. 12)
¢ ElastiCache Replication (Redis) (p. 14)
¢ Regions & Availability Zones (p. 15)
¢ ElastiCache Endpoints (p. 16)
¢ ElastiCache Parameter Groups (p. 16)
¢ ElastiCache Security (p. 17)
¢ ElastiCache Security Groups (p. 17)
¢ ElastiCache Subnet Groups (p. 17)
¢ ElastiCache Backups/Snapshots (Redis) (p. 18)
¢ ElastiCache Events (p. 18)

ElastiCache Nodes

A node is the smallest building block of an ElastiCache deployment. A node can exist in isolation from
or in some relationship to other nodes.

A node is a fixed-size chunk of secure, network-attached RAM. Each node runs an instance of either
Memcached or Redis, depending on which was selected when you created your cluster. If necessary,
you can scale the nodes in a cluster up or down to a different instance type. For more information, see
Scaling (p. 169).

Every node within a cluster is the same instance type and runs the same cache engine. Each cache
node has its own Domain Name Service (DNS) name and port. Multiple types of cache nodes are
supported, each with varying amounts of associated memory. For a list of supported node instance
types, see Supported Node Types (p. 90).

You can purchase nodes on a pay-as-you-go basis, where you only pay for your use of a node, or,

you can purchase reserved nodes at a significantly reduced hourly rate. If your usage rate is high,
purchasing reserved nodes could save you money. If your cluster is almost always in use and you
occasionally add nodes to handle use spikes, you can purchase a number of reserved nodes to run
most of the time, and purchase pay-as-you-go nodes for the times you occasionally need to add nodes.
For more information on reserved nodes, see ElastiCache Reserved Nodes (p. 81).

The Memcached engine supports Auto Discovery—the ability for client programs to automatically
identify all of the nodes in a cache cluster, and to initiate and maintain connections to all of these
nodes. With Auto Discovery, your application does not need to manually connect to individual
nodes; instead, your application connects to a configuration endpoint. The configuration endpoint
DNS entry contains the CNAME entries for each of the cache node endpoints; thus, by connecting
to the configuration endpoint, you application immediately knows about all of the nodes in the
cluster and can connect to all of them. You do not need to hard code the individual cache node
endpoints in your application. For more information on Auto Discovery, see Node Auto Discovery
(Memcached) (p. 95).

For more information on nodes, see ElastiCache Nodes (p. 76).
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ElastiCache Shards (Redis)

A Redis shard (called node group in the API/CLI) is a grouping of 1 to 6 related nodes. A Redis (cluster
mode disabled) cluster always has one shard. A Redis (cluster mode enabled) cluster can have from 1

to 15 shards.

A multiple node shard implements replication by have one read/write primary node and 1 to 5 replica

nodes. For more information, see ElastiCache Replication (Redis) (p. 190).

(Redis Cluster ) ( Redis Cluster
Cluster mode disabled Cluster mode enabled
Replica Replica Replica
Node-1 Node-1 Node-1
Primary Primary Primary
Naode Maode Node
Replica Replica Replica
Node-n Node-n Node-n
Shard Shard Shard
- J

Redis shard configurations

For more information on shards, see Shards (Redis) (p. 125).

ElastiCache Clusters

A cluster is a logical grouping of one or more ElastiCache Nodes (p. 11) or ElastiCache Shards
(Redis) (p. 12). Data is partitioned across the shards in a Redis (cluster mode enabled) cluster.

Many ElastiCache operations are targeted at clusters.

¢ Creating a cluster
* Modifying a cluster

¢ Taking snapshots of a cluster (all versions of Redis)

¢ Deleting a cluster
¢ Viewing the elements in a cluster

¢ Adding or removing cost allocation tags to/from a cluster

For more detailed information, see the following related topics:

¢ ElastiCache Clusters (p. 126) and ElastiCache Nodes (p. 76)

Information about clusters, nodes, and related operations.

« AWS Service Limits: Amazon ElastiCache

Information about ElastiCache limits, such as the maximum number of nodes or clusters.

If you need to exceed these limits, make your request using the Amazon ElastiCache Cache Node

request form.
¢ Mitigating Failures (p. 62)

API Version 2015-02-02
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Information about improving the fault tolerance of your clusters and replication groups.

Typical Cluster Configurations

Depending on the engine you select, possible cluster configurations differ.

Memcached supports up to 100 nodes per customer per region with each cluster having 1 to 20 nodes.
You can partition your data across the nodes in a Memcached cluster.

A Redis cluster contains 1 to 15 shards (API: node groups), each of which is a partition of your data.
Redis (cluster mode disabled) always has just one shard.

Following are typical cluster configurations for the Memcached and Redis engines.
Memcached Clusters

When you run the Memcached engine, clusters can be made up of 1 to 20 nodes. You can partition
your database across the nodes. Your application reads and writes to each node's endpoint. For more
information, see Node Auto Discovery (Memcached) (p. 95).

For improved fault tolerance, locate your Memcached nodes in various Availability Zones (AZs) within
the cluster's region. That way, a failure in one AZ will have minimal impact upon your entire cluster and
application. For more information, see Mitigating Failures (p. 62).

As demand upon your Memcached cluster changes, you can scale out or in by adding or removing
nodes and repartitioning your data across the new number of nodes. When you partition your data, we
recommend using consistent hashing. For more information about consistent hashing, see Configuring
Your ElastiCache Client for Efficient Load Balancing (p. 66).

..>>>.

Cluster Cluster

A single node and a multi-node Memcached cluster

Memcached clusters: single node and multiple node clusters
Redis Clusters

A Redis cluster contains 1 to 15 shards (called node groups in the API/CLI). Redis (cluster mode
disabled) clusters always contain just one shard (called node group in the API/CLI). A Redis shard
contains 1 to 6 nodes. If there is more than one node in a shard, the shard supports replication with
one node being the read/write primary node and the others read-only replica nodes.

For improved fault tolerance, we recommend having at least two nodes in a Redis cluster and enabling
Multi-AZ with automatic failover. For more information, see Mitigating Failures (p. 62).

As demand upon your Redis (cluster mode disabled) cluster changes you can scale up or down

by moving your cluster to a different node instance type. If your application is read intensive, we
recommend adding read-only replicas Redis (cluster mode disabled) cluster so you can spread the
reads across a more appropriate number of nodes.

ElastiCache supports changing a Redis (cluster mode disabled) cluster's node type to a larger node
type dynamically. For information on scaling up or down, see Scaling Redis (cluster mode disabled)
Clusters (p. 173) or Scaling Redis Clusters with Replica Nodes (p. 180).

API Version 2015-02-02
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ElastiCache Replication (Redis)

Before you continue reading here, see ElastiCache Terminology (p. 9) to better understand the

differences in terminology between the ElastiCache console and the API/CLI.

Replication is implemented by grouping from 2 to 6 nodes in a shard (API/CLI: node group). One of
these nodes is the read/write primary node. All the other nodes are read-only replica nodes.

Each replica node maintains a copy of the data from the primary node. Replica nodes use
asynchronous replication mechanisms to keep synchronized with the primary node. Applications

can read from any node in the cluster but can write only to primary nodes. Read replicas enhance
scalability by spreading reads across multiple endpoints. Read replicas also improve fault tolerance
by maintaining multiple copies of the data. Locating read replicas in multiple Availability Zones further
improves fault tolerance. For more information on fault tolerance, see Mitigating Failures (p. 62).

Redis (cluster mode disabled) clusters support one shard (called node group in the API/CLI). Redis

(cluster mode enabled) clusters support from 1 to 15 shards (node groups).

The following graphic illustrates replication for Redis (cluster mode disabled) and Redis (cluster mode
enabled) clusters using the console's view and terminology.

Redis (cluster mode enabled)

Redis (cluster mode disabled)

Supported by Redis 2.8.x and 3.2.x

Replication

Single shard
Modifiable

Mo data partitioning

Supported by Redis 3.2.x
Replication within each shard
Multiple shards

Static/not modifiable

Data partitioning supported

<

(Redis Cluster

Cluster mode disabled

Replica
Node-1

Primary
Node

Replica
Node-n

Shard

S

O\ ( Redis Cluster

Cluster mode enabled

Replica
Node-1

Primary
Node

Replica
Node-n

Shard

Replica
Node-1

Primary
Node

Replica
Node-n

Shard

Redis replication (console view), single shard and multiple shards

Replication from the API/CLI perspective uses different terminology to maintain compatibility with
previous versions, but the results are the same. The following diagram shows the API/CLI terms for
implementing replication.

Comparing Replication: Redis (cluster mode disabled) & Redis (cluster mode enabled)

The following table compares various features of Redis (cluster mode disabled) and Redis (cluster
mode enabled) replication groups.

Node groups

Redis (cluster mode

disabled)

Redis (cluster mode enabled)

1to 15
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Redis (cluster mode Redis (cluster mode enabled)

disabled)
Replicas per node group # Oto5 Oto5
Data partitioning No Yes
Add/Delete replicas Yes No
Add/Delete node groups No No
Supports scale up Yes No
Supports engine upgrades Yes N/A
Promote replica to primary Yes No
Multi-AZ with automatic failover Optional Required
Backup/Restore Yes # Yes #

Notes:
# If any primary has no replicas and the primary fails, you will lose all that primary's data.

# Backup/Restore must be to a replication group with the same number of node groups.

All of the shards (API/CLI: node groups) and nodes must reside in the same region. However, you can
provision the individual nodes in multiple Availability Zones within that region.

Read replicas guard against potential data loss because your data is replicated over two or more
nodes — the primary and one or more read replicas. For greater reliability and faster recovery, we
recommend that you create one or more read replicas in different Availability Zones, and enable Multi-
AZ with automatic failover instead of using AOF. AOF is disabled when Multi-AZ with automatic failover
is enabled. For more information, see Replication: Multi-AZ with Automatic Failover (Redis) (p. 196).

Replication: Limits & Exclusions

¢ AOF is not supported on node type cache. t 1. mi cro.
« Multi-AZ with automatic failover is only supported on Redis versions 2.6.8 and later.
¢ Multi-AZ with automatic failover is not supported on node types T1 and T2.

For more information on AOF and Multi-AZ, see Mitigating Failures (p. 62).

Regions & Avalilability Zones

Amazon ElastiCache is available in multiple regions around the world so that you can launch
ElastiCache clusters in locations that meet your business requirements, such as launching in the
region closest to your customers or to meet certain legal requirements.

By default, the AWS SDKs, AWS CLI, ElastiCache API, and ElastiCache console reference the US-
West (Oregon) region. As ElastiCache expands availability to new regions, new endpoints for these
regions are also available to use in your HTTP requests, the AWS SDKs, AWS CLI, and ElastiCache
console.

Each region is designed to be completely isolated from the other regions. Within each region are
multiple Availability Zones. By launching your nodes in different Availability Zones you are able to

API Version 2015-02-02
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achieve the greatest possible fault tolerance. For more information about regions and Availability
Zones, see Selecting Regions and Availability Zones (p. 45).

h rRegia::n 2

(2 {2

L /X J
Regions and Availability Zones

rrRegicm 1 h

For information on regions supported by ElastiCache and their endpoints, see Supported Regions &
Endpoints (p. 46).

ElastiCache Endpoints

An endpoint is the unique address your application uses to connect to an ElastiCache node or cluster.

Memcached Endpoints

Each node in a Memcached cluster has its own endpoint. The cluster also has an endpoint called the
configuration endpoint. If you enable Auto Discovery and connect to the configuration endpoint, your
application will automatically know each node endpoint, even after adding or removing nodes from the
cluster. For more information, see Node Auto Discovery (Memcached) (p. 95).

Single Node Redis Cluster Endpoints

The endpoint for a single node Redis cluster is used to connect to the cluster for both reads and writes.

Multi-Node Redis Cluster Endpoints

A multiple node Redis (cluster mode disabled) cluster has two types of endpoints. The primary
endpoint always connects to the primary node in the cluster, even if the specific node in the primary
role changes. Use the primary endpoint for all writes to the cluster.

The read endpoint in a Redis (cluster mode disabled) cluster always points to a specific node.
Whenever you add or remove a read replica, you must update the associated node endpoint in your
application.

A Redis (cluster mode enabled) cluster has a single configuration endpoint. By connecting to the
configuration endpoint your application is able to discover the primary and read endpoints for each
shard in the cluster.

For more information, see Finding Your ElastiCache Endpoints (p. 48).

ElastiCache Parameter Groups

Cache parameter groups are an easy way to manage runtime settings for supported engine software.
Memcached and Redis have many parameters to control memory usage, eviction policies, item sizes,
and more. An ElastiCache parameter group is a named collection of Memcached- or Redis-specific
parameters that you can apply to a cluster, thereby guaranteeing that all of the nodes in that cluster are
configured in exactly the same way.

For a list of supported parameters, their default values, and which ones can be modified, see
DescribeEngineDefaultParameters (describe-engine-default-parameters).

API Version 2015-02-02
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For more detailed information on ElastiCache parameter groups, see Parameters and Parameter
Groups (p. 272).

ElastiCache Security

For enhanced security, ElastiCache node access is restricted to applications running on whitelisted
Amazon EC2 instances. You can control the Amazon EC2 instances that can access your cluster by
using subnet groups or security groups.

By default, all new ElastiCache clusters are launched in an Amazon Virtual Private Cloud (Amazon
VPC) environment. You can use subnet groups to grant cluster access from Amazon EC2 instances
running on specific subnets. If you choose to run your cluster outside of Amazon VPC, you can create
security groups to authorize Amazon EC2 instances running within specific Amazon EC2 security
groups.

ElastiCache Security Groups

Note

ElastiCache security groups are only applicable to clusters that are not running in an Amazon
Virtual Private Cloud (Amazon VPC) environment. If you are running your ElastiCache nodes
in an Amazon VPC, you control access to your cache clusters with Amazon VPC security
groups, which are different from ElastiCache security groups.

For more information on using ElastiCache in an Amazon VPC, see Amazon Virtual Private
Cloud (Amazon VPC) with ElastiCache (p. 316).

ElastiCache allows you to control access to your clusters using security groups. A security group acts
like a firewall, controlling network access to your cluster. By default, network access to your clusters is
turned off. If you want your applications to access your cluster, you must explicitly enable access from
hosts in specific Amazon EC2 security groups. After ingress rules are configured, the same rules apply
to all clusters associated with that security group.

To allow network access to your cluster, create a security group and use the
AuthorizeCacheSecurityGrouplngress API or the authorize-cache-security-group-ingress AWS CLI
command to authorize the desired Amazon EC2 security group (which in turn specifies the Amazon
EC2 instances allowed). The security group can be associated with your cluster at the time of creation,
or by using the ElastiCache management console or the ModifyCacheCluster or (modify-cache-cluster)
AWS CLI for ElastiCache command.

Important

IP-range based access control is currently not enabled for clusters. All clients to a cluster
must be within the Amazon EC2 network, and authorized via security groups as described
previously.

For more information about security groups, see Security Groups [EC2-Classic] (p. 263).

ElastiCache Subnet Groups

A subnet group is a collection of subnets (typically private) that you can designate for your clusters
running in an Amazon Virtual Private Cloud (Amazon VPC) environment.

If you create a cluster in an Amazon VPC, then you must specify a cache subnet group. ElastiCache
uses that cache subnet group to select a subnet and IP addresses within that subnet to associate with
your cache nodes.

For more information about cache subnet group usage in an Amazon VPC environment, see Amazon
Virtual Private Cloud (Amazon VPC) with ElastiCache (p. 316), Step 4: Authorize Access (p. 24),
and Subnets and Subnet Groups (p. 307).
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ElastiCache Backups/Snapshots (Redis)

A backup is a point-in-time copy of a Redis cluster. Backups can be used to restore an existing cluster
or to seed a new cluster. Backups consist of all the data in a cluster plus some metadata. Backups are
not supported by the Memcached engine.

During the time Redis is creating a backup, to keep it a point-in-time backup, the process forks and

all writes to the cluster are recorded in available memory, apart from the cluster's data that is being
backed up. Because of this, you must have sufficient extra memory to accommodate these writes.
When selecting a node type, keep this in mind if you're using Redis. For more information on selecting
a node type for your Redis deployment, see Ensuring You Have Sufficient Memory to Create a Redis
Snapshot (p. 60).

For more information, see ElastiCache Backup & Restore (Redis) (p. 235).

ElastiCache Events

When significant events happen on a cache cluster, such as a failure to add a node, success in adding
a node, the modification of a security group and others, ElastiCache sends notification to a specific
Amazon SNS topic. By monitoring for key events you can know the current state of your clusters and,
depending upon the event, be able to take corrective action.

For more information on ElastiCache events, see Monitoring ElastiCache Events (p. 363).
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Accessing Amazon ElastiCache

Your Amazon ElastiCache instances can only be accessed through an Amazon EC2 instance.

If you launched your ElastiCache instance in an Amazon Virtual Private Cloud (Amazon VPC), you
can access your ElastiCache instance from an Amazon EC2 instance in the same Amazon VPC or, by
using VPC peering, from an Amazon EC2 in a different Amazon VPC.

If you launched your ElastiCache instance in EC2 Classic, you allow the EC2 instance to access your
cluster by granting the Amazon EC2 security group associated with the instance access to your cache
security group. By default, access to a cluster is restricted to the account that launched the cluster.

For more information on granting Amazon EC2 access to your cluster, see Step 4: Authorize
Access (p. 24) and Accessing ElastiCache Resources from Outside AWS (p. 348).
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Managing ElastiCache

Once you have granted your Amazon EC2 instance access to your ElastiCache cluster, you have four
means by which you can manage your ElastiCache cluster: the AWS Management Console, the AWS
CLI for ElastiCache, the AWS SDK for ElastiCache, and the ElastiCache API.

Managing ElastiCache (Console)

The AWS Management Console is the easiest way to manage Amazon ElastiCache. The console

lets you create cache clusters, add and remove cache nodes, and perform other administrative tasks
without having to write any code. The console also provides cache node performance graphs from
CloudWatch, showing cache engine activity, memory and CPU utilization, as well as other metrics. For
more information, see specific topics in this User Guide.

Managing ElastiCache (AWS CLI)

You can also use the AWS Command Line Interface (AWS CLI) for ElastiCache. The AWS CLI makes
it easy to perform one-at-a-time operations, such as starting or stopping your cache cluster. You can
also invoke AWS CLI for ElastiCache commands from a scripting language of your choice, letting you
automate repeating tasks. For more information about the AWS CLI, see the User Guide and the AWS
Command Line Interface Reference.

Managing ElastiCache (AWS SDK)

If you want to access ElastiCache from an application, you can use one of the AWS software
development kits (SDKs). The SDKs wrap the ElastiCache API calls, and insulate your application
from the low-level details of the ElastiCache API. You provide your credentials, and the SDK libraries
take care of authentication and request signing. For more information about using the AWS SDKs, see
Tools for Amazon Web Services.

Managing ElastiCache (ElastiCache API)

You can also write application code directly against the ElastiCache web service API. When using the
API, you must write the necessary code to construct and authenticate your HTTP requests, parse the
results from ElastiCache, and handle any errors. For more information about the API, see Using the
ElastiCache API (p. 383).
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Getting Started with Amazon
ElastiCache

Beginning with creating your own AWS account, the topics in this section walk you through the process
of creating, granting access to, connecting to, and finally deleting a standalone Redis (cluster mode
disabled) cluster using the ElastiCache console.

Amazon ElastiCache supports high availability through the use of Redis replication groups. For
information about Redis replication groups and how to create them, see ElastiCache Replication
(Redis) (p. 190).

Beginning with Redis version 3.2, ElastiCache Redis supports partitioning your data across multiple
node groups, with each node group implementing a replication group. This exercise creates a
standalone Redis cluster.

Topics
e Step 1: Create an AWS Account [One time] (p. 21)
e Step 2: Launch a Cluster (p. 22)
e Step 3: (Optional) View Cluster Details (p. 23)
¢ Step 4: Authorize Access (p. 24)
e Step 5: Connect to a Cluster's Node (p. 26)
¢ Step 6: Delete Your Cluster [Avoid Unnecessary Charges] (p. 30)
¢ Where Do | Go From Here? (p. 31)

Step 1: Create an AWS Account [One time]

To use ElastiCache, you need an AWS account. If you don't already have one, you'll be prompted to
create one when you sign up. You're not charged for any AWS services that you sign up for unless you
use them.

To create an AWS account

1. Open https://aws.amazon.com/, and then choose Create an AWS Account.
2. Follow the online instructions.

Part of the sign-up procedure involves receiving a phone call and entering a PIN using the phone
keypad.
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Step 2: Launch a Cluster

Before you continue, be sure you have completed Step 1: Create an AWS Account [One
time] (p. 21).

The cluster you're about to launch will be live, and not running in a sandbox. You will incur the
standard ElastiCache usage fees for the instance until you delete it. The total charges will be minimal
(typically less than a dollar) if you complete the exercise described here in one sitting and delete
your cluster when you are finished. For more information about ElastiCache usage rates, see https://
aws.amazon.com/elasticache/.

Important
Your cluster will be launched in an Amazon VPC. Before you start creating your cluster, you
need to create a subnet group. For more information, see Creating a Subnet Group (p. 308).

To create a standalone Redis (cluster mode disabled) cluster

1. Signinto the AWS Management Console and open the Amazon ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. Select Get Started Now.

If you already have an available cluster, select Launch Cluster.
For Cluster engine, select Redis.
Make sure Cluster Mode enabled (Scale Out) is not selected.

Complete the Redis settings section as follows:

a. In Name, type a name for your cluster.

Cluster naming constraints

» Must contain from 1 to 20 alphanumeric characters or hyphens.
* Must begin with a letter.

« Cannot contain two consecutive hyphens.

« Cannot end with a hyphen.

b. From the Engine version compatibility list, choose the Redis engine version you want to run
on this cluster. Unless you have a specific reason to run an older version, we recommend that
you select the latest version.

c. In Port, accept the default port, 6379. If you have a reason to use a different port, enter the
port number.

d. From Parameter group, choose the parameter group you want to use with this cluster,
or select "Create new" to create a new parameter group to use with this cluster. For this
exercise, accept the default parameter group.

For more information, see Creating a Parameter Group (p. 273).

e. For Node type, choose the node type that you want to use for this cluster. For this exercise,
above the table select the t2 instance family, choose cache.t2.small, and finally choose
Save.

For more information, see Selecting Your Node Size (p. 78).

f.  From Number of replicas, choose the number of read replicas you want for this cluster.
Since in this exercise we're creating a standalone cluster, select None.

When you select None, the Replication group description field disappears.

6. Choose Advanced Redis sefiipiogcasidicoondete e section as follows:
22


https://aws.amazon.com/elasticache/
https://aws.amazon.com/elasticache/
https://console.aws.amazon.com/elasticache/
https://console.aws.amazon.com/elasticache/

Amazon ElastiCache User Guide
Step 3: (Optional) View Cluster Details

g.

Note

The Advanced Redis settings details are slightly different if you are creating a Redis
(cluster mode enabled) replication group. For a step-by-step walk through to create a
Redis (cluster mode enabled) replication group, see Creating a Redis (cluster mode
enabled) Replication Group from Scratch (p. 215).

From the Subnet group list, select the subnet you want to apply to this cluster. For this
exercise, select default.

For more information, see Subnets and Subnet Groups (p. 307).
Select how you want the Availability zone(s) selected for this cluster. You have two options.

* No preference — ElastiCache will select the availability zone.
» Specify availability zones — You specify the availability zone for your cluster.

For this exercise, select Specify availability zones and then choose an availability zone from
the list below Primary.

For more information, see Selecting Regions and Availability Zones (p. 45).

From the Security groups list, choose the security groups that you want to use for this
cluster. For this exercise, select default.

For more information, see ElastiCache and Security Groups (p. 331).

If you are going to seed your cluster with data from a .RDB file, in the Seed RDB file S3
location box, enter the Amazon S3 location of the .RDB file.

For more information, see Using a Backup to Seed a Cluster (p. 257).
Because this is not a production cluster, clear the Enable automatic backups check box.

For more information on Redis backup and restore, see ElastiCache Backup & Restore
(Redis) (p. 235).

The Maintenance window is the time, generally an hour, each week where ElastiCache
schedules system maintenance on your cluster. You can allow ElastiCache to specify the day
and time for your maintenance window (No preference), or you can specify the day and time
yourself (Specify maintenance window. If you choose Specify maintenance window, specify
the Start day, Start time, and Duration (in hours) for your maintenance window. For this
exercise, select No preference.

For more information, see Maintenance Window (p. 43).
For Notifications, leave it as Disabled.

Select Create cluster to launch your cluster, or Cancel to cancel the operation.

Step 3: (Optional) View Cluster Detalls

Before you continue, make sure you have completed Step 2: Launch a Cluster (p. 22).

To view a Redis (cluster mode disabled) cluster's details

1.

Sign in to the AWS Management Console and open the Amazon ElastiCache console at https://
console.aws.amazon.com/elasticache/.

In the ElastiCache console dashboard, choose Redis to display a list of all your clusters that are
running any version of Redis.

API Version 2015-02-02
23


https://console.aws.amazon.com/elasticache/
https://console.aws.amazon.com/elasticache/

Amazon ElastiCache User Guide
Step 4: Authorize Access

3. To see details of a cluster, select the check box to the left of the cluster's name. Make sure you
select a cluster running the Redis engine, not Clustered Redis. This diplays details about the
cluster, including the cluster's primary endpoint.

4. To view node information:

a. Choose the cluster's name.

b. Choose the Nodes tab. This diplays details about each node, including the node's endpoint
which you need to use to read from the cluster.

c. To view metrics on one or more nodes, select the box to the left of the node ID, then select
the time range for the metrics from the Time range list. If you select multiple nodes, you can
see overlay graphs.
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Step 4: Authorize Access

This section assumes that you are familiar with launching and connecting to Amazon EC2 instances.
For more information, go to the Amazon EC2 Getting Started Guide.

All ElastiCache clusters are designed to be accessed from an Amazon EC2 instance. A cluster and
its related EC2 instance must be in the same Amazon Virtual Private Cloud (Amazon VPC). If you
must access an ElastiCache cluster from somewhere other than an EC2 instance in the same VPC,
as a workaround you can set up one or more EC2 hosts inside the cache's VPC to act as a proxy for
the outside world. Setting up a host adds an extra network hop or extra Secure Sockets Layer (SSL)
overhead and cost, or both. However, those costs are small for many use cases. You must grant the
proxy EC2 instance access to your cluster. For information on accessing your ElastiCache resources
from outside AWS, go to Accessing ElastiCache Resources from Outside AWS (p. 348).

By default, network access to your cluster is limited to the user account that was used to launch it.
Before you can connect to a cluster from an EC2 instance, you must authorize the EC2 instance
to access the cluster. The steps required depend upon whether you launched your cluster into an
Amazon VPC environment.
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Before you continue, determine whether you launched your cluster into EC2-VPC or EC2-Classic.

To determine whether you launched your cluster into EC2-VPC or EC2-Classic using the
AWS Management Console

1. Signinto the AWS Management Console and open the Amazon EC2 console at https://
console.aws.amazon.com/ec?2/.

2. Locate Supported Platforms in the upper-right corner.

Under Supported Platforms, you will see either only VPC or both EC2 and VPC.
Account Attributes Account Aftributes

Supported Platforms Supported Platforms

If you see only VPC, continue at You Launched Your Cluster into EC2-VPC (p. 25).

If you see both EC2 and VPC, continue at You Launched Your Cluster into EC2-Classic (p. 26).

For more information, see Detecting Your Supported Platforms and Whether You Have a Default VPC.

To determine whether you launched your cluster into EC2-VPC or EC2-Classic using the
AWS Command Line Interface (AWS CLI)

1. Open a command window.
2. At the command prompt, run the following command.

aws ec2 describe-account-attributes

If you see only VPC in the output, continue at You Launched Your Cluster into EC2-
VPC (p. 25).

If you see both EC2 and VPC in the output, continue at You Launched Your Cluster into EC2-
Classic (p. 26).

You Launched Your Cluster into EC2-VPC

If you launched your cluster into an Amazon Virtual Private Cloud (Amazon VPC), you can connect to
your ElastiCache cluster only from an Amazon EC2 instance that is running in the same Amazon VPC.
In this case, you will need to grant network ingress to the cluster.

To grant network ingress from an Amazon VPC security group to a cluster

1. Signinto the AWS Management Console and open the Amazon EC2 console at https://
console.aws.amazon.com/ec?2/.

2. Inthe left navigation pane, under Network & Security, select Security Groups.

3. Inthe list of security groups, select the security group for your Amazon VPC. If you are a new
ElastiCache user, this security group will be named default.

4. Select Inbound tab, and then do the following:

a. Select Edit.
b. Select Add rule.
c. Inthe Type column, select Custom TCP rule.
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Step

d. Inthe Port range box, type the port number for your cluster node. This number must be the
same one that you specified when you launched the cluster. The default ports are as follows:

* Memcached: port 11211
* Redis: port 6379

e. Inthe Source box, select Anywhere which has the port range (0.0.0.0/0) so that any Amazon
EC2 instance that you launch within your Amazon VPC can connect to your ElastiCache
nodes.

f. Select Save.

When you launch an Amazon EC2 instance into your Amazon VPC, that instance will be able to
connect to your ElastiCache cluster.

You Launched Your Cluster into EC2-Classic

If you launched your cluster into EC2-Classic, to allow an Amazon EC2 instance to access your cluster
you will need to grant the Amazon EC2 security group associated with the instance access to your
cache security group.

To grant an Amazon EC2 security group access to a cluster

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. From the left navigation pane, select Cache Security Groups.

A list of cache security groups appears.
3. Select the default security group.

4. From the list at the bottom of the screen, select the EC2 Security Group Name you want to
authorize.

5. Select Add to authorize access.
Amazon EC2 instances that are associated with the security group are now authorized to connect
to your ElastiCache cluster.

To revoke a security group's access, locate the security group in the list of authorized security groups,
and then select Remove.

5: Connect to a Cluster's Node

Before you continue, be sure you have completed Step 4: Authorize Access (p. 24).

This section assumes that you've created an Amazon EC2 instance and can connect to it. For
instructions on how to do this, go to the Amazon EC2 Getting Started Guide.

An Amazon EC2 instance can connect to a cluster node only if you have authorized it to do so. For
more information, see Step 4: Authorize Access (p. 24).

Step 5.1: Find your Node Endpoints

Once your cluster is in the avai | abl e state and you've authorized access to it, you can log in to an
Amazon EC2 instance and connect to a node in the cluster. To do so, you must first determine the
node endpoint.
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To find your node's endpoints, see the relevant topic. When you find the endpoint you need, copy it to
your clipboard for use in Step 5.2.

Finding Your ElastiCache Endpoints (p. 48)

Finding the Endpoints for a Memcached Cluster (Console) (p. 49)

Finding the Endpoints for a Redis (cluster mode disabled) Cluster (Console) (p. 51)
Finding the Endpoints for a Redis (cluster mode enabled) Cluster (Console) (p. 51)
Finding Endpoints (AWS CLI) (p. 54)

Finding Endpoints (ElastiCache API) (p. 58)

Step 5.2: Connect to a Memcached Node

Now that you have an endpoint, you can log in to an Amazon EC2 instance and connect to the cache
node. The procedure depends on the engine that you are using:

In the following example, you use the telnet utility to connect to a node that is running Memcached.

Note
For more information about Memcached and available Memcached commands, see the
Memcached website.

To connect to a node using telnet

1.

Connect to your Amazon EC2 instance by using the connection utility of your choice.

Note
For instructions on how to connect to an Amazon EC2 instance, see the Amazon EC2
Getting Started Guide.

Download and install the telnet utility on your Amazon EC2 instance. At the command prompt of
your Amazon EC2 instance, type the following command and type y at the command prompt.

sudo yuminstall telnet

Loaded plugins: priorities, security, update-notd, upgrade-hel per
Setting up Install Process

Resol vi ng Dependenci es

--> Runni ng transaction check

...(output omtted)...

Total downl oad size: 63 k

Installed size: 109 k

Is this ok [y/N: vy

Downl oadi ng Packages:

telnet-0.17-47.7. anznl. x86_64.rpm | 63 kB
00: 00

...(output omtted)...

Conpl et e!

At the command prompt of your Amazon EC2 instance, type the following command, substituting
the endpoint of your node for the one shown in this example.
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tel net nycachecl uster.eaogs8. 0001. usw2. cache. amazonaws. com 11211

Output similar to the following appears.

Trying 128.0.0.1...
Connect ed to nycachecl uster. eaogs8. 0001. usw2. cache. amazonaws. com

Escape character is '""]"'.
>

4, Run Memcached commands.

You are now connected to a node, and you can run Memcached commands. The following is an
example.

set a 005 /1 Set key "a" with no expiration and 5 byte val ue
hel | o /1 Set value as "hell 0"

STORED

get a /1l Get value for key "a"

VALUE a 0 5

hel | o

END

get b /1l Get value for key "b" results in mss

END

>

Step 5.2: Connect to a Redis Cluster or Replication
Group

Now that you have the endpoint you need, you can log in to an EC2 instance and connect to the cache
node. The procedure depends on the engine that you are using:

In the following example, you use the redis-cli utility to connect to a cluster that is running Redis.

Note
For more information about Redis and available Redis commands, see Redis commands
webpage.

To connect to a Redis cluster using redis-cli

1. Connect to your Amazon EC2 instance using the connection utility of your choice.

Note
For instructions on how to connect to an Amazon EC2 instance, see the Amazon EC2
Getting Started Guide.
2. Before you can build redis-cli, you will need to download and install the GNU Compiler Collection
(gcc). At the command prompt of your EC2 instance, type the following command and type y at the
confirmation prompt.

sudo yuminstall gcc

Loaded plugins: priorities, security, update-notd, upgrade-hel per
Setting up Install Process
Resol vi ng Dependenci es
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--> Runni ng transaction check
...(output omtted)...

Total downl oad size: 27 M
Installed size: 53 M

Is this ok [y/N: vy

Downl oadi ng Packages:

(1/11): binutils-2.22.52.0.1-10. 36. anznl. x86_64.rpm | 5.2 MB
00: 00

(2/11): cpp46-4.6.3-2.67. anenl. x86_64.rpm | 4.8 MB
00: 00

(3/11): gcc-4.6.3-3.10. angnl. noarch. rpm | 2.8 kB
00: 00

...(output omtted)...

Conpl et e!

Download and compile the redis-cli utility. This utility is included in the Redis software distribution.
At the command prompt of your EC2 instance, type the following commands:

Note
For Ubuntu systems, prior to running make, run meke di stcl ean.

wget http://downl oad.redis.io/redis-stable.tar.gz
tar xvzf redis-stable.tar.gz

cd redis-stable

nmake

At the command prompt of your EC2 instance, type the following command, substituting the
endpoint of your cluster for the one shown in this example.

src/redis-cli -c -h nycachecl uster.eaogs8. 0001. usw2. cache. anazonaws. com -
6379

A Redis command prompt similar to the following appears.

redi s nycachecl uster. eaogs8. 0001. usw2. cache. anazonaws. com 6379>

Run Redis commands.

You are now connected to the cluster and can run Redis commands. The following is an example.

set a "hello" /1 Set key "a" with a string value and no
expiration
XK
get a /1l Get value for key "a"
"hel | 0"
get b /1l Get value for key "b" results in mss
(nil)
set b "Good-bye" EX 5 // Set key "b" with a string value and a 5 second
expiration
get b
" Good- bye"
/1 wait 5 seconds
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get b
(nil) /'l key has expired, nothing returned
qui t /1l Exit fromredis-cli

Step 6: Delete Your Cluster [Avoid Unnecessary
Charges]

Before you continue, be sure you have completed at least as far as Step 2: Launch a
Cluster (p. 22).

Important
It is almost always a good idea to delete clusters that you are not using. Until a cluster's status
is deleted you continue to incur charges for it.

To delete a cluster

1. Signinto the AWS Management Console and open the Amazon ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. Inthe ElastiCache console dashboard, select the engine the cluster you want to delete is running,
either Memcached or Redis.

A list of all clusters running the selected engine appears.
3. To select the cluster to delete, select the cluster's name from the list of clusters.
Important

You can only delete one cluster at a time from the ElastiCache console. Selecting multiple
clusters disables the delete operation.

4. Select the Actions button and then select Delete from the list of actions.
5. Inthe Delete Cluster confirmation screen:

a. If this is a Redis cluster, specify whether or not a final snapshot should be taken, and, if you
want a final snapshot, the name of the snapshot.

b. Choose Delete to delete the cluster, or select Cancel to keep the cluster.
If you chose Delete, the status of the cluster changes to deleting.

As soon as your cluster is no longer listed in the list of clusters, you stop incurring charges for it.

Congratulations! You have successfully launched, authorized access to, connected to, viewed, and
deleted a Redis cluster.
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Where Do | Go From Here?

Now that you have tried the Getting Started exercise, you can explore the following sections to learn
more about ElastiCache and available tools.

¢ Getting Started with AWS

¢ Tools for Amazon Web Services

¢ The AWS Command Line Interface
¢ Amazon ElastiCache API Reference

If you haven't already read them, here are some ElastiCache topics you should become familiar with.

After you complete the Getting Started exercise, you can read these sections to learn more about
ElastiCache administration:

¢ Engines and Versions (p. 32)

ElastiCache supports two engines—Memcached and Redis. This topic helps you determine which
engine is best for your scenario.

¢ Selecting Your Node Size (p. 78)

You want your cache to be large enough to accommodate all the data you want to cache. At the
same time you don't want to pay for more cache than you need. This topic assists you in selecting
the best node size.

¢ Best Practices for Implementing Amazon ElastiCache (p. 60)

Identify and address issues that can impact the efficiency of your cluster.
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Engines and Versions

Amazon ElastiCache supports these cache engines: Memcached and Redis. Each engine provides
some advantages. Use the information in this topic to help you select the engine and version that best
meets your requirements.

Important

After you create a cache cluster or replication group, you can upgrade to a newer engine
version (see Upgrading Engine Versions (p. 41)), but you cannot downgrade to an older
engine version. If you want to use an older engine version, you must delete the existing cache
cluster or replication group and create it anew with the earlier engine version.

Topics
¢ Selecting an Engine: Memcached, Redis (cluster mode disabled), or Redis (cluster mode
enabled) (p. 33)
¢ Determine Available Engine Versions (p. 35)
¢ Comparing Memcached Versions (p. 37)
¢ Comparing Redis Versions (p. 38)
¢ Upgrading Engine Versions (p. 41)
¢ Maintenance Window (p. 43)
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Selecting an Engine: Memcached, Redis (cluster
mode disabled), or Redis (cluster mode enabled)

On the surface, the engines look similar. Each of them is an in-memory key/value store. However, in
practice there are significant differences.

Select Memcached if the following apply to your situation:

¢ You need the simplest model possible.
* You need to run large nodes with multiple cores or threads.

¢ You need the ability to scale out/in, adding and removing nodes as demand on your system
increases and decreases.

¢ You need to partition your data across multiple shards.
¢ You need to cache objects, such as a database.

Select Redis 2.8.x or Redis 3.2 (non-clustered mode) if the following apply to your
situation:

¢ You need complex data types, such as strings, hashes, lists, sets, sorted sets, and bitmaps.
* You need to sort or rank in-memory data-sets.
¢ You need persistence of your key store.

¢ You need to replicate your data from the primary to one or more read replicas for read intensive
applications.

* You need automatic failover if your primary node fails.

¢ You need publish and subscribe (pub/sub) capabilities—to inform clients about events on the server.
¢ You need backup and restore capabilities.

* You need to support multiple databases.

Select Redis 3.2 (clustered mode) if you require all the functionality of Redis 2.8.x with
the following differences:

¢ You need to partition your data across 2 to 15 node groups. (Cluster mode only.)
¢ You need geospatial indexing. (clustered mode or non-clustered mode)
¢ You do not need to support multiple databases.

Important
Redis (cluster mode enabled) cluster mode has the following limitations:

« No scale up to larger node types.
* No changing the number of node groups (partitions).
¢ No changing the number of replicas in a node group (partition).
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Comparison summary of Memcached, Redis (cluster mode disabled), and Redis (cluster
mode enabled)

Memcached Redis (cluster Redis (cluster
mode disabled) mode enabled)

Engine versions 1.4.x 2.8.x&3.2.x 3.2.x

Redis 2.8.x

- Complex *
Data types Simple # Complex #

Redis 3.2.x

- Complex #
Multi-threaded Yes No No
Cluster is modifiable Yes Yes No
Node type upgrade No Yes No
Engine upgrading Yes Yes No
Data partitioning Yes No Yes
Persistance of key No Yes Yes
store
High availability No Yes Yes
(Replication)
Automatic Failover of No Optional Required
Primary
Pub/Sub capabilities No Yes Yes
Sorted lists No Yes Yes
Counters & hashes No Yes Yes
Backup/Restore No Yes Yes
capabilities

Redis 2.8.x - No

Geospatial indexing No Yes
Redis 3.2.x - Yes

Notes:

# string, objects (like databases)

* string, sets, sorted sets, lists, hashes, bitmaps, hyperloglog

# string, sets, sorted sets, lists, hashes, bitmaps, hyperloglog, geospacial indexes

After you select the engine for your cluster, we recommend that you use the most recent version of
that engine. For more information see Comparing Memcached Versions (p. 37) or Comparing Redis
Versions (p. 38).
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Determine Available Engine Versions

Not all versions of an engine are available in every region. Therefore, before you create a cluster or
replication group, you should determine which engine versions are supported in your region.

You can determine which engine versions are supported in a region using the ElastiCache console, the
AWS CLlI, or the ElastiCache API.

Determine Available Engine Versions (Console)

When creating a cluster or replication group you are asked to select an engine version from a list. The
engine versions in the list are those available in the current region.

For more information, see Creating a Cluster (p. 128) or Creating a Replication Group from
Scratch (p. 209).

Determine Available Engine Versions (AWS CLI)

To determine which engine versions are available in a region, use the descri be- cache- engi ne-
ver si ons operation.

aws el asticache descri be-cache-engi ne-versions
The output of this operation should looks something like this (JSON format).
{
"CacheEngi neVersions": [
{
"Engi ne": "menctached",
"CacheEngi neDescri ption": "nencached",
" CacheEngi neVer si onDescri ption": "nencached version 1.4.14",
"CachePar anet er G oupFanmi | y": "menctachedl. 4",
"Engi neVersion": "1.4.14"
I
... sone output omtted for brevity
{
"Engi ne": "redis",
"CacheEngi neDescri ption": "Redis",
" CacheEngi neVer si onDescription": "redis version 2.8.6",
"CachePar anet er G oupFanmi ly": "redi s2. 8",
"Engi neVersion": "2.8.6"
}
]
}

For more information, see describe-cache-engine-versions.

Determine Available Engine Versions (ElastiCache
API)

To determine which engine versions are available in a region, use the
Descri beCacheEngi neVer si ons action.

‘ https://el asti cache. us-west-2. amazonaws. com

API Version 2015-02-02
35


http://docs.aws.amazon.com/cli/latest/reference/elasticache/describe-cache-engine-versions.html

Amazon ElastiCache User Guide
Determine Available Engine Versions (ElastiCache API)

?Act i on=Descri beCacheEngi neVer si ons
&\Ver si on=2015- 02- 02

&Si gnat ur eVer si on=4

&Si gnat ur eMet hod=Hmrac SHA256

&Ti mest anp=20150202T192317Z

&X- Az - Cr edent i al =<cr edenti al >

For more information, see DescribeCacheEngineVersions.
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Comparing Memcached Versions

ElastiCache supports these versions of Memcached:

Memcached Version 1.4.24

Memcached improvements added since version 1.4.14 include the following:

¢ Least recently used (LRU) management using a background process.
¢ Added the option of using jenkins or murmur3 as your hash algorithm.

¢ Some new commands and parameters. For a list, see Memcached 1.4.24 Added
Parameters (p. 286).

¢ Several bug fixes.

Memcached Version 1.4.14

Memcached improvements added since version 1.4.5 include the following:

¢ Enhanced slab rebalancing capability.
« Performance and scalability improvement.
« Introduced the touch command to update the expiration time of an existing item without fetching it.

¢ Auto discovery—the ability for client programs to automatically determine all of the cache nodes in a
cluster, and to initiate and maintain connections to all of these nodes.

Memcached Version 1.4.5

Memcached version 1.4.5 was the initial engine and version supported by Amazon ElastiCache.
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Comparing Redis Versions

ElastiCache supports these Redis versions.

Topics

Redis Version 3.2.4 (Enhanced) (p. 39)
Redis Version 2.8.24 (Enhanced) (p. 40)
Redis Version 2.8.23 (Enhanced) (p. 40)
Redis Version 2.8.22 (Enhanced) (p. 40)
Redis Version 2.8.21 (p. 40)

Redis Version 2.8.19 (p. 41)

Redis Version 2.8.6 (p. 41)

Redis Version 2.6.13 (p. 41)

Note

Because the newer Redis versions provide a better and more stable user experience, Redis
versions 2.6.13, 2.8.6, and 2.8.19 are deprecated from the ElastiCache console. While we
recommend against it, if you must use one of these older Redis versions, you can use the

AWS CLI or ElastiCache API.
For more information see the following topics:

AWS AWS CLI

ElastiCache API

Create Cluster Creating a Cache Cluster
(AWS CLI) (p. 137) #

Creating a Cache Cluster
(ElastiCache API) (p. 140)
#

Modify Cluster Modifying a Cache Cluster
(AWS CLI) (p. 150) #

Modifying a Cache Cluster
(ElastiCache API) (p. 150)
#

Create Replication Group | Creating a Redis (cluster
mode disabled) Replication
Group from Scratch (AWS
CLI) (p. 210)

Creating a Redis (cluster
mode enabled) Replication
Group from Scratch (AWS
CLI) (p. 215)

Creating a Redis (cluster
mode disabled) Replication
Group from Scratch
(ElastiCache API) (p. 212)

Creating a Redis (cluster
mode enabled) Replication
Group from Scratch
(ElastiCache API) (p. 218)

Modify Replication Group | Modifying a Replication
Group (AWS CLI) (p. 226)
#

Modifying a Replication
Group (ElastiCache
API) (p. 226) #

# Cannot be used to create a Redis (cluster mode enabled) cluster or replication group.

# Cannot be used to modify a Redis (cluster mode enabled) cluster or replication group.
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Redis Version 3.2.4 (Enhanced)

Redis version 3.2.4 introduces the next major version of the Redis engine supported by Amazon
ElastiCache. Redis 3.2.4 users have all the functionality of earlier Redis versions available to them plus
the option to run in cluster mode or non-cluster mode. The following table summarizes .

Comparing Redis 3.2.4 Cluster Mode and Non-Cluster Mode

Redis 3.2.4
Data partitioning No Yes
Geospatial indexing Yes Yes
Change node type Yes No
Replica scaling Yes No
Database support Multiple Single

Notes:
¢ Partitioning — the ability to split your data across 2 to 15 node groups (shards) with replication
support for each node group.

¢ Geospatial indexing — Redis 3.2 introduces support for geospatial indexing via six GEO commands.
For more information, see the Redis GEO* command documentation Redis Commands: GEO on the
Redis Commands page (filtered for GEO).

For information about additional Redis 3 features, see Redis 3.2 release notes and Redis 3.0 release
notes.

Currently ElastiCache managed Redis (cluster mode enabled) does not support the following Redis 3.2
features:

¢ Replica migration

¢ Cluster rebalancing

¢ Lua debugger

ElastiCache disables the following Redis 3.2 management commands:

e cluster neet

e cluster replicate
e cluster flushslots
e cluster addslots

e cluster delslots

e cluster setslot

e cluster saveconfig
e cluster forget

e cluster failover

e cluster bunpepoch

e cluster set-config-epoch
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e cluster reset

For information about Redis 3.2.4 parameters, see Redis 3.2.4 Parameter Changes (p. 293).

Redis Version 2.8.24 (Enhanced)

Redis improvements added since version 2.8.23 include bug fixes and logging of bad memory access
addresses. For more information, see Redis 2.8 release notes.

Redis Version 2.8.23 (Enhanced)

Redis improvements added since version 2.8.22 include bug fixes. For more information, see Redis
2.8 release notes. This release also includes support for the new parameter cl ose-on-sl ave-wite
which, if enabled, disconnects clients who attempt to write to a read-only replica.

For more information on Redis 2.8.23 parameters, see Redis 2.8.23 (Enhanced) Added
Parameters (p. 295) in the ElastiCache User Guide.

Redis Version 2.8.22 (Enhanced)

Redis improvements added since version 2.8.21 include the following:

¢ Support for forkless backups and synchronizations which allows you to allocate less memory for
backup overhead and more for your application. For more information see How Synchronization and
Backup are Implemented (p. 203). The forkless process can impact both latency and throughput. In
the case of high write throughput, when a replica re-syncs, it may be unreachable for the entire time
it is syncing.

¢ In the event of a failover, replication groups now recover faster as replicas will perform partial syncs
with the primary rather than full syncs whenever possible. Additionally, both the primary and replicas
no longer use the disk during syncs, providing further speed gains.

¢ Support for two new CloudWatch metrics.

* Repl i cationByt es — The number of bytes a replication group's primary cluster is sending to the
read replicas.

» Savel nProgress — A binary value that indicates whether or not there is a background save
process running.
For more information, see Metrics for Redis (p. 356).

* A number of critical bug fixes in replication PSYNC behavior. For more information, see Redis 2.8
release notes.

« To maintain enhanced replication performance in Multi-AZ replication groups and for increased
cluster stability, non-ElastiCache replicas are no longer supported.

« To improve data consistency between the primary cluster and replicas in a replication group, the
replicas will no longer evict keys independent of the primary cluster.

¢ Redis configuration variables appendonl y and appendf sync are not supported on Redis version
2.8.22 and later.

¢ In low-memory situations, clients with a large output buffer may be disconnected from a replica
cluster. If disconnected, the client will need to reconnect. Such situations are most likely to occur for
PUBSUB clients.

Redis Version 2.8.21

Redis improvements added since version 2.8.19 include a number of bug fixes. For more information,
see Redis 2.8 release notes.
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Redis Version 2.8.19

Redis improvements added since version 2.8.6 include the following:

¢ Support for HyperLogLog. For more information, go to Redis new data structure: HyperLogLog.

¢ The sorted set data type has now support for lexicographic range queries with the new commands
ZRANGEBYLEX, ZLEXCOUNT, and ZREMRANGEBYLEX.

« To prevent a primary node from sending stale data to replica nodes, the master SYNC fails if a
background save (bgsave) child process is aborted.

¢ Support for the HyperLogLogBasedCommands CloudWatch metric. For more information, see
Metrics for Redis (p. 356).

Redis Version 2.8.6

Redis improvements added since version 2.6.13 include the following:

« Improved resiliency and fault tolerance for read replicas.

¢ Support for partial resynchronization.

¢ Support for user-defined minimum number of read replicas that must be available at all times.

¢ Full support for pub/sub—notifying clients of events on the server.

« Automatic detection of a primary node failure and failover of your primary node to a secondary node.

Redis Version 2.6.13

Redis version 2.6.13 was the initial version of Redis supported by Amazon ElastiCache. Multi-AZ with
automatic failover is not supported on Redis 2.6.13.

Upgrading Engine Versions

You can control if and when the protocol-compliant software powering your cache cluster is upgraded
to new versions that are supported by ElastiCache. This level of control enables you to maintain
compatibility with specific Memcached or Redis versions, test new versions with your application before
deploying in production, and perform version upgrades on your own terms and timelines.

Because version upgrades might involve some compatibility risk, they will not occur automatically and
must be initiated by you.

You initiate version upgrades to your cluster or replication group by modifying it and specifying a new
engine version. For more information, see Modifying an ElastiCache Cluster (p. 149) or Modifying a
Cluster with Replicas (p. 226).

Important

¢ You can upgrade to a newer engine version, but you can’t downgrade to an older engine
version. If you want to use an older engine version, you must delete the existing cluster and
create it anew with the older engine version.

« Although engine version management functionality is intended to give you as much control
as possible over how patching occurs, ElastiCache reserves the right to patch your cluster
on your behalf in the unlikely event of a critical security vulnerability in the system or cache
software.

¢ Redis (cluster mode enabled) does not support changing engine versions.
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¢ ElastiCache does not support switching between cluster enabled and cluster disabled.

Important Notes on Memcached Engine Upgrades

Because the Memcached engine does not support persistence, Memcached engine version upgrades
are always a disruptive process which clears all cache data in the cluster.

Important Notes on Redis Engine Upgrades

The Amazon ElastiCache engine upgrade process is designed to make a best effort to retain your
existing data and requires successful Redis replication.

Important

If you want to upgrade your engine from Redis 2.x to Redis 3.x you can do so, but you cannot
upgrade from Redis (cluster mode disabled) to Redis (cluster mode enabled). To upgrade to
Redis (cluster mode enabled), you must create a new Redis (cluster mode enabled) cluster
which you can seed using a Redis (cluster mode disabled) snapshot as long as both the old
and new clusters have the same number of shards (API/CLI: node groups).

¢ For single Redis clusters and clusters with Multi-AZ disabled, we recommend that sufficient memory
be made available to Redis as described in Ensuring You Have Sufficient Memory to Create a Redis
Snapshot (p. 60). Please note that in these cases, the primary will be unavailable to service
requests during the upgrade process.

¢ For Redis clusters with Multi-AZ enabled, in addition to the preceeding, we also recommend
scheduling engine upgrades during periods of low incoming write traffic. The primary will continue
to be available to service requests during the upgrade process, except for a few minutes when a
failover is initiated.

Blocked Redis Engine Upgrades

As shown in the following table, your Redis engine upgrade operation is blocked if you have a pending
scale up operation.

Pending Operations Blocked Operations
Scale up Immediate engine upgrade
Engine upgrade Immediate scale up

Scale up and engine upgrade Immediate scale up

Scale up and engine upgrade Immediate engine upgrade

To resolve a blocked engine upgrade, do one of the following

¢ Schedule your Redis engine upgrade operation for the next maintenance window by clearing
the Apply immediately check box (CLI use: - - no- appl y-i nmedi at el y, API use:
Appl yl nredi at el y=f al se).

¢ Wait until your next maintenance window (or after) to perform your Redis engine upgrade operation.
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¢ Add the Redis scale up operation to this cluster modification with the Apply Immediately check box
selected (CLI use: - - appl y- i nmedi at el y, APl use: Appl yl nmedi at el y=t r ue). (This effectively
cancels the engine upgrade during the next maintenance window by performing it immediately.)

How to Upgrade Engine Versions

You initiate version upgrades to your cluster or replication group by modifying it using the ElastiCache
console, the AWS CLI, or the ElastiCache API and specifying a newer engine version. For more
information, see the following topics.

Important
Remember, for Redis (cluster mode enabled) you cannot modify clusters or replication groups.

Clusters Replication Groups

Using the console Modifying a Cluster Modifying a Redis Cluster
(Console) (p. 149) (Console) (p. 226)

Using the AWS CLI Modifying a Cache Cluster Modifying a Replication Group
(AWS CLI) (p. 150) (AWS CLI) (p. 226)

Using the ElastiCache API Modifying a Cache Cluster Modifying a Replication Group
(ElastiCache API) (p. 150) (ElastiCache API) (p. 226)

Maintenance Window

Every cluster has a weekly maintenance window during which any system changes are applied. If you
don't specify a preferred maintenance window when you create or modify a cache cluster, ElastiCache
assigns a 60-minute maintenance window within your region's maintenance window on a randomly
selected day of the week.

The 60-minute maintenance window is selected at random from an 8-hour block of time per region. The
following table lists the time blocks for each region from which the default maintenance windows are
assigned. You may select a preferred maintenance window outside the region's maintenance window

block.

Region Code Region Name | Region Maintenance Window

ap-northeast-1 Asia Pacific 13:00-21:00 UTC
(Tokyo) Region

ap-south-1 Asia Pacific 17:30-1:30 UTC
(Mumbai)
Region

ap- sout heast -1 Asia Pacific 14:00-22:00 UTC
(Singapore)
Region

ap- sout heast - 2 Asia Pacific 12:00-20:00 UTC
(Sydney)
Region

cn-north-1 China (Beijing) 14:00-22:00 UTC
region
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Region Code Region Name | Region Maintenance Window

eu-central -1 EU (Frankfurt) 23:00-07:00 UTC
Region

eu-west-1 EU (Ireland) 22:00-06:00 UTC
Region

sa-east-1 South America 01:00-09:00 UTC
(Séo Paulo)
Region

us-east-1 US East 03:00-11:00 UTC
(N. Virginia)
Region

us-gov-west-1 AWS 06:00-14:00 UTC
GovCloud (US)
region

us-west -1 US West (N. 06:00-14:00 UTC
California)
Region

us-west - 2 US West 06:00-14:00 UTC
(Oregon)
Region

The maintenance window should fall at the time of lowest usage and thus might need modification from
time to time. You can specify a time range of up to 24 hours in duration during which any maintenance
activities you have requested should occur. Any deferred or pending cluster modifications you have
requested occur during this time.

For more information about how to adjust the preferred maintenance window for your cache clusters,
see Modifying an ElastiCache Cluster (p. 149) or Modifying a Cluster with Replicas (p. 226).
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Selecting Regions and Availability
Zones

AWS cloud computing resources are housed in highly available data center facilities. To provide
additional scalability and reliability, these data center facilities are located in different physical
locations. These locations are categorized by regions and Availability Zones.

Regions are large and widely dispersed into separate geographic locations. Availability Zones are
distinct locations within a region that are engineered to be isolated from failures in other Availability
Zones and provide inexpensive, low latency network connectivity to other Availability Zones in the
same region.

Important
Each region is completely independent. Any ElastiCache activity you initiate (for example,
creating clusters) runs only in your current default region.

To create or work with a cluster in a specific region, use the corresponding regional service endpoint.
For service endpoints, see Supported Regions & Endpoints (p. 46).

~
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Regions and Availability Zones
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Topics
¢ Locating Your Redis Read Replicas and Memcached Nodes (p. 45)
¢ Supported Regions & Endpoints (p. 46)

Locating Your Redis Read Replicas and
Memcached Nodes

Amazon ElastiCache supports locating all of a cluster's members in a single or multiple Availability
Zones (AZs). Further, if you elect to locate a cluster's members in multiple AZs (recommended),
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ElastiCache enables you to either select the AZ for each member, or allow ElastiCache to select them
for you.

By locating the clusters or nodes in different Availability Zones, you eliminate the chance that a
failure, such as a power outage, in one Availability Zone will cause your entire system to fail. Testing
has demonstrated that there is no significant latency difference between locating all nodes in one
Availability Zone or spreading them across multiple Availability Zones.

To specify an Availability Zone for your Memcached nodes, create a Memcached cluster as you
normally do. On the Cluster Details page of the Launch Cluster wizard, use the Preferred Zone list to
specify an Availability Zone for this node.

To specify an Availability Zone for your Redis read replica, you first create a replication group and then
add from one to five read replicas to the replication group. You can specify a different Availability Zone
for each read replica. For more information on creating a Redis read replica in an Availability Zone
different from the primary Redis cache cluster, see Creating a Redis Cluster with Replicas (p. 204)
and Adding a Read Replica to a Redis Cluster (p. 229).

Supported Regions & Endpoints

Amazon ElastiCache is available in multiple regions so that you can launch ElastiCache clusters in
locations that meet your requirements, such as launching in the region closest to your customers or to
meet certain legal requirements.

By default, the AWS SDKs, AWS CLI, ElastiCache API, and ElastiCache console reference the US-
West (Oregon) region. As ElastiCache expands availability to new regions, new endpoints for these
regions are also available to use in your HTTP requests, the AWS SDKs, AWS CLI, and the console.

Each region is designed to be completely isolated from the other regions. Within each region are
multiple availability zones (AZ). By launching your nodes in different AZs you are able to achieve
the greatest possible fault tolerance. For more information on regions and availability zones, go to
Selecting Regions and Availability Zones (p. 45) at the top of this topic.

Regions where ElastiCache is supported

Region Name Region Endpoint Protocol

US East (N. Virginia) us-east-1 el asti cache. us- HTTPS

Region east- 1. anazonaws. com

US East (Ohio) Region | us-east-2 el asti cache. us- HTTPS
east - 2. amazonaws. com

US West (N. California)  us-west-1 el asti cache. us- HTTPS

Region west - 1. anazonaws. com

US West (Oregon) us- west - 2 el asti cache. us- HTTPS

Region west - 2. anazonaws. com

Canada (Central) ca-central-1 el asti cache. ca- HTTPS

Region central -1. amazonaws. com

Only T2 and M4 node
types are currently
supported in this

region.
Asia Pacific (Mumbai) | Asia Pacific el asti cache. ap- HTTPS
Region (Murbai ) sout h- 1. amazonaws. com
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Region Name

Only T2, R3, and

M4 node types are
currently supported in
this region.

Asia Pacific (Seoul)
Region

Asia Pacific
(Singapore) Region

Asia Pacific (Sydney)
Region

Asia Pacific (Tokyo)
Region

EU (Frankfurt) Region

EU (Ireland) Region

South America (Sao
Paulo) Region

China (Beijing) Region

AWS GovCloud (US)

M4 node types are
currently not supported
in this region.

For information

on using the AWS
GovCloud (US) with
ElastiCache, see
Services in the AWS
GovCloud (US) region:
ElastiCache.

Region

ap- nort heast-2

ap- sout heast-1

ap- sout heast - 2

ap-northeast-1

eu-central -1

eu-west-1

sa-east-1

cn-north-1

us-gov-west-1

Endpoint Protocol

el asti cache. ap- HTTPS
nor t heast - 2. amazonaws. com

el asti cache. ap- HTTPS
sout heast - 1. amazonaws. com

el asti cache. ap- HTTPS
sout heast - 2. anazonaws. com

el asti cache. ap- HTTPS
nort heast - 1. anazonaws. com

el asti cache. eu- HTTPS
central - 1. anazonaws. com

el asti cache. eu- HTTPS
west - 1. amazonaws. com

el asti cache. sa- HTTPS
east - 1. anazonaws. com

el asti cache. cn- HTTPS
nort h-1. anmazonaws. com cn

el asti cache. us- HTTPS
gov-

west - 1. amazonaws. com

For a table of AWS products and services by region, see Products and Services by Region.
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Finding Your ElastiCache Endpoints

Your application connects to your cluster using endpoints. An endpoint is a node or cluster's unique
address.

Which endpoints to use

< Memcached cluster, If you use Automatic Discovery, you can use the cluster's configuration
endpoint to configure your Memcached client. This means you must use a client that supports
Automatic Discovery.

If you don't use Automatic Discovery, you must configure your client to use the individual node
endpoints for reads and writes. You must also keep track of them as you add and remove nodes.

¢ Redis standalone node, use the node's endpoint for both read and write operations.

¢ Redis (cluster mode disabled) clusters, use the Primary Endpoint for all write operations. Use
the individual Node Endpoints for read operations (In the API/CLI these are referred to as Read
Endpoints).

¢ Redis (cluster mode enabled) clusters, use the cluster's Configuration Endpoint for all operations.
You must use a client that supports Redis Cluster (Redis 3.2). You can still read from individual node
endpoints (In the API/CLI these are referred to as Read Endpoints).

The following sections guide you through discovering the endpoints you'll need for the engine you're
running.
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Finding the Endpoints for a Memcached Cluster
(Console)

All Memcached endpoints are read/write endpoints. To connect to nodes in a Memcached cluster your
application can use either the endpoints for each node, or the cluster's configuration endpoint along
with Automatic Discovery. To use Automatic Discovery you must use a client that supports Automatic
Discovery.

When using Automatic Discovery, your client application connects to your Memcached cluster using
the configuration endpoint. As you scale your cluster by adding or removing nodes, your application
will automatically "know" all the nodes in the cluster and be able to connect to any of them. Without
Automatic Discovery your application would have to do this, or you'd have to manually update
endpoints in your application each time you added or removed a node. For additional information on
Automatic Discovery, see Node Auto Discovery (Memcached) (p. 95).

The following procedure demonstrates how to find and copy a cluster's configuration endpoint or any of
the node endpoints using the ElastiCache console.

To find and copy the endpoints for a Memcached cluster (console)

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. From the left navigation pane, choose Memcached.

The cache clusters screen will appear with a list of Memcached clusters.
3. Find the Memcached cluster you want the endpoints for.

If all you want is the configuration endpoint, you're done. The configuration
endpoint is in the Configuration Endpoint column and looks something like this,
cl ust er Nanme. xxxxxx. cf g. usw2. cache. amazonaws. com port.

If you want to also see the individual node endpoints or copy any of the endpoints to your
clipboard, choose Copy Node Endpoint.

Copy Node Endpoint

Configuration Endpoint
cfg.uaw?.cache.amazonaws.com:11211

IUse the ElastiCache Cluster Client and Configuration Endpoint to automatically discover hosts.
Download the client.

MHode Endpoints
001

=

.13W2.cache.amazonaws.com: 11211
.13W2.cache.amazonaws.com: 11211
.13W2.cache.amazonaws.com: 11211

[}
[ R
[
[EUI X ]

Endpoints for a Memcached cluster
4. To copy an endpoint to your clipboard:

a. Onthe Copy Node Endpoint screen, highlight the endpoint you want to copy.
b. Right—click the highlighted endpoint, and then select Copy from the context menu.

The highlighted endpoint is now copied to your clipboard.
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Configuration and node endpoints look very similar. The differences are highlighted with bold following.

nycl ust er nane. xxxxxx. cf g. usw2. cache. amazonaws. com port # configuration

endpoi nt contains "cfg"
nmycl ust er nanme. xxxxxx. 0001. usw2. cache. amazonaws. com port # node endpoi nt for

node 0001

Important

If you choose to create a CNAME for your Memcached configuration endpoint, in order for
your automatic discovery client to recognize the CNAME as a configuration endpoint, you
must include . cf g. in the CNAME.
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Finding the Endpoints for a Redis (cluster mode
disabled) Cluster (Console)

If a Redis (cluster mode disabled) cluster has only one node, the node's endpoint is used for both
reads and writes If a Redis (cluster mode disabled) cluster has multiple nodes, there are two types of
endpoints, the Primary endpoint which always points to whichever node is serving as Primary, and the
node endpoints. The Primary endpoint is used for writes. The node endpoints are used for reads.

To find a Redis (cluster mode disabled) cluster's endpoints

1. Signin to the AWS Management Console and open the ElastiCache console at https:/
console.aws.amazon.com/elasticache/.

2. From the left navigation pane, choose Redis.

The clusters screen will appear with a list of Redis (cluster mode disabled) and Redis (cluster
mode enabled) clusters.

3. To find the cluster's Primary endpoint, choose the box to the left of cluster's name.

If there is only one node in the cluster, there is no primary endpoint and you can continue at the
next step.

- b test-nc Redis 1 4 nodes

Mame: test-nc

Configuration Endpoint: -

Primary Endpoint:
ramazonaws.com:83rs

Primary endpoint for a Redis (cluster mode disabled) cluster
4. To find the node endpoints for the cluster, choose the cluster's name.

The nodes screen appears with each node in the cluster listed with its endpoint.

Node Mame = Status Current Role Port Endpoint

test-nc-001 available primary 8379

test-nc-002 available replica 8379

test-nc-003 available replica 8379

Node endpoints for a Redis (cluster mode disabled) cluster
5. To copy the endpoint to your clipboard:

a. Find the endpoint (only one at a time) you want to copy and highlight it.
b. Right-click the highlighted endpoint, and then select Copy from the context menu.

The highlighted endpoint is now copied to your clipboard.

A Redis endpoint looks something like
cl ust er Nanme. xxxxxx. 0001. usw2. cache. anazonaws. com port .
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Finding the Endpoints for a Redis (cluster mode
enabled) Cluster (Console)

Use the Configuration Endpoint for both read and write operations. Redis determines which of the
cluster's node to access.

The following procedure demonstrates how to find and copy Redis (cluster mode enabled) cluster
endpoints.

To find the configuration endpoint for a Redis (cluster mode enabled) cluster

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticachel/.

2. From the left navigation pane, select Redis.

A list of clusters running any version of Redis appears.
3. From the list of clusters, choose the box to the left of a cluster running "Clustered Redis".

The screen expands showing details about the selected cluster.
4. Locate the Configuration endpoint.

] ¥  testo Clustered Redis 2

e et

Configuration Endpoint:
~amazonaws.com:8379

Primary Endpoint: -

Engine Version Compatibility: 3.2.4
Configuration endpoint for a Redis (cluster mode enabled) cluster

To find the node endpoints for a Redis (cluster mode enabled) cluster

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticachel/.

2. From the left navigation pane, select Redis.

A list of clusters running any version of Redis appears.
3. From the list of clusters, choose the cluster name of a cluster running "Clustered Redis".

The shards page opens.
4. Choose the name of the shard you want node endpoint for.

A list of the shard's nodes appears with each node's endpoint.
5. Locate the Endpoint column and read the endpoint for each node.

Node 1D o Status Port Endpoint
test--0001-001 availakle g37a C amaz:}n@
test-cr-0001-002 available 8379 .BMETONEWs. Com

Node endpoints for a Redis (cluster mode enabled) cluster
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To copy an endpoint to your clipboard

1. Find the endpoint you want to copy using one of the preceeding procedures.
2. Highlight the endpoint that you want to copy.
3. Right-click the highlighted endpoint and select Copy from the context menu.

The highlighted endpoint is now copied to your clipboard.
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Finding Endpoints (AWS CLI)

You can use the AWS CLI for Amazon ElastiCache to discover the endpoints for nodes, clusters, and
replication groups
Topics

¢ Finding Endpoints for Nodes and Clusters (AWS CLI) (p. 54)

¢ Finding the Endpoints for Replication Groups (AWS CLI) (p. 56)

Finding Endpoints for Nodes and Clusters (AWS
CLI)

You can use the AWS CLI to discover the endpoints for a cluster and its nodes with the descri be-
cache- cl ust ers command. For Redis clusters, the command returns the cluster endpoint. For
Memcached clusters, the command returns the configuration endpoint. If you include the optional
parameter - - show cache- node- i nf o, the command will also return the endpoints of the individual
nodes in the cluster.

The following command retrieves the configuration endpoint (Conf i gur at i onEndpoi nt ) and
individual node endpoints (Endpoi nt ) for the Memcached cluster mycluster.

For Linux, OS X, or Unix:

aws el asticache descri be-cache-clusters \
--cache-cluster-id nmycluster \
--show cache- node-i nfo

For Windows:

aws el asticache descri be-cache-clusters *
--cache-cluster-id nycluster #
--show cache- node-i nfo

Output from the above operation should look something like this (JSON format).

"CacheC usters": [
{

"Engi ne": "nencached",
"CacheNodes": [

" CacheNodel d": "0001",

"Endpoi nt": {
"Port": 11211,
"Address": "nycluster. labc4d. 0001. usw2. cache. amazonaws. cont
3
"CacheNodeStatus": "avail abl e",
"Par anet er G oupStatus": "in-sync",
"CacheNodeCreat eTi me": "2016-09-22T21: 30: 29. 967Z",
"Cust oner Avai | abi | i tyZone": "us-west-2b"
},
{
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" CacheNodel d": "0002",

"Endpoi nt": {
"Port": 11211,
"Address": "nmycl uster. labc4d. 0002. usw2. cache. amazonaws. cont'
3
"CacheNodeSt atus": "avail abl e",
"Par anet er G oupStatus": "in-sync",
"CacheNodeCreat eTi me": "2016-09-22T21: 30: 29. 967Z",
"Cust oner Avai | abi lityZone": "us-west-2b"
3
{
"CacheNodel d": "0003",
"Endpoint": {
"Port": 11211,
" Addr ess":
"nycl ust er. 1abc4d. 0003. usw2. cache. amazonaws. cont'
H
"CacheNodeSt at us": "avail abl e",
"Par anet er G oupStatus": "in-sync",
"CacheNodeCreat eTi ne": "2016-09-22T21: 30: 29. 967Z",
"Cust oner Avai | abi | i tyZone": "us-west-2b"
}

1

chePar amet er G oup": {
"CacheNodel dsToReboot": [],

" CachePar anmet er G oupNane": "defaul t. menctachedl. 4",
" Par anet er Appl yStatus": "in-sync"
}s
"CacheC usterld": "nycluster",
"PreferredAvail abilityZone": "us-west-2b",

"Conf i gurationEndpoint": {
"Port": 11211,
"Address": "nycluster. labc4d. cf g. usw2. cache. amazonaws. cont

}

cheSecurityGoups": [],
"Cached usterCreateTime": "2016-09-22T21: 30: 29. 967Z",
" Aut oM nor Ver si onUpgr ade": true,

"CacheC usterStatus": "avail abl e",
"NuntCacheNodes": 3,
"d i ent Downl oadLandi ngPage": "https://consol e. aws. amazon. con!

el asti cache/ honme#cl i ent - downl oad: ",
"CacheSubnet G oupNane": "default",
"Engi neVersi on": "1.4.24",
"Pendi ngModi fi edVal ues": {},
"Pref erredMai nt enanceW ndow': "non: 09: 00- non: 10: 00",
"CacheNodeType": "cache.nd. | arge"

Important

If you choose to create a CNAME for your Memcached configuration endpoint, in order for
your PHP client to recognize the CNAME as a configuration endpoint, you must include

. cfg. inthe CNAME. For example, mycl ust er. cf g. | ocal in your php.ini file for the
sessi on. save_pat h parameter.

For more information, go to the topic describe-cache-clusters.
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Finding the Endpoints for Replication Groups (AWS
CLI)

You can use the AWS CLI to discover the endpoints for a replication group and its clusters with the
descri be-replication-groups command. The command returns the replication group's primary
endpoint and a list of all the clusters in the replication group with their endpoints.

The following operation retrieves the primary endpoint (PrimaryEndpoint) and individual node
endpoints (ReadEndpoint) for the replication group myr epl gr oup. Use the primary endpoint for all
write operations and the individual node endpoints for all read operations.

For Linux, OS X, or Unix:

aws el asticache describe-replication-groups \
--replication-group-id nmyrepl group

For Windows:

aws el asticache describe-replication-groups *
--replication-group-id nmyrepl group

Output from this operation should look something like this (JSON format).

"Replicati onG oups": [

"Status": "avail abl e",
"Description": "test",
"NodeG oups": |

{
"Status": "avail abl e",
"NodeG oupMenbers": [
{
"CurrentRol e": "primry",
"PreferredAvail abilityZone": "us-west-2a",
" CacheNodel d": "0001",
"ReadEndpoi nt": {
"Port": 6379,
" Addr ess":
"nyr epl group- 001. 1labc4d. 0001. usw2. cache. anazonaws. conf
3
"CacheC usterld": "nyrepl group-001"
},
{
"CurrentRol e": "replica",
"PreferredAvail abilityZone": "us-west-2b",
" CacheNodel d": "0001",
"ReadEndpoi nt": {
"Port": 6379,
" Addr ess":
"nyr epl group- 002. 1labc4d. 0001. usw2. cache. anazonaws. conf
3
"CacheC usterld": "nyrepl group-002"
},
{
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"CurrentRol e": "replica",
"PreferredAvail abilityZone": "us-west-2c",
" CacheNodel d": "0001",
"ReadEndpoi nt": {
"Port": 6379,
" Addr ess":
"nyr epl group- 003. 1labc4d. 0001. usw2. cache. anazonaws. conf
}

cheCusterld": "nyrepl group-003"
}
1.
"NodeG oupl d": "0001",
"Pri maryEndpoint": {
"Port": 6379,

" Addr ess":
"nyrepl group. labc4d. ng. 0001. usw2. cache. anazonaws. cont

}
1,
"ReplicationG oupld": "nyrepl group",
"Aut omati cFail over": "enabl ed",
"SnapshottingC usterld": "nyrepl group-002",
"MenberC usters": |

"myr epl group- 001",

"myr epl group- 002",

"myr epl gr oup- 003"
1,
"Pendi ngModi fi edVal ues": {}

For more information, see describe-replication-groups in the AWS Command Line Interface Reference.
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Finding Endpoints (ElastiCache API)

You can use the Amazon ElastiCache API to discover the endpoints for nodes, clusters, and replication
groups

Topics
¢ Finding Endpoints for Nodes and Clusters (ElastiCache API) (p. 58)
¢ Finding Endpoints for Replication Groups (ElastiCache API) (p. 58)

Finding Endpoints for Nodes and Clusters
(ElastiCache API)

You can use the ElastiCache API to discover the endpoints for a cluster and its nodes with the
Descri beCached ust er s action. For Redis clusters, the action returns the cluster endpoint.

For Memcached clusters, the action returns the configuration endpoint. If you include the optional
parameter ShowCacheNodel nf o, the action also returns the endpoints of the individual nodes in the
cluster.

The following command retrieves the configuration endpoint (Conf i gur at i onEndpoi nt ) and
individual node endpoints (Endpoi nt ) for the Memcached cluster mycluster.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Descri beCacheC usters
&Cached ust er | d=nycl ust er
&ShowCacheNodel nf o=t r ue
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20150202T192317Z
&Ver si on=2015- 02- 02
&X- Anz- Credent i al =<cr edenti al >

Important

If you choose to create a CNAME for your Memcached configuration endpoint, in order for
your PHP client to recognize the CNAME as a configuration endpoint, you must include

. cfg. inthe CNAME. For example, mycl ust er. cf g. | ocal in your php.ini file for the
sessi on. save_pat h parameter.

Finding Endpoints for Replication Groups
(ElastiCache API)

You can use the ElastiCache API to discover the endpoints for a replication group and its clusters
with the Descri beRepl i cati onG oups action. The action returns the replication group's primary
endpoint and a list of all the clusters in the replication group with their endpoints.

The following operation retrieves the primary endpoint (PrimaryEndpoint) and individual node
endpoints (ReadEndpoint) for the replication group myr epl gr oup. Use the primary endpoint for all
write operations and the individual node endpoints for all read operations.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Descri beRepl i cati onG oups
&Repl i cati onG oupl d=myr epl gr oup
&Si gnat ur eVer si on=4
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&Si gnat ur eMet hod=Hmac SHA256

&Ti mest anp=20150202T192317Z
&Ver si on=2015- 02- 02

&X- Anez- Cr edent i al =<cr edenti al >

For more information, see DescribeReplicationGroups.

API Version 2015-02-02
59


http://docs.aws.amazon.com/AmazonElastiCache/latest/APIReference/API_DescribeReplicationGroups.html

Amazon ElastiCache User Guide
Ensuring You Have Sufficient
Memory to Create a Redis Snapshot

Best Practices for Implementing
Amazon ElastiCache

This topic identifies best practices for implementing Amazon ElastiCache.

Topics
* Ensuring You Have Sufficient Memory to Create a Redis Snapshot (p. 60)
¢ Mitigating Out-of-Disk-Space Issues When Using Redis AOF (p. 62)
¢ Mitigating Failures (p. 62)
¢ Configuring Your ElastiCache Client for Efficient Load Balancing (p. 66)

Ensuring You Have Sufficient Memory to Create a
Redis Snapshot

Redis snapshots and synchronizations in version 2.8.22 and later

Redis 2.8.22 introduces a forkless save process that allows you to allocate more of your memory to
your application's use without incurring increased swap usage during synchronizations and saves. For
more information, see How Synchronization and Backup are Implemented (p. 203).

Redis snapshots and synchronizations prior to version 2.8.22

When you work with Redis ElastiCache, Redis calls a background write command in a number of
cases:

« When creating a snapshot for a backup.

¢ When synchronizing replicas with the primary in a replication group.

« When enabling the append-only file feature (AOF) for Redis.

« When promoting a replica to master (which causes a primary/replica sync).

Whenever Redis executes a background write process, you must have sufficient available memory

to accommodate the process overhead. Failure to have sufficient memory available will cause the
process to fail. Because of this, it is important to select a node instance type that has sufficient memory
when creating your Redis cluster.
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Background Write Process and Memory Usage

Whenever a background write process is called, Redis forks its process (remember, Redis is single
threaded). One fork persists your data to disk in a Redis .rdb snapshot file. The other fork services all
read and write operations. In order to ensure that your snapshot is a point-in-time snapshot, all data
updates and additions are written to an area of available memory separate from the data area.

As long as you have sufficient memory available to record all write operations while the data is being
persisted to disk, you will have no insufficient memory issues. You are likely to experience insufficient
memory issues if any of the following are true:

¢ Your application performs many write operations, thus requiring a large amount of available memory
to accept the new or updated data.

¢ You have very little memory available in which to write new or updated data.

¢ You have a large dataset that takes a long time to persist to disk, thus requiring a large number of
write operations.

The following diagram illustrates memory use when executing a background write process.
Memory use prior to a snapshot

Memory for data Reserved/available memory

Memory use during a snapshot—sufficient memory

Memory used by Avail —
Memory for data background write | - Additional

operations Ty memory needed

for background

write operations

Memory use during a snapshot—insufficient memory — -
Memory used by I ’

Memory for data background write I
operations l

For information on the impact of doing a backup on performance, see Performance Impact of
Backups (p. 236).

For more information on how Redis performs snapshots, see http://redis.io.

For more information on regions and availability zones, see Selecting Regions and Availability
Zones (p. 45).

Avoiding Running Out of Memory When Executing a
Background Write

Whenever a background write process such as BGSAVE or BGREWRITEAOF is called, to keep the
process from failing, you must have more memory available than will be consumed by write operations
during the process. The worst case scenario is that during the background write operation every Redis
record is updated and some new records are added to the cache. Because of this, we recommend that
you set r eser ved- nenor y to at least half of the value of maxmenor y. For maxmenor y values by node
type, see Redis Node-Type Specific Parameters (p. 305).

The maxnenor y value indicates the memory available to you for data and operational overhead.
Because you cannot modify the r eser ved- nenor y parameter in the default parameter group, you
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must create a custom parameter group for the cluster. The default value for r eser ved- nenory is 0,
which allows Redis to consume all of maxmemory with data, potentially leaving too little memory for

other uses, such as a background write process. For maxnmenor y values by node instance type, see
Redis Node-Type Specific Parameters (p. 305).

You can also use r eser ved- menor y parameter to reduce the amount of memory Redis uses on the
box.

For more information on Redis-specific parameters in ElastiCache, see Redis Specific
Parameters (p. 292).

For information on creating and modifying parameter groups, see Creating a Parameter
Group (p. 273) and Modifying a Parameter Group (p. 282).

Mitigating Out-of-Disk-Space Issues When Using
Redis AOF

When planning your Amazon ElastiCache implementation, you should plan so that failures have the
least impact possible.

You enable AOF because an AOF file is useful in recovery scenarios. In case of a node restart or
service crash, Redis will replay the updates from an AOF file, thereby recovering the data lost due to
the restart or crash.

Warning

AOF cannot protect against all failure scenarios. For example, if a node fails due to a
hardware fault in an underlying physical server, ElastiCache will provision a new node on a
different server. In this case, the AOF file will no longer be available and cannot be used to
recover the data. Thus, Redis will restart with a cold cache.

Enabling Redis Multi-AZ as a Better Approach to
Fault Tolerance

If you are enabling AOF to protect against data loss, consider using a replication group with Multi-

AZ enabled instead of AOF. When using a Redis replication group, if a replica fails, it is automatically
replaced and synchronized with the primary cluster. If Multi-AZ is enabled on a Redis replication group
and the primary fails, it fails over to a read replica. Generally, this functionality is much faster than
rebuilding the primary from an AOF file. For greater reliability and faster recovery, we recommend

that you create a replication group with one or more read replicas in different availability zones and
enable Multi-AZ instead of using AOF. Because there is no need for AOF in this scenario, ElastiCache
disables AOF on Multi-AZ replication groups.

For more information, see the following topics:

¢ Mitigating Failures (p. 62)
¢ ElastiCache Replication (Redis) (p. 190)
¢ Replication: Multi-AZ with Automatic Failover (Redis) (p. 196)

Mitigating Failures

When planning your Amazon ElastiCache implementation, you should plan so that failures have a
minimal impact upon your application and data. The topics in this section cover approaches you can
take to protect your application and data from failures.
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Topics
¢ Mitigating Failures when Running Memcached (p. 63)
¢ Mitigating Failures when Running Redis (p. 64)
¢« Recommendations (p. 66)

Mitigating Failures when Running Memcached

When running the Memcached engine, you have the following options for minimizing the impact of
a failure. There are two types of failures to address in your failure mitigation plans: node failure and
availability zone failure.

Mitigating Node Failures

To mitigate the impact of a node failure, spread your cached data over more nodes. Because
Memcached does not support replication, a node failure will always result in some data loss from your
cluster.

When you create your Memcached cluster you can create it with 1 to 20 nodes, or more by special
request. Partitioning your data across a greater number of nodes means you'll lose less data if a node
fails. For example, if you partition your data across 10 nodes, any single node stores approximately
10% of your cached data. In this case, a node failure loses approximately 10% of your cache which
needs to be replaced when a replacement node is created and provisioned. If the same data were
cached in 3 larger nodes, the failure of a node would lose approximately 33% of your cached data.

If you need more than 20 nodes in a Memcached cluster, or more than 100 nodes total in a region,
please fill out the ElastiCache Limit Increase Request form at https://aws.amazon.com/contact-us/
elasticache-node-limit-request/.

For information on specifying the number of nodes in a Memcached cluster, go to Creating a Cluster
(Console): Memcached (p. 129).

Mitigating Availability Zone Failures

To mitigate the impact of an availability zone failure, locate your nodes in as many availability zones
as possible. In the unlikely event of an AZ failure, you will lose only the data cached in that AZ, not the
data cached in the other AZs.

Why so many nodes?

If my region has only 3 availability zones, why do | need more than 3 nodes since if an AZ fails | lose
approximately one-third of my data?

This is an excellent question. Remember that we’re attempting to mitigate two distinct types of failures,
node and availability zone. You're right, if your data is spread across availability zones and one of the
zones fails, you will lose only the data cached in that AZ, irrespective of the number of nodes you have.
However, if a node fails, having more nodes will reduce the proportion of cache data lost.

There is no "magic formula" for determining how many nodes to have in your cluster. You must weight
the impact of data loss vs. the likelihood of a failure and come to your own conclusion.

For information on specifying the number of nodes in a Memcached cluster, go to Creating a Cluster
(Console): Memcached (p. 129).

For more information on regions and availability zones, go to Selecting Regions and Availability
Zones (p. 45).
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Mitigating Failures when Running Redis

When running the Redis engine, you have the following options for minimizing the impact of a cluster or
availability zone failure.

Mitigating Cluster Failures

To mitigate the impact of Redis cluster failures, you have the following options:

Topics
¢ Mitigating Cluster Failures: Redis Append Only Files (AOF) (p. 64)
« Mitigating Cluster Failures: Redis Replication Groups (p. 64)

Mitigating Cluster Failures: Redis Append Only Files (AOF)

When AOF is enabled for Redis, whenever data is written to your Redis cluster, a corresponding
transaction record is written to a Redis append only file (AOF). If your Redis process restarts,
ElastiCache creates a replacement cluster and provisions it. You can then run the AOF against the
cluster to repopulate it with data.

Some of the shortcomings of using Redis AOF to mitigate cluster failures are:
¢ Itis time consuming.

Creating and provisioning a cluster can take several minutes. Depending upon the size of the AOF,
running it against the cluster will add even more time during which your application cannot access
your cluster for data, forcing it to hit the database directly.

* The AOF can get big.

Because every write to your cluster is written to a transaction record, AOFs can become very large,
larger than the .rdb file for the dataset in question. Because ElastiCache relies on the local instance
store, which is limited in size, enabling AOF can cause out-of-disk-space issues. You can avoid out-
of-disk-space issues by using a replication group with Multi-AZ enabled.

¢ Using AOF cannot protect you from all failure scenarios.
For example, if a cluster fails due to a hardware fault in an underlying physical server, ElastiCache

will provision a new cluster on a different server. In this case, the AOF is not available and cannot be
used to recover the data, leaving Redis to start with a cold cache.

For more information, see Redis Append Only Files (AOF) (p. 262).

Mitigating Cluster Failures: Redis Replication Groups

A Redis replication group is comprised of a single primary cluster which your application can both read
from and write to, and from 1 to 5 read-only replica clusters. Whenever data is written to the primary

cluster it is also asynchronously updated on the read replica clusters.

When aread replica fails

1. ElastiCache detects the failed read replica.
2. ElastiCache takes the failed cluster off line.
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3. ElastiCache launches and provisions a replacement cluster in the same AZ.
4. The new cluster synchronizes with the Primary cluster.

During this time your application can continue reading and writing using the other clusters.
Redis Multi-AZ with Automatic Failover

You can enable Multi-AZ with automatic failover on your Redis replication groups. Whether you enable
Multi-AZ with auto failover or not, a failed Primary will be detected and replaced automatically. How this
takes place varies whether or not Multi-AZ is or is not enabled.

When Multi-AZ with auto failover is enabled

ElastiCache detects the Primary failure.

ElastiCache promotes the read replica with the least replication lag to primary.
The other replicas sync with the new primary.

ElastiCache spins up a read replica in the failed primary's AZ.

The new cluster syncs with the newly promoted primary.

gk wbde

Failing over to a replica cluster is generally faster than creating and provisioning a new cluster. This
means your application can resume writing to your cluster sooner than if Multi-AZ were not enabled.

For more information, see Replication: Multi-AZ with Automatic Failover (Redis) (p. 196).
When Multi-AZ with auto failover is disabled

ElastiCache detects Primary failure.

ElastiCache promotes a random read replica to primary.

The other replicas sync with the new primary.

ElastiCache spins up a read replica in the failed primary's AZ.
The new cluster syncs with the newly promoted primary.

The new cluster is promoted to Primary. This keeps the Primary in the same AZ as before the
failure.

o0k wdRE

Reads from the primary could fail just before and during a failover since the primary is dead. Failover
relies on DNS which may take some time to update. During this time your application cannot write to
the primary cluster. However, your application can continue reading from your replica clusters.

For added protection, we recommend that you launch the clusters in your replication group in different
availability zones (AZs). If you do this, an AZ failure will only impact the clusters in that AZ and not the
others.

For more information, see ElastiCache Replication (Redis) (p. 190).

Mitigating Availability Zone Failures

To mitigate the impact of an availability zone failure, locate your clusters in as many availability zones
as possible.

No matter how many clusters you have, if they are all located in the same availability zone, a
catastrophic failure of that AZ results in your losing all your cache data. However, if you locate your
clusters in multiple AZs, a failure of any AZ results in your losing only the clusters in that AZ.

Any time you lose a cluster you can experience a performance degradation since read operations
are now shared by fewer clusters. This performance degradation will continue until the clusters are
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replaced. Because your data is not partitioned across Redis clusters, you risk some data loss only
when the primary cluster is lost.

For information on specifying the availability zones for Redis clusters, go to Creating a Redis (cluster
mode disabled) Cluster (Console) (p. 130).

For more information on regions and availability zones, go to Selecting Regions and Availability
Zones (p. 45).

Recommendations

There are two types of failures you need to plan for, individual node or cluster failures and broad
availability zone failures. The best failure mitigation plan will address both kinds of failures.

Minimizing the Impact of Node and Cluster Failures

To minimize the impact of a node or cluster failure, we recommend that your implementation use
multiple nodes or clusters.

If you're running Memcached and partitioning your data across nodes, the more nodes you use the
smaller the data loss if any one node fails.

If you're running Redis, we also recommend that you enable Multi-AZ on your replication group so that
ElastiCache will automatically fail over to a replica if the primary cluster fails.

Minimizing the Impact of Availability Zone Failures

To minimize the impact of an availability zone failure, we recommend launching your nodes or clusters
in as many different availability zones as are available. Spreading your nodes or clusters evenly across
AZs will minimize the impact in the unlikely event of an AZ failure.

Other precautions

If you're running Redis, then in addition to the above, we recommend that you schedule regular
backups of your cluster. Backups (snapshots) create a .rdb file you can use to restore your
cluster in case of failure or corruption. For more information, see ElastiCache Backup & Restore
(Redis) (p. 235).

Configuring Your ElastiCache Client for Efficient
Load Balancing

Note
This section applies to multi-node Memcached clusters.

To effectively use multiple ElastiCache Memcached nodes, you need to be able to spread your cache
keys across the nodes. A simple way to load balance a cluster with n nodes is to calculate the hash of
the object’s key and mod the result by n - hash(key) nod n. The resulting value (0 through n-1) is
the number of the node where you place the object.

This approach is simple and works well as long as the number of nodes (n) is constant. However,
whenever you add or remove a node from the cluster, the number of keys that need to be moved is (n
- 1) / n (where n is the new number of nodes). Thus, this approach will result in a large number of keys
being moved, which translates to a large number of initial cache misses, especially as the number of
nodes gets large. Scaling from 1 to 2 nodes results in (2-1) / 2 (50 percent) of the keys being moved,
the best case. Scaling from 9 to 10 nodes results in (10-1)/10 (90 percent) of the keys being moved.

If you're scaling up due to a spike in traffic, you don't want to have a large number of cache misses. A
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large number of cache misses results in hits to the database, which is already overloaded due to the
spike in traffic.

The solution to this dilemma is consistent hashing. Consistent hashing uses an algorithm such that
whenever a node is added or removed from a cluster, the number of keys that must be moved is
roughly 1/ n (where n is the new number of nodes). Scaling from 1 to 2 nodes results in 1/2 (50
percent) of the keys being moved, the worst case. Scaling from 9 to 10 nodes results in 1/10 (10
percent) of the keys being moved.

As the user, you control which hashing algorithm is used for multi-node clusters. We recommend that
you configure your clients to use consistent hashing. Fortunately, there are many Memcached client
libraries in most popular languages that implement consistent hashing. Check the documentation for
the library you are using to see if it supports consistent hashing and how to implement it.

If you are working in Java, PHP, or .NET, we recommend you use one of the Amazon ElastiCache
client libraries.

Consistent Hashing Using Java

The ElastiCache Memcached Java client is based on the open-source spymemcached Java client,
which has consistent hashing capabilities built in. The library includes a KetamaConnectionFactory
class that implements consistent hashing. By default, consistent hashing is turned off in
spymemcached.

For more information, go to the KetamaConnectionFactory documentation at http://dustin.sallings.org/
java-memcached-client/apidocs/net/spy/memcached/KetamaConnectionFactory.html.

Consistent Hashing Using PHP

The ElastiCache Memcached PHP client is a wrapper around the built-in Memcached PHP library. By
default, consistent hashing is turned off by the Memcached PHP library.

Use the following code to turn on consistent hashing.

$m = new Mentached();
$m >set Opt i on( Mencached: : OPT_DI STRI BUTI ON,
Menctached: : DI STRI BUTI ON_CONSI STENT) ;

In addition to the preceeding code, we recommend that you also turn
menctached. sess_consi st ent _hash on in your php.ini file.

For more information, go to the run-time configuration documentation for Memcached
PHP at http://php.net/manual/en/memcached.configuration.php. Note specifically the
menctached. sess_consi st ent _hash parameter.

Consistent Hashing Using .NET

The ElastiCache Memcached .NET client is a wrapper around Enyim Memcached. By default,
consistent hashing is turned on by the Enyim Memcached client.

For more information, go to the nentached/ | ocat or documentation at https://github.com/enyim/
EnyimMemcached/wiki/MemcachedClient-Configuration#user-content-memcachedlocator.
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Amazon ElastiCache Error
Messages

The following error messages are returned by Amazon ElastiCache. You may receive other error
messages that are returned by ElastiCache, other AWS services, or by Memcached or Redis. For
descriptions of error messages from sources other than ElastiCache, see the documentation from the
source that is generating the error message.

¢ Cluster node quota exceeded (p. 68)
¢ Customer's node quota exceeded (p. 68)
¢ Manual snapshot quota exceeded (p. 68)

Error Message: Cluster node quota exceeded. Each cluster can have at most %n nodes in this
region.
Cause: You attempted to create or modify a cluster with the result that the cluster would have
more than %n nodes.
Solution: Change your request so that the cluster does not have more than %n nodes. or if you
need more than %n nodes, make your request using the Amazon ElastiCache Node request form.

For more information, see Amazon ElastiCache Limits in Amazon Web Services General
Reference.

Error Messages: Customer node quota exceeded. You can have at most %n nodes in this region
or You have already reached your quota of %s nodes in this region.
Cause: You attempted to create or modify a cluster with the result that your account would have
more than %n nodes across all clusters in this region.
Solution: Change your request so that the total nodes in the region across all clusters for this
account does not exceed %n. Or if you need more than %n nodes, make your request using the
Amazon ElastiCache Node request form.

For more information, see Amazon ElastiCache Limits in Amazon Web Services General
Reference.

Error Messages: The maximum number of manual snapshots for this cluster taken within 24
hours has been reached or The maximum number of manual snapshots for this node taken
within 24 hours has been reached its quota of %n
Cause: You attempted to take a manual snapshot of a cluster when you have already taken the
maximum number of manual snapshots allowed in a 24-hour period.
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Solution: Wait 24 hours to attempt another manual snapshot of the cluster. Or if you need to take
a manual snapshot now, take the snapshot of another cluster that has the same data, such as a
different cluster in a replication group.
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Caching Strategies

This topic covers strategies for populating and maintaining your cache.

The strategy or strategies you want to implement for populating and maintaining your cache depend
upon what data you are caching and the access patterns to that data. For example, you likely would
not want to use the same strategy for both a Top-10 leaderboard on a gaming site, Facebook posts,
and trending news stories. In the remainder of this section we discuss common cache maintenance
strategies, their advantages, and their disadvantages.

Topics
¢ Lazy Loading (p. 70)
e Write Through (p. 72)
e Adding TTL (p. 73)
¢ Related Topics (p. 74)

Lazy Loading

As the name implies, lazy loading is a caching strategy that loads data into the cache only when
necessary.

How Lazy Loading Works

Amazon ElastiCache is an in-memory key/value store that sits between your application and the data
store (database) that it accesses. Whenever your application requests data, it first makes the request
to the ElastiCache cache. If the data exists in the cache and is current, ElastiCache returns the data

to your application. If the data does not exist in the cache, or the data in the cache has expired, your
application requests the data from your data store which returns the data to your application. Your
application then writes the data received from the store to the cache so it can be more quickly retrieved
next time it is requested.

Scenario 1: Cache Hit

When datais in the cache and isn't expired

1. Application requests data from the cache.
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2. Cache returns the data to the application.

Scenario 2: Cache Miss

When dataisn’t in the cache or is expired

Application requests data from the cache.
Cache doesn't have the requested data, so returns a nul | .
Application requests and receives the data from the database.

PR

Application updates the cache with the new data.

The following diagram illustrates both these processes.
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Advantages and Disadvantages of Lazy Loading

Advantages of Lazy Loading
¢ Only requested data is cached.

Since most data is never requested, lazy loading avoids filling up the cache with data that isn't
requested.

* Node failures are not fatal.

When a node fails and is replaced by a new, empty node the application continues to function,
though with increased latency. As requests are made to the new node each cache miss results in
a query of the database and adding the data copy to the cache so that subsequent requests are
retrieved from the cache.

Disadvantages of Lazy Loading
e There is a cache miss penalty.

Each cache miss results in 3 trips,
1. Initial request for data from the cache
2. Query of the database for the data

3. Writing the data to the cache
which can cause a noticeable delay in data getting to the application.

« Stale data.
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If data is only written to the cache when there is a cache miss, data in the cache can become
stale since there are no updates to the cache when data is changed in the database. This issue is
addressed by the Write Through (p. 72) and Adding TTL (p. 73) strategies.

Lazy Loading Code

The following code is a pseudo code example of lazy loading logic.

// R R b S R R R S R I O O R R R R R

/1 function that returns a custoner's record.

// Attenpts to retrieve the record fromthe cache.

/1 If it is retrieved, the record is returned to the application.
/1 If the record is not retrieved fromthe cache, it is

/1 retrieved fromthe database,
/1 added to the cache, and
/1 returned to the application

// R R b S R R O R R O O R R S ok S b

get _custoner (customer _i d)

custoner_record = cache. get(custoner _id)
if (custoner_record == null)

custoner_record = db. query("SELECT * FROM Custoners WHERE id == {0}",
cust oner _i d)
cache. set (custoner _id, custoner_record)

return custoner_record

The application code that retrieves the data would be:

custoner_record = get_custoner(12345)

Write Through

The write through strategy adds data or updates data in the cache whenever data is written to the
database.

Advantages and Disadvantages of Write Through

Advantages of Write Through

« Data in the cache is never stale.

Since the data in the cache is updated every time it is written to the database, the data in the cache
is always current.

¢ Write penalty vs. Read penalty.

Every write involves two trips:
1. A write to the cache
2. A write to the database
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Which adds latency to the process. That said, end users are generally more tolerant of latency when
updating data than when retrieving data. There is an inherent sense that updates are more work and
thus take longer.

Disadvantages of Write Through

¢ Missing data.

In the case of spinning up a new node, whether due to a node failure or scaling out, there is missing
data which continues to be missing until it is added or updated on the database. This can be
minimized by implementing Lazy Loading (p. 70) in conjunction with Write Through.

¢ Cache churn.

Since most data is never read, there can be a lot of data in the cluster that is never read. This is a
waste of resources. By Adding TTL (p. 73) you can minimize wasted space.

Write Through Code

The following code is a pseudo code example of write through logic.

// EE R IR R S R R R I I O I L R

/! function that saves a custoner's record.

// EE R IR R S S I R R I I O R R

save_custoner (custoner_id, val ues)

custoner_record = db. query("UPDATE Custoners WHERE id = {0}",
custoner_id, val ues)

cache. set (custoner _id, custoner_record)

return success

The application code that updates the data would be:

save_customer (12345, {"address": "123 Main"})

Adding TTL

Lazy loading allows for stale data, but won't fail with empty nodes. Write through ensures that data is
always fresh, but may fail with empty nodes and may populate the cache with superfluous data. By
adding a time to live (TTL) value to each write, we are able to enjoy the advantages of each strategy
and largely avoid cluttering up the cache with superfluous data.

What is TTL?

Time to live (TTL) is an integer value that specifies the number of seconds (Redis can specify seconds
or milliseconds) until the key expires. When an application attempts to read an expired key, it is treated
as though the key is not found, meaning that the database is queried for the key and the cache is
updated. This does not guarantee that a value is not stale, but it keeps data from getting too stale and
requires that values in the cache are occasionally refreshed from the database.

For more information, see the Redis set command or the Memcached set command.

Code Example

The following code is a pseudo code example of write through logic with TTL.
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// R R S R R R S R R I O I Rk T S S R R

/1 function that saves a custoner's record.

/1 The TTL val ue of 300 neans that the record expires
/1 300 seconds (5 minutes) after the set command

/1 and future reads will have to query the database.

// EE R I I O S S O O S
save_custoner (custoner_id, val ues)

custoner_record = db. query("UPDATE Custoners WHERE id = {0}",
custoner_id, val ues)

cache. set (custoner _id, customer_record, 300)

return success

The following code is a pseudo code example of lazy loading logic with TTL.

// Rk R b S R R O R R O R Rk I R

/1 function that returns a custoner's record.

/!l Attenpts to retrieve the record fromthe cache.

/1 If it is retrieved, the record is returned to the application.
/1 If the record is not retrieved fromthe cache, it is

/1 retrieved fromthe database,

/1 added to the cache, and

/1 returned to the application.

/1 The TTL value of 300 neans that the record expires

/1 300 seconds (5 minutes) after the set command

/1 and subsequent reads will have to query the database.

// R R b S R Rk S b R R R o S R Rk S R R

get _custoner (customer _i d)
custoner_record = cache. get(custoner _id)

if (custoner_record != null)
if (custoner_record. TTL < 300)
return customer_record /1 return the record and exit
function

/! do this only if the record did not exist in the cache OR

/1 the TTL was >= 300, i.e., the record in the cache had expired.

custoner_record = db. query("SELECT * FROM Custoners WHERE id = {0}",
cust oner _i d)

cache. set (custoner _id, customer_record, 300) // update the cache

return customer_record /1 return the newy retrieved
record and exit function

The application code would be:

save_cust oner (12345, {"address": " 123 Main"})

custoner_record = get_custoner(12345)

Related Topics

¢ What Should | Cache? (p. 2)
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¢ Engines and Versions (p. 32)
e Scaling (p. 169)
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ElastiCache Nodes

A node is the smallest building block of an Amazon ElastiCache deployment. It is a fixed-size chunk of
secure, network-attached RAM. Each node runs either Memcached or Redis, depending on what was
selected when the cluster was created. Each node has its own Domain Name Service (DNS) name
and port. Multiple types of ElastiCache nodes are supported, each with varying amounts of associated
memory.

The node instance type you need for your deployment is influenced by both the amount of data you
want in your cluster and the engine you use. Generally speaking, due to its support for sharding,
Memcached deployments will have more and smaller nodes while Redis deployments will use fewer,
larger node types. See Selecting Your Memcached Node Size (p. 78) and Selecting Your Redis
Node Size (p. 79) for a more detailed discussion of which node size to use.

Topics
¢ Shards (Redis) (p. 76)
¢ Selecting Your Node Size (p. 78)
¢ ElastiCache Reserved Nodes (p. 81)
¢ Supported Node Types (p. 90)
¢ Actions You Can Take When a Node is Scheduled for Replacement (p. 92)

Other ElastiCache Node Operations
Additional operations involving nodes:

¢ Adding Nodes to a Cluster (p. 154)

¢ Removing Nodes from a Cluster (p. 160)

¢ Scaling (p. 169)

¢ Finding Your ElastiCache Endpoints (p. 48)
¢ Node Auto Discovery (Memcached) (p. 95)

Shards (Redis)

A shard (API/CLI: node group) is a hierarchical arrangement of nodes (each wrapped in a cache
cluster). Shards support replication. Within a shard, one node functions as the read/write primary node.
All the other nodes in a shard function as read-only replicas of the primary node. Redis version 3.2 and
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later support multiple shards within a cluster (API/CLI: replication group) thereby enabling partitioning
your data in a Redis (cluster mode enabled) cluster.

The following diagram illustrates the differences between a Redis (cluster mode disabled) cluster and a
Redis (cluster mode enabled) cluster.

Redis (cluster mode disabled) Redis (cluster mode enabled)
Supported by Redis 2.8.x and 3.2.x Supported by Redis 3.2.x
Replication Replication within each shard
Single shard Multiple shards
Modifiable Static/not modifiable
Mo data partitioning Data partitioning supported
(Redis | ( Redis R
Cluster mode disabled Cluster mode enabled
Replica Replica Replica
Node-1 Node-1 Node-1
Primary Primary Primary
Node Node /o e Node /o
4 Replica ¢ & Replica
Noc N , Node-n ;
Shard “ Shard-1 ' Shard-n
- VN j

Both Redis (cluster mode disabled) and Redis (cluster mode enabled) support replication via shards.
The API operation, DescribeReplicationGroups (CLI: describe-replication-groups) lists the node groups
with the member nodes, the node’s role within the node group as well as other information.

When you create a Redis cluster, you specify whether or not you want to create a cluster with
clustering enabled. Redis (cluster mode disabled) clusters never have more than one shard which
can be scaled horizontally by adding (up to a total of 5) or deleting read replica nodes. For more
information, see ElastiCache Replication (Redis) (p. 190), Adding a Read Replica to a Redis
Cluster (p. 229) or Deleting a Read Replica (p. 234). Redis (cluster mode disabled) clusters can
also scale vertically by changing node types. For more information, see Scaling Redis Clusters with
Replica Nodes (p. 180).

When you create a Redis (cluster mode enabled) cluster, you specify from 1 to 15 shards. Currently,
however, unlike Redis (cluster mode disabled) clusters, once a Redis (cluster mode enabled) cluster
is created, its structure cannot be altered in any way; you cannot add or delete nodes or shards. If you
need to add or delete nodes, or change node types, you must create the cluster anew.

When you create a new cluster, as long as the cluster group has the same number of shards as the
old cluster, you can seed it with data from the old cluster so it doesn’t start out empty. This can be
helpful if you need change your node type or engine version. For more information, see Taking Manual
Backups (p. 239) and Restoring From a Backup (p. 255).
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Selecting Your Node Size

This section helps you determine what node instance type you need for your scenarios. Since the
engines, Memcached and Redis, implement clusters differently, the engine you select will make a
difference in the node size you needed by your application.

Topics
¢ Selecting Your Memcached Node Size (p. 78)
¢ Selecting Your Redis Node Size (p. 79)

Selecting Your Memcached Node Size

Memcached clusters contain one or more nodes. Because of this, the memory needs of the cluster
and the memory of a node are related, but not the same. You can attain your needed cluster memory
capacity by having a few large nodes or many smaller nodes. Further, as your needs change, you can
add or remove nodes from the cluster and thus pay only for what you need.

The total memory capacity of your cluster is calculated by multiplying the number of cache nodes in
the cluster by the RAM capacity of each node. The capacity of each cache node is based on the cache
node type.

The number of cache nodes in the cluster is a key factor in the availability of your cluster running
Memcached. The failure of a single cache node can have an impact on the availability of your
application and the load on your back-end database while ElastiCache provisions a replacement for
the failed cache node and it gets repopulated. You can reduce this potential availability impact by
spreading your memory and compute capacity over a larger number of cache nodes, each with smaller
capacity, rather than using a fewer number of high capacity nodes.

In a scenario where you want to have 40 GB of cache memory, you can set it up in any of the following
configurations:

¢ 13 cache. t 2. nedi umnodes with 3.22 GB of memory and 2 threads each = 41.86 GB and 26
threads.

e 7 cache. nB. | ar ge nodes with 6.05 GB of memory and 2 threads each = 42.35 GB and 14 threads.

7 cache. mi. | ar ge nodes with 6.42 GB of memory and 2 threads each = 44.94 GB and 14 threads.

¢ 3 cache. r 3. | ar ge nodes with 13.50 GB of memory and 2 threads each = 40.50 GB and 6 threads.

3 cache. mi. x| ar ge nodes with 14.28 GB of memory and 4 threads each = 42.84 GB and 12
threads.

Comparing node options

Node Memory Cores Cost * Nodes Total Tohdbnthly Cost #
type Needed Memory Cores

cache.t2.mediut122 GB 2 $0.068 13 4186 GB 26 $ 636.48
cache.m3.large6.05 GB 2 $0.182 7 4235GB 14 $917.28
cache.m4.large6.42 GB 2 $0.156 7 4494 GB 14 $768.24
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Node Memory Cores Cost * Nodes Total Tokdbnthly Cost #
type Needed Memory Cores

cache.r3.large13.50 GB 2 $0.228 3 40.50GB 6 $ 492.48
cache.m4.xlar@d.28 GB 4 $0.311 3 42.84 GB 12 $671.76

* Hourly cost per node as of August 4, 2016.

# Monthly cost at 100% usage for 30 days (720 hours).

These options each provide similar memory capacity but different computational capacity and cost. To
compare the costs of your specific options, see Amazon ElastiCache Pricing.

For clusters running Memcached, some of the available memory on each cache node is used for
connection overhead. For more information, see Memcached Connection Overhead (p. 290)

Using multiple nodes will require spreading the keys across them. Each node has its own endpoint. For
easy endpoint management, you can use the ElastiCache the Auto Discovery feature, which enables
client programs to automatically identify all of the nodes in a cache cluster. For more information, see
Node Auto Discovery (Memcached) (p. 95).

If you're unsure about how much capacity you need, for testing we recommend starting with one
cache. nB. nedi umnode and monitoring the memory usage, CPU utilization, and cache hit rate with
the ElastiCache metrics that are published to CloudWatch. For more information on CloudWatch
metrics for ElastiCache, see Monitoring Use with CloudWatch Metrics (p. 353). For production and
larger workloads, the R3 nodes provide the best performance and RAM cost value.

If your cluster does not have the desired hit rate, you can easily add more nodes, thereby increasing
the total available memory in your cluster.

If your cluster turns out to be bound by CPU but it has sulfficient hit rate, try setting up a new cluster
with a cache node type that provides more compute power.

Selecting Your Redis Node Size

Answering the following questions will help you determine the minimum node type you need for your
Redis implementation.

¢ How much total memory do you need for your data?

You can get a general estimate by taking the size of the items you want to cache and multiplying

it by the number of items you want to keep in the cache at the same time. To get a reasonable
estimation of the item size, serialize your cache items then count the characters, then divide this over
the number of shards in your cluster.

* How write-heavy is your application?

Write heavy applications can require significantly more available memory, memory not used by
Redis data, when taking snapshots or failing over. Whenever the BGSAVE process is performed—
when taking a snapshot, when syncing a primary cluster with a replica in a cluster, when enabling
the append-only file (AOF) feature, or promoting a replica to primary (if you have Multi-AZ with auto
failover enabled)-you must have sufficient memory that is unused by data to accommodate all the
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writes that transpire during the BGSAVE process. Worst case would be when all of your Redis data is
rewritten during the process, in which case you would need a node instance size with twice as much
memory as needed for data alone.

For more detailed information, go to Ensuring You Have Sufficient Memory to Create a Redis
Snapshot (p. 60).

» Will your implementation be a standalone Redis (cluster mode disabled) cluster or a Redis (cluster
mode enabled) cluster with multiple shards?

Redis (cluster mode disabled) cluster

If you're implementing a Redis (cluster mode disabled) cluster, your node type must be able to
accommodate all your data plus the necessary overhead as described in the previous bullet.

For example, if you estimate that the total size of all your items to be 12 GB, you can use a
cache. nB. x| ar ge node with 13.3 GB of memory or a cache. r 3. | ar ge node with 13.5 GB of
memory. However, you may need more memory for BGSAVE operations. If your application is write
heavy, you should double the memory requirements to at least 24 GB, meaning you should use
either a cache. nB. 2xI ar ge with 27.9 GB of memory or a cache. r 3. x| ar ge with 28.4 GB of
memory.

Redis (cluster mode enabled) with multiple shards

If you're implementing a Redis (cluster mode enabled) cluster with multiple shards, then the node
type must be able to accommodate byt es- f or - dat a- and- over head / nunber - of - shar ds
bytes of data.

For example, if you estimate that the total size of all your items to be 12 GB and you have 2
shards, you can use a cache. nB. | ar ge node with 6.05 GB of memory (12 GB / 2). However,
you may need more memory for BGSAVE operations. If your application is write heavy, you should
double the memory requirements to at least 12 GB per shard, meaning you should use either a
cache. nB. x| ar ge with 13.3 GB of memory or a cache. r 3. | ar ge with 13.5 GB of memory.

Currently you cannot add shards to a Redis (cluster mode enabled) cluster. Therefore, you may want
to use a somewhat larger node type to accommodate anticipated growth.

While your cluster is running, you can monitor the memory usage, processor utilization, cache hits, and
cache misses metrics that are published to CloudWatch. If your cluster does not have the desired hit
rate or you notice that keys are being evicted too often, you can choose a different cache node size
with larger CPU and memory specifications.

When monitoring CPU usage, remember that Redis is single-threaded, so you need to multiply the
reported CPU usage by the number of CPU cores to get that actual usage. For example, a four core
CPU reporting a 20% usage rate is actually the one core Redis is using running at 80%.
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ElastiCache Reserved Nodes

Reserved cache nodes let you make a one-time up-front payment for a cache node and reserve the
cache node for a one- or three-year term at significantly lower hourly rates.

For the t2, m3, and r3 families, reserved cache nodes are available as Heavy Utilization offerings.
Reserved cache nodes for older node types are available in three varieties—Heavy Utilization, Medium
Utilization, and Light Utilization—that enable you to optimize your ElastiCache costs based on your
expected utilization.

You can use the command line tools, the API, or the AWS Management Console to list and purchase
available reserved cache node offerings. The three types of reserved cache node offerings are based
on class and duration.

For more information on reserved nodes, go to Amazon ElastiCache Reserved Cache Nodes.

Topics
¢ Reserved Node Offerings (p. 81)
¢ Describing Available Reserved Cache Node Offerings (p. 83)
¢ Purchasing a Reserved Node (p. 85)
¢ Describing Your Reserved Nodes (p. 88)

Reserved Node Offerings

Heavy Utilization reserved cache nodes enable workloads that have a consistent baseline of capacity
or run steady-state workloads. Heavy Utilization reserved cache nodes require the highest up-front
commitment, but if you plan to run more than 79 percent of the reserved cache node term you can earn
the largest savings (up to 70 percent off of the On-Demand price). Unlike the other reserved cache
nodes, with Heavy Ultilization reserved cache nodes you pay a one-time fee, followed by a lower hourly
fee for the duration of the term regardless of whether or not your cache node is running.

Medium Utilization reserved cache nodes are the best option if you plan to leverage your reserved
cache nodes a substantial amount of the time, but you want either a lower one-time fee or the flexibility
to stop paying for your cache node when you shut it off. Medium Utilization reserved cache nodes are
a more cost-effective option when you plan to run more than 40 percent of the reserved cache nodes
term. This option can save you up to 64 percent off of the On-Demand price. With Medium Utilization
reserved cache nodes, you pay a slightly higher one-time fee than with Light Utilization reserved cache
nodes, and you receive lower hourly usage rates when you run a cache node.

Light Utilization reserved cache nodes are ideal for periodic workloads that run only a couple of hours
a day or a few days per week. Using Light Utilization reserved cache nodes, you pay a one-time fee
followed by a discounted hourly usage fee when your cache node is running. You can start saving
when your cache node is running more than 17 percent of the reserved cache node term, and you can
save up to 56 percent off of the On-Demand rates over the entire term of your reserved cache node.

Reserved Cache Node Offerings

Offering Up-Front Cost Usage Fee Advantage

Heavy Utilization Highest Lowest hourly fee. Lowest overall cost if
Applied to the whole you plan to use your
term whether or not reserved cache nodes
you're using the more than 79 percent

reserved cache node. of a three-year term.
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Offering

Medium Utilization

Light Utilization

Up-Fro

Averag

Lowest

nt Cost

e

Usage Fee

Hourly usage fee
charged for each hour
you use the cache
node.

Hourly usage fee
charged. Highest fees
of all the offering types,
but fees apply only
when you're using the
reserved cache node.

Advantage

Suitable for elastic
workloads or when
you expect moderate
usage, more than 40
percent of a three-year
term.

Highest overall cost

if you plan to run all

of the time; however,
lowest overall cost

if you anticipate

you will use your
reserved cache nodes
infrequently, more than
about 15 percent of a
three-year term.
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Describing Available Reserved Cache Node
Offerings

Before you purchase a reserved cluster, you can get information about available reserved cluster
offerings.

The following example shows how to get pricing and information about available reserved cluster
offerings.

Describing Available Reserved Cache Node Offerings
(Console)

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

In the navigation list, select the Reserved Cache Nodes link.

Select the Purchase Reserved Cache Node button.

From the Product Description drop down list box, select the engine - Memcached or Redis.
To determine the available offerings, make selections from the next 3 drop down list boxes:

ok wDd

e Cache Node Type
* Term
« Offering Type

After you make these selections, the cost per node and total cost of your selections is shows in the
Purchase Reserved Cache Nodes wizard.

6. Select Cancel to avoid purchasing these nodes and incurring charges.

Describing Available Reserved Cache Node Offerings (AWS
CLI)

To get pricing and information about available reserved cluster offerings, type the following command
at a command prompt:

aws el asticache descri be-reserved-cache-nodes-offerings --headers

This call returns output similar to the following:

OFFERING O feringld d ass Dur ati on
Fi xed Price Usage Price Description Ofering Type

OFFERI NG 438012d3-4052-4cc7-b2e3-8d3372e0e706 cache. ml. | arge ly
1820.00 USD 0.368 USD mencached Medi um Utilization

OFFERI NG 649f dOc8- cf 6d- 47a0- bf a6- 060f 8e75e95f cache. mlL. smal | ly
227.50 USD 0.046 USD mencached Medi um Utilization
OFFERI NG 123456cd- ablc- 47a0- bf a6- 12345667232f cache. mlL. smal | ly

162.00 USD 0.00 USD mencached Heavy Utilization
Recurring Charges: Amount  Currency Frequency
Recurring Charges: 0.123 USD Hour |y
OFFERI NG 123456c¢d- ablc- 37a0- bf a6- 12345667232d cache. mlL. | arge ly
700.00 USD 0.00 USD mencached Heavy Utilization
Recurring Charges: Amount  Currency Frequency
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Recurring Charges: 1.25 UsD Hour |y
OFFERI NG 123456cd-ablc- 17d0- bf a6- 12345667234e cache. ml. x|l arge 1y
4242.00 USD 2.42 USD mentached Light Utilization

Describing Available Reserved Cache Node Offerings
(ElastiCache API)

To get pricing and information about available reserved cluster offerings, call the
Descri beReser vedCacheNodesOf f eri ngs action.

Example

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Descri beReser vedCacheNodesOf f eri ngs
&Ver si on=2014-12-01
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20141201T220302Z
&X- Ane- Al gori t hmeAWB4- HVAC- SHA256
&X- Ane- Dat e=20141201T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Anz- Expi res=20141201T220302Z
&X- Anz- Credent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>

This call returns output similar to the following:

<Descri beReser vedCacheNodesOf f eri ngsResponse xm ns="http://el asti cache. us-
west - 2. anazonaws. coni doc/ 2013- 06- 15/ " >
<Descri beReser vedCacheNodesOf f eri ngsResul t >
<Reser vedCacheNodesOf f eri ngs>
<ReservedCacheNodesOf f eri ng>
<Dur at i on>31536000</ Dur at i on>
<Of feringType>Medium Utilization</COfferingType>
<Cur r encyCode>USD</ Cur r encyCode>
<Recurri ngChar ges/ >
<Fi xedPri ce>1820. 0</ Fi xedPri ce>
<Pr oduct Descri pti on>nencached</ Product Descri pti on>
<UsagePri ce>0. 368</ UsagePri ce>
<ReservedCacheNodesOf f eri ngl d>438012d3- 4052- 4cc7- b2e3-8d3372e0e706</
Reser vedCacheNodesO f eri ngl d>
<CacheNodeType>cache. nl. | ar ge</ CacheNodeType>
</ ReservedCacheNodesOf f eri ng>
<ReservedCacheNodesOf f eri ng>

(...output omtted...)

</ ReservedCacheNodesOf f eri ng>
</ ReservedCacheNodesOf f eri ngs>
</ Descri beReservedCacheNodesO f eri ngsResul t >
<ResponseMet adat a>
<Request | d>5e4ec40b- 2978- 11el- 9e6d- 771388d6ed6b</ Request | d>
</ ResponseMet adat a>
</ Descri beReservedCacheNodesO f eri ngsResponse>

Some of the output has been omitted for brevity.
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Purchasing a Reserved Node

The following example shows how to purchase a reserved node offering.

Important
Following the examples in this section will incur charges on your AWS account.

Purchasing a Reserved Node (Console)

This example shows purchasing a specific reserved cache node offering, 649fd0c8-cf6d-47a0-
bfa6-060f8e75e95f, with a reserved cache node ID of myreservationlID.

1.

O N o~ LN

Sign in to the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

In the navigation list, select the Reserved Cache Nodes link.

Select the Purchase Reserved Cache Node button.

Select the cache node type from the Product Description drop-down list box.

Select the cache node class from the Cache Node Class drop-down list box.

Select length of time you want the cache node reserved from the Term drop-down list box.
Select the offering type from the Offering Type drop-down list box.

You can optionally enter a reserved cache node ID in the Reserved Cache Node ID text box.

Note

The Reserved Cache Node ID is an unique customer-specified identifier to track this
reservation. If this box is left blank, ElastiCache automatically generates an identifier for
the reservation.

Select the Next button.

The Purchase Reserved Cache Node dialog box shows a summary of the reserved cache node
attributes that you've selected and the payment due.

10. Select the Yes, Purchase button to proceed and purchase the reserved cache node.

Important
When you select Yes, Purchase you incur the charges for the reserved nodes you
selected. To avoid incurring these charges, select Cancel.

Purchasing a Reserved Node (AWS CLI)

The following example shows purchasing a specific reserved cluster offering, 649fd0c8-cf6d-47a0-
bfa6-060f8e75e95f, with a reserved cluster ID of myreservationID.

Type the following command at a command prompt:

For Linux, OS X, or Unix:

aws el asticache purchase-reserved-cache-nodes-offering \

--reserved- cache- nodes-of fering-id 649f dOc8- cf 6d- 47a0- bf a6- 060f 8e75e95f \
--reserved-cache-node-id nmyreservationl D

For Windows:

aws el asticache purchase-reserved-cache-nodes-offering "
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--reserved- cache-nodes-offering-id 649f d0c8-cf 6d-47a0- bf a6- 060f 8e75e95f ~
--reserved- cache-node-id nyreservationl D

The command returns output similar to the following:

RESERVATI ON Reservationld Cl ass Start Tinme

Duration Fixed Price Usage Price Count State Description

O fering Type

RESERVATI ON  nyr eservati oni d cache.nl. smal | 2013-12-19T00: 30: 23.247Z 1y
455. 00 USD 0.092 UsD 1 paynent - pendi ng nenctached

Medi um Utilization

Purchasing a Reserved Node (ElastiCache API)

The following example shows purchasing a specific reserved cluster offering, 649fd0c8-cf6d-47a0-
bfa6-060f8e75e95f, with a reserved cluster ID of myreservationID.

Call the Pur chaseReser vedCacheNodesO f er i ng operation with the following parameters:

¢ ReservedCacheNodesO f eri ngl d = 649f dOc8- cf 6d- 47a0- bf a6- 060f 8e75e95f
¢ ReservedCacheNodel D=nyreservati onl D
¢ CacheNodeCount =1
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Example

https://el asti cache. us-west - 2. amazonaws. com
?Act i on=Pur chaseReser vedCacheNodesOf f eri ng
&Reser vedCacheNodesO f eri ngl d=649f dOc8- cf 6d- 47a0- bf a6- 060f 8e75e95f
&Reser vedCacheNodel D=nyr eser vati onl D
&CacheNodeCount =1
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20141201T220302Z
&X- Ane- Al gori t hmeFAWB4- HVAC- SHA256
&X- Ane- Dat €=20141201T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Ane- Expi r es=20141201T220302Z
&X- Anz- Cr edent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>

This call returns output similar to the following:

<Pur chaseReser vedCacheNodesOf f eri ngResponse xm ns="http://el asticache. us-
west - 2. anazonaws. coni doc/ 2013- 06- 15/ " >
<Pur chaseReser vedCacheNodesOf f eri ngResul t >
<Reser vedCacheNode>
<O feringType>Medium Utilization</ O feringType>
<Cur r encyCode>USD</ Cur r encyCode>
<Recurri ngChar ges/ >
<Pr oduct Descri pti on>nencached</ Product Descri pti on>
<Reser vedCacheNodesOf f eri ngl d>649f dOc8- cf 6d- 47a0- bf a6- 060f 8e75e95f </
Reser vedCacheNodesO f eri ngl d>
<St at e>paynent - pendi ng</ St at e>
<Reser vedCacheNodel d>myr eser vat i onl D</ Reser vedCacheNodel d>
<CacheNodeCount >10</ CacheNodeCount >
<StartTi me>2013-07- 18T23: 24: 56. 577Z</ St art Ti me>
<Dur at i on>31536000</ Dur ati on>
<Fi xedPri ce>123. 0</ Fi xedPri ce>
<UsagePri ce>0. 123</ UsagePri ce>
<CacheNodeType>cache. nl. srmal | </ CacheNodeType>
</ Reser vedCacheNode>
</ Pur chaseReser vedCacheNodesO f eri ngResul t >
<ResponseMet adat a>
<Request | d>7f 099901- 29cf - 11el- bd06- 6f e008f 046c3</ Request | d>
</ ResponseMet adat a>
</ Pur chaseReser vedCacheNodesO f eri ngResponse>
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Describing Your Reserved Nodes

You can get information about reserved nodes for your AWS account as described following.

Describing Your Reserved Nodes (Console)

1. Signin to the AWS Management Console and open the ElastiCache console at https:/
console.aws.amazon.com/elasticache/.

2. Inthe navigation list, select the Reserved Cache Nodes link.
The reserved cache nodes for your account appear in the Reserved Cache Nodes list. You can

select any of the reserved cache nodes in the list to see detailed information about the reserved
cache node in the detail pane at the bottom of the console.

Describing Your Reserved Nodes (AWS CLI)

To get information about reserved nodes for your AWS account, type the following command at a
command prompt:

aws el asti cache descri be-reserved-cache-nodes --headers

This command should return output similar to the following:

RESERVATI ON Reservationld Cl ass Start Tinme
Duration Fixed Price Usage Price Count State Description
O fering Type
RESERVATI ON ki-real -ri-test5 cache.ml.small 2013-07-09T23:37:44.720Z 1y
455.00 USD 0.092 UsD 1 retired nmencached Medi um
Utilization

Describing Your Reserved Nodes (ElastiCache API)

To get information about reserved nodes for your AWS account, call the
Descri beReser vedCacheNodes operation.
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Example

https://el asti cache. us-west - 2. amazonaws. com
?Acti on=Descri beReser vedCacheNodes
&Ver si on=2014-12-01
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20141201T220302Z
&X- Ane- Al gori t hmeFAWB4- HVAC- SHA256
&X- Ane- Dat €=20141201T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Ane- Expi r es=20141201T220302Z
&X- Anz- Cr edent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>

This call returns output similar to the following:

<Descri beReser vedCacheNodesResponse xm ns="http://el asti cache. us-
west - 2. anazonaws. coni doc/ 2013- 06- 15/ " >
<Descri beReser vedCacheNodesResul t >
<Reser vedCacheNodes>
<Reser vedCacheNode>
<O feringType>Medium Utilization</ O feringType>
<Cur r encyCode>USD</ Cur r encyCode>
<Recurri ngChar ges/ >
<Pr oduct Descri pti on>nencached</ Pr oduct Descri pti on>
<Reser vedCacheNodesOf f eri ngl d>649f dOc8- cf 6d- 47a0- bf a6- 060f 8e75e95f </
Reser vedCacheNodesO f eri ngl d>
<St at e>paynent - f ai | ed</ St at e>
<Reser vedCacheNodel d>myr eser vat i oni d</ Reser vedCacheNodel d>
<CacheNodeCount >1</ CacheNodeCount >
<StartTi me>2010- 12- 15T00: 25: 14. 131Z</ St art Ti me>
<Dur at i on>31536000</ Dur at i on>
<Fi xedPri ce>227. 5</ Fi xedPri ce>
<UsagePri ce>0. 046</ UsagePri ce>
<CacheNodeType>cache. nl. srmal | </ CacheNodeType>
</ Reser vedCacheNode>
<Reser vedCacheNode>

(...output omtted...)

</ Reser vedCacheNode>
</ Reser vedCacheNodes>
</ Descri beReser vedCacheNodesResul t >
<ResponseMet adat a>
<Request | d>23400d50- 2978- 11el- 9e6d- 771388d6ed6b</ Request | d>
</ ResponseMet adat a>
</ Descri beReser vedCacheNodesResponse>

Some of the output has been omitted for brevity.
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Supported Node Types

The following node types are supported by ElastiCache. Generally speaking, the current generation
types provide more memory and computational power at lower cost when compared to their equivalent
previous generation counterparts.

¢ General purpose:

» Current generation: cache. t 2. mi cro, cache.t2. snal |, cache. t 2. medi um
cache. n8. nedi um cache. n8. | ar ge, cache. nB. x| ar ge, cache. n8. 2x| ar ge,
cache. m. | arge, cache. m4. xl ar ge, cache. md. 2xl ar ge, cache. m4. 4xl ar ge,
cache. md. 10x| ar ge

» Previous generation: cache. t 1. mi cro, cache. nl. smal |, cache. nl. medi um
cache. mlL. | arge, cache. nl. x| ar ge

¢ Compute optimized: cache. c1. x| ar ge
* Memory optimized:

« Current generation: cache. r 3. | ar ge, cache. r 3. xl ar ge, cache. r 3. 2xI ar ge,
cache. r 3. 4xl ar ge, cache. r 3. 8xl ar ge

» Previous generation: cache. n2. x| ar ge, cache. n2. 2x| ar ge, cache. n2. 4xl ar ge

Supported node types are available in all regions except as noted in the following table.

Exceptions
Region Name Region Exception
Asia Pacific (Seoul) ap- Supports only current generation node types.
northeast-2
EU (Frankfurt) eu-central-1 Supports only current generation node types.
AWS GovCloud (US) us-gov-west-1 | Supports only current generation node types.
Does not support M4 node types.
US East (Ohio) us-east-2 Supports only node types T2, M4, and R3.
Supports only the following engine versions:
* Memcached: 1.4.24
* Redis 2.8.21, 2.8.23, 2.8.24, and 3.2.4
Note

¢ All T2 instances are created in an Amazon VPC (Amazon VPC).

¢ Redis backup and restore is not supported for T2 instances.

¢ Redis append-only files (AOF) are not supported for T1 or T2 instances.

¢ Redis Multi-AZ with automatic failover is not supported on T1 or T2 instances.

¢ Redis configuration variables appendonl y and appendf sync are not supported on Redis
version 2.8.22 and later.

For a complete list of node types and specifications, see the following:

*« Amazon ElastiCache Product Features and Details
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¢« Memcached Node-Type Specific Parameters
¢ Redis Node-Type Specific Parameters
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Actions You Can Take When a Node iIs
Scheduled for Replacement

The following sections specify actions you can take when ElastiCache schedules one or more of your
nodes for replacement.

Memcached

The following list identifies actions you can take when ElastiCache schedules one of your Memcached
nodes for replacement.

* Do nothing — If you do nothing, ElastiCache will replace the node as scheduled. When ElastiCache
automatically replaces the node with a new node, the new node is initially empty.

* Change your maintenance window — For scheduled maintenance events where you receive an
email from ElastiCache, if you change your maintenance window before the scheduled replacement
time, your node will now be replaced at the new time. The new maintenance time can be no earlier
than the originally scheduled time, and no later than a week from the originally scheduled time.

For example, suppose your scheduled maintenance is planned for Monday, July 4th and your
maintenance window is set to Mondays, 04:00-05:00 UTC. If you now change the maintenance
window to Monday, 08:00-09:00 UTC, your replacement will occur between 08:00-09:00 UTC on
Monday, July 4th. If you change your maintenance window to Monday, 01:00-02:00 UTC, your
replacement will occur between 01:00-02:00 UTC on Monday, July 11th i.e. the following week. For
instructions, see Maintenance Window (p. 43).

¢ Manually replace the node — If you need to replace the node before the next maintenance window,
manually replace the node.

If you manually replace the node, keys will be redistributed which will cause cache misses.

To manually replace a Memcached node

1. Delete the node scheduled for replacement. For instructions, see Removing Nodes from a
Cluster (p. 160).
Add a new node to the cluster. For instructions, see Adding Nodes to a Cluster (p. 154).

If you are not using Node Auto Discovery (Memcached) (p. 95) on this cluster, go to your
application and replace every instance of the old node's endpoint with the new node's endpoint.

Redis

The following list identifies actions you can take when ElastiCache schedules one of your Redis
nodes for replacement. To expedite finding the information you need for your situation, select from the
following menu.

¢ Do nothing (p. 93) — Let Amazon ElastiCache replace the node as scheduled.

¢ Change your maintenance window (p. 93) — Change your maintenance window to a better time.

¢ Replace a read-replica (p. 93) — A procedure to manually replace a read-replica in a Redis
replication group.

¢ Replace the primary node (p. 93) — A procedure to manually replace the primary node in a Redis
replication group.

« Replace a standalone node (p. 94) — Two different procedures to replace a standalone Redis
node.
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Redis node replacement options

« Do nothing — If you do nothing, ElastiCache will replace the node as scheduled.

If the node is a member of a Redis (cluster mode disabled) cluster, the replacement node will sync
with the primary node.

If the node is standalone, ElastiCache will first launch a replacement node and then sync from the
existing node. The existing node will not be available for service requests during this time. Once
the sync is complete, the existing node is terminated and the new node takes its place. ElastiCache
makes a best effort to retain your data during this operation.

* Change your maintenance window — For scheduled maintenance events where you receive an
email from ElastiCache, if you change your maintenance window before the scheduled replacement
time, your node will now be replaced at the new time. The new maintenance time can be no earlier
than the originally scheduled time, and no later than a week from the originally scheduled time.

For example, suppose your scheduled maintenance is planned for Monday, July 4th and your
maintenance window is set to Mondays, 04:00-05:00 UTC. If you now change the maintenance
window to Monday, 08:00-09:00 UTC, your replacement will occur between 08:00-09:00 UTC on
Monday, July 4th. If you change your maintenance window to Monday, 01:00-02:00 UTC, your
replacement will occur between 01:00-02:00 UTC on Monday, July 11th i.e. the following week. For
instructions, see Maintenance Window (p. 43).

¢ Replace a read-replica — If the node is a read-replica, replace the node.

If your cluster has only 2 nodes and Multi-AZ is enabled, you must disable Multi-AZ before you can
delete the replica. For instructions, see Modifying a Cluster with Replicas (p. 226).

To replace aread replica
1. Delete the replica that is scheduled for replacement. For instructions, see Deleting a
Cluster (p. 167).

2. Add a new replica to replace the one that is scheduled for replacement. If you use the same
name as the replica you just deleted, you can skip step 3. For instructions, see Adding a Read
Replica to a Redis Cluster (p. 229).

3. Inyour application, replace the old replica's endpoint with the new replica's endpoint.

If you disabled Multi-AZ at the start, re-enable it now. For instructions, see Enabling Multi-AZ
with Automatic Failover (p. 200).

* Replace the primary node — If the node is the primary node, promote a read-replica to primary, and
then delete the former primary node.

If your cluster has only two nodes and Multi-AZ is enabled, you must disable Multi-AZ before you can
delete the replica in step 2. For instructions, see Modifying a Cluster with Replicas (p. 226).

To replace a primary node
1. Promote a read-replica to primary. For instructions, see Promoting a Read-Replica to
Primary (p. 231).

2. Delete the node that is scheduled for replacement (the old primary). For instructions, see
Deleting a Cluster (p. 167).

3. Add a new replica to replace the one scheduled for replacement. If you use the same name as
the node you just deleted, you can skip step 4.
For instructions, see Adding a Read Replica to a Redis Cluster (p. 229).
In your application, replace the old node's endpoint with the new node's endpoint.
If you disabled Multi-AZ at the start, re-enable it now. For instructions, see Enabling Multi-AZ
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¢ Replace a standalone node — If the node does not have any read replicas, you have two options to
replace it:

Option 1: Replace the node using backup and restore

1.
2.

Create a snapshot of the node. For instructions, see Taking Manual Backups (p. 239).

Create a new node seeding it from the snapshot. For instructions, see Restoring From a
Backup (p. 255).

Delete the node scheduled for replacement. For instructions, see Deleting a Cluster (p. 167).
In your application, replace the old node's endpoint with the new node's endpoint.

Option 2: Replace the node using replication

1.

Add replication to the cluster with the node scheduled for replacement as the primary. Do not
enable Multi-AZ on this cluster. For instructions, see To add replication to a Redis cluster with
no shards (p. 154).

Add a read-replica to the cluster. For instructions, see To add nodes to a Memcached or Redis
(cluster mode disabled) cluster with one shard (console) (p. 155).

Promote the newly created read-replica to primary. For instructions, see Promoting a Read-
Replica to Primary (p. 231).

Delete the node scheduled for replacement. For instructions, see Deleting a Cluster (p. 167).
In your application, replace the old node's endpoint with the new node's endpoint.
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For clusters running the Memcached engine, ElastiCache supports Auto Discovery—the ability for
client programs to automatically identify all of the nodes in a cache cluster, and to initiate and maintain
connections to all of these nodes.

Note

Auto Discovery is only available for cache clusters running the Memcached engine. Redis
cache clusters are single node clusters, thus there is no need to identify and track all the
nodes in a Redis cluster.

With Auto Discovery, your application does not need to manually connect to individual cache nodes;
instead, your application connects to one Memcached node and retrieves the list of nodes. From that
list your application is aware of the rest of the nodes in the cluster and can connect to any of them. You
do not need to hard code the individual cache node endpoints in your application.

All of the cache nodes in the cluster maintain a list of metadata about all of the other nodes. This
metadata is updated whenever nodes are added or removed from the cluster.

Topics
¢ Benefits of Auto Discovery (p. 96)
¢ How Auto Discovery Works (p. 97)
¢ Using Auto Discovery (p. 101)
¢ Connecting to Cache Nodes Manually (p. 107)
¢ Adding Auto Discovery To Your Client Library (p. 108)
¢ ElastiCache Clients with Auto Discovery (p. 109)
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Benefits of Auto Discovery

Auto Discovery offers the following benefits:

When you increase the number of nodes in a cache cluster, the new nodes register themselves

with the configuration endpoint and with all of the other nodes. When you remove nodes from the
cache cluster, the departing nodes deregister themselves. In both cases, all of the other nodes in the
cluster are updated with the latest cache node metadata.

Cache node failures are automatically detected; failed nodes are automatically replaced.
Note
Until node replacement completes, the node will continue to fail.

A client program only needs to connect to the configuration endpoint. After that, the Auto Discovery
library connects to all of the other nodes in the cluster.

Client programs poll the cluster once per minute (this interval can be adjusted if necessary). If there
are any changes to the cluster configuration, such as new or deleted nodes, the client receives an
updated list of metadata. Then the client connects to, or disconnects from, these nodes as needed.

Auto Discovery is enabled on all ElastiCache Memcached cache clusters. You do not need to reboot
any of your cache nodes to use this feature.
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How Auto Discovery Works

Topics
¢ Connecting to Cache Nodes (p. 97)
¢ Normal Cluster Operations (p. 98)
¢ Other Operations (p. 99)

This section describes how client applications use ElastiCache Cluster Client to manage cache node
connections, and interact with data items in the cache.

Connecting to Cache Nodes

From the application's point of view, connecting to the cluster configuration endpoint is no different
from connecting directly to an individual cache node. The following sequence diagram shows the
process of connecting to cache nodes.

‘ — N T
Application | ElastiCache Cluster l

| |

| |

App ElastiCa ¢ he : CACHE CACHE CACHE '

Cluster Client I :

| |

: [

Create client using
configuration
endpoint

Resolve
configuration
endpoint
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Process of Connecting to Cache Nodes

‘j’he application resolves the configuration endpoint's DNS name. Because the configuration
endpoint maintains CNAME entries for all of the cache nodes, the DNS name resolves to one of
the nodes; the client can then connect to that node.

ij’he client requests the configuration information for all of the other nodes. Since each node
maintains configuration information for all of the nodes in the cluster, any node can pass
configuration information to the client upon request.

ijhe client receives the current list of cache node hostnames and IP addresses. It can then
connect to all of the other nodes in the cluster.

Note

The client program refreshes its list of cache node hostnames and IP addresses once per
minute. This polling interval can be adjusted if necessary.

Normal Cluster Operations

When the application has connected to all of the cache nodes, ElastiCache Cluster Client determines
which nodes should store individual data items, and which nodes should be queried for those data
items later. The following sequence diagram shows the process of normal cluster operations.
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Other Operations
_ ™) T
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Process of Normal Cluster Operations

“’ he application issues a get request for a particular data item, identified by its key.

he client uses a hashing algorithm against the key to determine which cache node contains the
data item.

qhe data item is requested from the appropriate node.

#he data item is returned to the application.

Other Operations

There may arise situations where there is a change in the cluster due to adding an additional node to
accommodate additional demand, deleting a node to save money during periods of reduced demand,
or replacing a node due to a node failure of one sort or another.
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When there is a change in the cluster that requires a metadata update to the cluster's endpoints, that
change is made to all nodes at the same time. Thus the metadata in any given node is consistent with
the metadata in all of the other nodes in the cluster.

Adding a Node

During the time that the node is being spun up, its endpoint is not included in the metadata. As soon
as the node is available, it is added to the metadata of each of the cluster’s nodes. In this scenario,

the metadata is consistent among all the nodes and you will be able to interact with the new node only
after it is available. Prior to the node being available, you will not know about it and will interact with the
nodes in your cluster the same as though the new node does not exist.

Deleting a Node

When a node is removed, its endpoint is first removed from the metadata and then the node is
removed from the cluster. In this scenario the metadata in all the nodes is consistent and there is no
time in which it will contain the endpoint for the node to be removed while the node is not available.
During the node removal time it is not reported in the metadata and so your application will only be
interacting with the n-1 remaining nodes, as though the node does not exist.

Replacing a Node

If a node fails, ElastiCache takes down that node and spins up a replacement. The replacement
process takes a few minutes. During this time the metadata in all the nodes still shows the endpoint for
the failed node, but any attempt to interact with the node will fail. Therefore, your logic should always
include retry logic.

In each of these cases, the metadata is consistent among all the nodes at all times since the metadata
is updated at the same time for all nodes in the cluster. You should always use the configuration
endpoint to obtain the endpoints of the various nodes in the cluster. By using the configuration
endpoint, you ensure that you will not be obtaining endpoint data from a node that “disappears” on you.
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Using Auto Discovery

To begin using Auto Discovery, follow these steps:

¢ Step 1: Obtain the Configuration Endpoint (p. 101)
e Step 2: Download the ElastiCache Cluster Client (p. 103)
¢ Step 3: Modify Your Application Program (p. 103)

Step 1: Obtain the Configuration Endpoint

To connect to a cluster, client programs must know the cluster configuration endpoint. See the topic
Finding the Endpoints for a Memcached Cluster (Console) (p. 49)

You can also use the aws el asti cache descri be-cache-cl ust ers command with the - - show
cache- node- i nf o parameter:
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$oﬁ1/_\ﬁ1L§<I @sg xcgabm.xjescrl be- cache cI ust ers \

SoRVEinghHR) LGRRBERBRECT hPE- Cache- ol usters *

--cache-cluster-id test ©
{his opeyatian paedtecasoeletpuhsignilar to the following (JSON format):
"CacheC usters": [

{

"Engi ne": "nmentached",
"CacheNodes": [
{
"CacheNodel d": "0001",
"Endpoi nt": {
"Port": 11211,
" Addr ess":
"test.xxxxxx.0001. usel. cache. amazonaws. conf
}s
"CacheNodeSt at us": "avail abl e",
"Par anet er G oupStatus": "in-sync",
"CacheNodeCreat eTi ne": "2016-10-12T21: 39: 28. 001Z",
"Cust oner Avai | abi | i tyZone": "us-east-1le"

" CacheNodel d": "0002",
"Endpoi nt": {
"Port": 11211,
" Addr ess":
"test.xxxxxx.0002. usel. cache. anazonaws. cont
b
"CacheNodeSt atus": "avail abl e",
"Par anet er G oupStatus": "in-sync",
"CacheNodeCreat eTi ne": "2016-10-12T21: 39: 28. 001Z",
"Cust oner Avai | abi lityZone": "us-east-1a"
}
1,
"CachePar anet er G oup": {
"CacheNodel dsToReboot": [],
"CachePar anet er G oupNane": "default. mentachedl. 4",
"Par anet er Appl yStatus": "in-sync"
b
"CacheC usterld": "test"
"PreferredAvail abilityZone": "Ml tiple",
" Conf i gurationEndpoint": {
"Port": 11211,
"Address": "test.xxxxxx.cfg.usel.cache. amazonaws. cont
b
"CacheSecurityGoups": [],
"Cached usterCreateTime": "2016-10-12T21: 39: 28. 001Z",
" Aut oM nor Ver si onUpgr ade": true,

"CacheC usterStatus": "avail abl e",
"NuntCacheNodes": 2,
"d i ent Downl oadLandi ngPage": "https://consol e. aws. amazon. con!

el asti cache/ honme#cl i ent - downl oad: ",
"CacheSubnet G oupNane": "default",
"Engi neVersion": "1.4.24",
"Pendi ngModi fi edVal ues": {},
"Pref erredMai nt enanceW ndow': "sat: 06: 00-sat: 07: 00",
"CacheNodeType": "cache.r3.large"
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Step 2: Download the ElastiCache Cluster Client

To take advantage of Auto Discovery, client programs must use the ElastiCache Cluster Client. The
ElastiCache Cluster Client is available for Java, PHP, and .NET and contains all of the necessary logic
for discovering and connecting to all of your cache nodes.

To download the ElastiCache Cluster Client

1. Signin to the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. From the ElastiCache console, choose ElastiCache Cluster Client then choose Download.

The source code for the ElastiCache Cluster Client for Java is available at https://github.com/
amazonwebservices/aws-elasticache-cluster-client-memcached-for-java. This library is based on the
popular Spymemcached client. The ElastiCache Cluster Client is released under the Amazon Software
License https://aws.amazon.com/asl. You are free to modify the source code as you see fit. You can
even incorporate the code into other open source Memcached libraries, or into your own client code.

Note

To use the ElastiCache Cluster Client for PHP, you will first need to install it on your Amazon
EC2 instance. For more information, see Installing the ElastiCache Cluster Client for

PHP (p. 112).

To use the ElastiCache Cluster Client for .NET, you will first need to install it on your
Amazon EC2 instance. For more information, see Installing the ElastiCache Cluster Client
for .NET (p. 110).

Step 3: Modify Your Application Program

Modify your application program so that it uses Auto Discovery. The following sections show how to
use the ElastiCache Cluster Client for Java, PHP, and .NET.
Topics

¢ Using the ElastiCache Cluster Client for Java (p. 103)

¢ Using the ElastiCache Cluster Client for PHP (p. 104)

¢ Using the ElastiCache Cluster Client for .NET (p. 105)

Using the ElastiCache Cluster Client for Java

The program below demonstrates how to use the ElastiCache Cluster Client to connect to a cluster
configuration endpoint and add a data item to the cache. Using Auto Discovery, the program connects
to all of the nodes in the cluster without any further intervention.

package com anmazon. el asti cache;

import java.io.|OException;
i mport java. net. | net Socket Addr ess;

/1 Inport the AWS-provided library with Auto Di scovery support
i mport net.spy. menctached. Mentachedd i ent;

public class AutoDi scoveryDenp {

public static void main(String[] args) throws | CException {
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String configEndpoint =
"nycl uster.fnjyzo. cfg.usel. cache. anazonaws. conf';
Integer clusterPort = 11211;

MencachedClient client = new Menctachedd i ent(
new | net Socket Addr ess(confi gEndpoi nt,
clusterPort));
/1 The client will connect to the other cache nodes automatically.

/] Store a data itemfor an hour.
/1l The client will decide which cache host will store this item
client.set("theKey", 3600, "This is the data val ue");

Using the ElastiCache Cluster Client for PHP

The program below demonstrates how to use the ElastiCache Cluster Client to connect to a cluster
configuration endpoint and add a data item to the cache. Using Auto Discovery, the program will
connect to all of the nodes in the cluster without any further intervention.

Note

To use the ElastiCache Cluster Client for PHP, you will first need to install it on your Amazon
EC2 instance. For more information, see Installing the ElastiCache Cluster Client for

PHP (p. 112)

<?php

/**
* Sanpl e PHP code to show how to integrate with the Amazon El asti Cache

* Auto Discovery feature.
*/

/* Configuration endpoint to use to initialize nencached client.
* This is only an exanple. */
$server_endpoi nt = "php-aut odi scovery. 1zvgt gq. cf g. usel. cache. anazonaws. cont';

/* Port for connecting to the Elasti Cache cluster.
* This is only an exanple */
$server_port = 11211;

/**

* The following will initialize a Mencached client to utilize the Auto

Di scovery feature.

*

* By configuring the client with the Dynamic client node with single
endpoi nt, the

* client will periodically use the configuration endpoint to retrieve the
current cache

* cluster configuration. This allows scaling the cache cluster up or down
i n nunber of nodes

* without requiring any changes to the PHP application.

*

* By default the Mentached instances are destroyed at the end of the

request .
* To create an instance that persists between requests,
* use persistent_id to specify a unique ID for the instance.
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* All instances created with the sane persistent_id will share the sane
connecti on.

* See http://php.net/manual / en/ nentached. construct. php for nore
i nformati on.

*/

$dynami c_client = new Mentached(' persistent-id');

$dynami c_cli ent - >set Opti on( Mentached: : OPT_CLI ENT_MODE,
Mentached: : DYNAM C_CLI ENT_MODE) ;

$dynam c_cl i ent->addServer ($server _endpoi nt, $server_port);

/**

* Store the data for 60 seconds in the cluster.

* The client will decide which cache host will store this item
*/

$dynami c_client->set (' key', 'value', 60);

/**

* Configuring the client with Static client node di sables the usage of Auto
Di scovery

* and the client operates as it did before the introduction of Auto
Di scovery.

* The user can then add a |ist of server endpoints.

*/

$static_client = new Mentached(' persistent-id');

$static_client->set Option(Mentached: : OPT_CLI ENT_MODE,

Menctached: : STATI C_CLI ENT_MODE) ;

$static_client->addServer ($server_endpoi nt, $server_port);

/**

* Store the data without expiration.

* The client will decide which cache host will store this item
*/

$static_client->set('key', 'value');

?>

Using the ElastiCache Cluster Client for .NET

.NET client for ElastiCache is open source at https://github.com/awslabs/elasticache-cluster-config-net.

.NET applications typically get their configurations from their config file. The following is a sample
application config file.

<?xm version="1.0" encodi ng="utf-8"?>
<configuration>
<confi gSecti ons>
<section
nane="cl usterclient"
type="Anmazon. El asti Cached uster. C uster Confi gSettings,
Anmazon. El asti Cached uster" />
</ configSecti ons>

<clusterclient>
<l-- the hostname and port values are fromstep 1 above -->
<endpoi nt host nane="nycl uster.fnjyzo. cfg.usel. cache. amazonaws. cont
port="11211" />
</clusterclient>
</ confi guration>
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The C# program below demonstrates how to use the ElastiCache Cluster Client to connect to a cluster
configuration endpoint and add a data item to the cache. Using Auto Discovery, the program will
connect to all of the nodes in the cluster without any further intervention.

// kkkkkhkkhkkhhkkrkhkkhkkk*x

/1 Sample C# code to show how to integrate with the Amazon El asti Ccache Auto
Di scovery feature.

usi ng System
usi ng Amazon. El asti Cached uster;

usi ng Enyi m Cachi ng;
usi ng Enyi m Cachi ng. Mentached;

public cl ass Dot Net Aut oDi scoveryDenp {

public static void Main(String[] args) {
/'l instantiate a new client.
El asti CacheC ust er Confi g config = new El asti Cached uster Config();
Mencachedd i ent menCl i ent = new Mentachedd i ent (config);
/1l Store the data for 3600 seconds (lhour) in the cluster.
/1 The client will decide which cache host will store this item
menCl i ent. St or e( St or eMbde. Set, 3600, "This is the data value.");

} [/ end Main

} I/ end class Dot Net Aut oDi scover Denp
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Connecting to Cache Nodes Manually

If your client program does not use Auto Discovery, it can manually connect to each of the cache
nodes. This is the default behavior for Memcached clients.

You can obtain a list of cache node hostnames and port numbers from the AWS Management
Console. You can also use the AWS CLI aws el asti cache descri be-cache-clusters
command with the - - show cache- node- i nf o parameter.

Example

The following Java code snippet shows how to connect to all of the nodes in a four-node cache cluster:

ArrayLi st<String> cacheNodes = new ArrayLi st<String>(
Arrays. asLi st (
"nycachecl uster. fnjyzo. 0001. usel. cache. amazonaws. com 11211",
"nycachecl uster. fnjyzo. 0002. usel. cache. amazonaws. com 11211",
"nycachecl uster. fnjyzo. 0003. usel. cache. amazonaws. com 11211",
"nmycachecl uster. fnjyzo. 0004. usel. cache. amazonaws. com 11211"));

MencachedC i ent cache = new
Mentachedd i ent (Addr Uti | . get Addr esses(cacheNodes));

Important
If you scale up or scale down your cache cluster by adding or removing nodes, you will need
to update the list of nodes in the client code.
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Adding Auto Discovery To Your Client Library

The configuration information for Auto Discovery is stored redundantly in each cache cluster node.
Client applications can query any cache node and obtain the configuration information for all of the
nodes in the cluster.

The way in which an application does this depends upon the cache engine version:

« If the cache engine version is 1.4.14 or higher, use the conf i g command.

« If the cache engine version is lower than 1.4.14, use the get AmazonEl asti Cache: cl ust er
command.

The outputs from these two commands are identical, and are described in the Output Format (p. 109)
section below.

Cache Engine Version 1.4.14 or Higher

For cache engine version 1.4.14 or higher, use the conf i g command. This command has been added
to the Memcached ASCII and binary protocols by ElastiCache, and is implemented in the ElastiCache
Cluster Client. If you want to use Auto Discovery with another client library, then that library will need to
be extended to support the confi g command.

Note

The following documentation pertains to the ASCII protocol; however, the conf i g command
supports both ASCII and binary. If you want to add Auto Discovery support using the binary
protocol, refer to the source code for the ElastiCache Cluster Client.

Syntax

config [sub-command] [key]

Options
Name Description Required
sub- The sub-command used to interact with a cache node. For Auto Yes
command Discovery, this sub-command is get .
key The key under which the cluster configuration is stored. For Auto Yes

Discovery, this key is named cl ust er.

To get the cluster configuration information, use the following command:

config get cluster

Cache Engine Version Lower Than 1.4.14

To get the cluster configuration information, use the following command:

get AnmazonEl asti Cache: cl uster

Note
Do not tamper with the "AmazonElastiCache:cluster" key, since this is where the cluster
configuration information resides. If you do overwrite this key, then the client may be
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incorrectly configured for a brief period of time (no more than 15 seconds) before ElastiCache
automatically and correctly updates the configuration information.

Output Format

Whether you use confi g get cluster orget AmazonEl asti Cache: cl ust er, the reply consists
of two lines:

¢ The version number of the configuration information. Each time a node is added or removed from the
cache cluster, the version humber increases by one.

¢ A list of cache nodes. Each node in the list is represented by a hostnamel|ip-address|port group, and
each node is delimited by a space.

A carriage return and a linefeed character (CR + LF) appears at the end of each line. The data line
contains a linefeed character (LF) at the end, to which the CR + LF is added. The config version line is
terminated by LF without the CR.

A cache cluster containing three nodes would be represented as follows:

configversion\n
host nane| i p- addr ess| port host nanme| i p- addr ess| port host name| i p- addr ess| port\n
\rin

Each node is shown with both the CNAME and the private IP address. The CNAME will always be
present; if the private IP address is not available, it will not be shown; however, the pipe characters | "
will still be printed.

Example

Here is an example of the payload returned when you query the configuration information:

CONFI G cluster 0 147\r\n
12\ n
myC ust er. pc4l dg. 0001. usel. cache. anazonaws. conj 10. 82. 235. 120| 11211
nyCl ust er. pc4l dg. 0002. usel. cache. amazonaws. conj 10. 80. 249. 27| 11211\ n\r\ n
END\r\ n

Note

« The second line indicates that the configuration information has been modified twelve times
so far.

« In the third line, the list of nodes is in alphabetical order by hostname. This ordering might
be in a different sequence from what you are currently using in your client application.

ElastiCache Clients with Auto Discovery

This section discusses installing and configuring the ElastiCache PHP and .NET clients.

Topics
¢ Installing & Compiling Cluster Clients (p. 110)
¢ Configuring ElastiCache Clients (p. 120)
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Installing & Compiling Cluster Clients

This section covers installing, configuring, and compiling the PHP and .NET Amazon ElastiCache auto
discovery cluster clients.

Topics
« Installing the ElastiCache Cluster Client for .NET (p. 110)
¢ Installing the ElastiCache Cluster Client for PHP (p. 112)
¢ Compiling the Source Code for the ElastiCache Cluster Client for PHP (p. 118)

Installing the ElastiCache Cluster Client for .NET

You can find the ElastiCache .NET Cluster Client code as open source at https://github.com/awslabs/
elasticache-cluster-config-net.

This section describes how to install, update, and remove the .NET components for the ElastiCache
Cluster Client on Amazon EC2 instances. For more information about auto discovery, see Node Auto
Discovery (Memcached) (p. 95). For sample .NET code to use the client, see Using the ElastiCache
Cluster Client for .NET (p. 105).

Topics
¢ Installing .NET (p. 110)
¢ Download the ElastiCache .NET Cluster Client for ElastiCache (p. 110)
¢ Install AWS Assemblies with NuGet (p. 110)

Installing .NET

You must have .NET 3.5 or later installed to use the AWS .NET SDK for ElastiCache. If you don't
have .NET 3.5 or later, you can download and install the latest version from http://www.microsoft.com/
net.

Download the ElastiCache .NET Cluster Client for ElastiCache

To download the ElastiCache .NET cluster client

1. Signin to the AWS Management Console and open the ElastiCache console at https:/
console.aws.amazon.com/elasticache/.
2. Onthe left navigation pane, click ElastiCache Cluster Client.

3. Inthe Download ElastiCache Memcached Cluster Client list, select .NET, and then click
Download.

Install AWS Assemblies with NuGet

NuGet is a package management system for the .NET platform. NuGet is aware of assembly
dependencies and installs all required files automatically. NuGet installed assemblies are stored with
your solution, rather than in a central location such as Program Fi | es, so you can install versions
specific to an application without creating compatibility issues.

Installing NuGet
NuGet can be installed from the Installation Gallery on MSDN; go to https://

visualstudiogallery.msdn.microsoft.com/27077b70-9dad-4c64-adcf-c7cf6bc9970c. If you are using
Visual Studio 2010 or later, NuGet is automatically installed.

API Version 2015-02-02
110


https://github.com/awslabs/elasticache-cluster-config-net
https://github.com/awslabs/elasticache-cluster-config-net
http://www.microsoft.com/net
http://www.microsoft.com/net
https://console.aws.amazon.com/elasticache/
https://console.aws.amazon.com/elasticache/
https://visualstudiogallery.msdn.microsoft.com/27077b70-9dad-4c64-adcf-c7cf6bc9970c
https://visualstudiogallery.msdn.microsoft.com/27077b70-9dad-4c64-adcf-c7cf6bc9970c

Amazon ElastiCache User Guide
Installing & Compiling Clients

You can use NuGet from either Solution Explorer or Package Manager Console.

Using NuGet from Solution Explorer

To use NuGet from Solution Explorer in Visual Studio 2010

1. From the Tools menu, select Library Package Manager.

2. Click Package Manager Console.

To use NuGet from Solution Explorer in Visual Studio 2012 or Visual Studio 2013
1. From the Tools menu, select NuGet Package Manager.

2. Click Package Manager Console.

From the command line, you can install the assemblies using | nst al | - Package, as shown following.

I nstall-Package Amazon. El asti CacheC ust er

To see a page for every package that is available through NuGet, such as the AWSSDK and

AWS .Extensions assemblies, go to the NuGet website at http://www.nuget.org. The page for each
package includes a sample command line for installing the package using the console and a list of the
previous versions of the package that are available through NuGet.

For more information on Package Manager Console commands, go to http://nuget.codeplex.com/
wikipage?title=Package%20Manager%20Console%20Command%20Reference%20%28v1.3%29.
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Installing the ElastiCache Cluster Client for PHP

This section describes how to install, update, and remove the PHP components for the ElastiCache
Cluster Client on Amazon EC2 instances. For more information about Auto Discovery, see Node Auto
Discovery (Memcached) (p. 95). For sample PHP code to use the client. see Using the ElastiCache
Cluster Client for PHP (p. 104).

Topics
¢ Downloading the Installation Package (p. 112)
« Installation Steps for New Users (p. 113)
¢ For Users Who Already Have php-memcached Extension Installed (p. 116)
¢ Removing the PHP Cluster Client (p. 116)

Downloading the Installation Package

To ensure that you use the correct version of the ElastiCache Cluster Client for PHP, you will need
to know what version of PHP is installed on your Amazon EC2 instance. You will also need to know
whether your Amazon EC2 instance is running a 64-bit or 32-bit version of Linux.

To determine the PHP version installed on your Amazon EC2 instance

¢ Atthe command prompt, run the following command:

$ php -v

The PHP version will be shown in the output, as in this example:

PHP 5.4.10 (cli) (built: Jan 11 2013 14:48:57)
Copyright (c) 1997-2012 The PHP G oup
Zend Engi ne v2.4.0, Copyright (c) 1998-2012 Zend Technol ogi es

Note
If your PHP and Memcached versions are incompatible, you will get an error message
something like the following:

PHP Warni ng: PHP Startup: mencached: Unable to initialize nodule
Modul e conpil ed with nodul e APl =20100525

PHP compil ed with nodul e APl =20131226

These options need to match

in Unknown on line O

If this happens, you need to compile the module from the source code. For more
information, see Compiling the Source Code for the ElastiCache Cluster Client for
PHP (p. 118).

To determine your Amazon EC2 AMI architecture (64-bit or 32-bit)

1. Signinto the AWS Management Console and open the Amazon EC2 console at https://
console.aws.amazon.com/ec2/.

2. Inthe Instances list, click your Amazon EC2 instance.

In the Description tab, look for the AMI: field. A 64-bit instance should have x86_64 as part of the
description; for a 32-bit instance, look for i 386 or i 686 in this field.
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You are now ready to download the ElastiCache Cluster Client.

To download the ElastiCache Cluster Client for PHP

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.
From the ElastiCache console, click Download ElastiCache Cluster Client.

Choose the ElastiCache Cluster Client that matches your PHP version and AMI architecture, and
click the Download ElastiCache Cluster Client button.
Installation Steps for New Users

Topics
¢ Installing PHP 7.x for New Users (p. 113)
¢ Installing PHP 5.x for New Users (p. 114)

Installing PHP 7.x for New Users

To install PHP 7 on a Ubuntu Server 14.04 LTS AMI (64-bit and 32-bit)

1. Launch a new instance from the AMI.
Run the following commands:

sudo apt-get update
sudo apt-get install gcc g++

3. Install PHP 7.
Download and unzip Amazon ElastiCache Cluster Client.

With root permissions, copy the extracted artifact file amazon- el ast i cache-cl uster -
client.sointo/usr/lib/php/20151012.

6. Insert the line ext ensi on=anmazon- el asti cache-cl uster-client. so into the file/ et c/
php/ 7.0/ cli/ php.ini.
To install PHP 7 on an Amazon Linux 201509 AMI or Red Hat 7 AMI

1. Launch a new instance from the AMI.
Run the following command:

sudo yuminstall gcc-c++

3. Install PHP 7.
Download and unzip Amazon ElastiCache Cluster Client.

5. With root permission, copy the extracted artifact file anazon- el asti cache-cl ust er -
client.sointo/usr/1ib64/php/ nodul es/.

6. Insert the line ext ensi on=amazon- el asti cache-cl uster-client.sointofile/etc/
php.ini.

To install PHP 7 on an SUSE Linux AMI

1. Launch a new instance from the AMI.
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Run the following command:

sudo zypper install gcc

Install PHP 7.
Download and unzip Amazon ElastiCache Cluster Client.

With root permission, copy the extracted artifact file anazon- el asti cache-cl uster -
client.sointo/usr/lib64/php7/extensions/.

Insert the line ext ensi on=amazon- el asti cache-cl uster-client. so into the file / et ¢/
php7/cli/php.ini.

Installing PHP 5.x for New Users

To install PHP 5 on an Amazon Linux AMI 2014.03 (64-bit and 32-bit)

1.

Launch an Amazon Linux instance (either 64-bit or 32-bit) and log into it.
Install PHP dependencies:

$ sudo yuminstall gcc-c++ php php-pear

Download the correct php- nentached package for your Amazon EC2 instance and PHP version.
For more information, see Downloading the Installation Package (p. 112).

Install php- mentached. The URI should be the download path for the installation package:

$ sudo pecl install <package downl oad path>

Here is a sample installation command for PHP 5.4, 64-bit Linux. In this sample, replace X. Y. Z
with the actual version number:

$ sudo pecl install /home/ AmazonEl asti CacheCusterCient-X Y. Z-
PHP54- 64bi t.tgz

Note
Please use the latest version of the install artifact.

With root/sudo permission, add a new file named mentached. i ni inthe / et ¢/ php. d directory,
and insert "extension=amazon-elasticache-cluster-client.so" in the file:

$ echo "extensi on=amazon-el asti cache-cluster-client.so" | sudo tee /etc/
php. d/ nencached. i ni

To install PHP 5 on a Red Hat Enterprise Linux 7.0 AMI (64-bit and 32-bit)

1.

Launch a Red Hat Enterprise Linux instance (either 64-bit or 32-bit) and log into it.
Install PHP dependencies:

$ sudo yuminstall gcc-c++ php php-pear

Download the correct php- nentached package for your Amazon EC2 instance and PHP version.
For more information, see Downloading the Installation Package (p. 112).

Install php- mentached. The URI should be the download path for the installation package:
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$ sudo pecl install <package downl oad pat h>

5. With root/sudo permission, add a new file named nentached. i ni inthe/ et c/ php. d directory,
and insert ext ensi on=amazon- el asti cache-cl uster-client. so in the file.

$ echo "extensi on=amazon-el asti cache-cluster-client.so" | sudo tee /etc/
php. d/ mentached. i ni

Other Linux distributions

On some systems, notably CentOS7 and Red Hat Enterprise Linux (RHEL) 7.1, 1 i bsasl 2. so. 3
has replaced | i bsasl 2. so. 2. On those systems, when you load the ElastiCache cluster client,
it attempts and fails to find and load | i bsasl 2. so. 2. To resolve this issue, create a symbolic
linkto | i bsasl 2. so. 3 so that when the client attempts to load libsasl2.s0.2, it is redirected to

l'i bsasl 2. so. 3. The following code creates this symbolic link.

$ cd /usr/lib64s
$ sudo In libsasl2.so0.3 |ibsasl2.so0.2

To install PHP 5 on a Ubuntu Server 14.04 LTS AMI (64-bit and 32-bit)

1. Launch an Ubuntu Linux instance (either 64-bit or 32-bit) and log into it.
Install PHP dependencies:

$ sudo apt-get update
sudo apt-get install gcc g++ php5 php-pear

3. Download the correct php- nentached package for your Amazon EC2 instance and PHP version.
For more information, see Downloading the Installation Package (p. 112).

4. Install php- mencached. The URI should be the download path for the installation package.

$ sudo pecl install <package downl oad path>

Note

This installation step installs the build artifact amazon- el asti cache- cl ust er -
client.sointothe/usr/lib/php5/20121212* directory. Please verify the absolute
path of the build artifact because it is needed by the next step.

If the previous command doesn't work, you need to manually extract the PHP client artifact
amazon- el asti cache-cl uster-client. so fromthe downloaded *. t gz file, and copy it to
the /usr/ i b/ php5/20121212* directory.

$ tar -xvf <package downl oad pat h>
cp amazon-el asticache-cluster-client.so /usr/lib/php5/20121212/

5. With root/sudo permission, add a new file named nentached. i ni inthe/etc/ php5/cli/
conf . d directory, and insert "extension=<absolute path to amazon-elasticache-cluster-client.so>"
in the file.

$ echo "extensi on=<absol ute path to amazon-el asticache-cluster-client.so>
| sudo tee /etc/php5/cli/conf.d/ mencached. i ni
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To install PHP 5 for SUSE Linux Enterprise Server 11 AMI (64-bit or 32-bit)

=

Launch a SUSE Linux instance (either 64-bit or 32-bit) and log into it.
Install PHP dependencies:

$ sudo zypper install gcc php53-devel

Download the correct php- nenctached package for your Amazon EC2 instance and PHP version.
For more information, see Downloading the Installation Package (p. 112).

Install php- mentached. The URI should be the download path for the installation package.

$ sudo pecl install <package downl oad pat h>

With root/sudo permission, add a new file named nmenctached. i ni inthe/etc/ php5/conf.d
directory, and insert ext ensi on=amazon- el asti cache-cl uster-client. so in the file.

$ echo "extensi on=amazon-el asti cache-cluster-client.so" | sudo tee /etc/
php5/ conf . d/ menctached. i ni

Note

If Step 5 doesn't work for any of the previous platforms, please verify the install path for
amazon- el asti cache-cl uster-client. so, and specify the full path of the binary in the
extension. Also, verify that the PHP in use is a supported version. We support versions 5.3
through 5.5.

For Users Who Already Have php-memcached Extension Installed

To update the php- nentached installation

1.

Remove the previous installation of the Memcached extension for PHP as described by the topic
Removing the PHP Cluster Client (p. 116).

Install the new ElastiCache php- nentached extension as described previously in Installation
Steps for New Users (p. 113).

Removing the PHP Cluster Client

Topics

¢ Removing an earlier version of PHP 7 (p. 116)

¢ Removing an earlier version of PHP 5 (p. 117)

Removing an earlier version of PHP 7

To remove an earlier version of PHP 7

1.

Remove the amazon- el asti cache-cl uster-cli ent. so file from the appropriate PHP lib
directory as previously indicated in the installation instructions. See the section for your installation
at For Users Who Already Have php-memcached Extension Installed (p. 116).

Remove the line ext ensi on=amazon- el asti cache-cl uster-client. so from the php. i ni
file.
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Removing an earlier version of PHP 5
To remove an earlier version of PHP 5

1. Remove the php- mentached extension:

$ sudo pecl uninstall _ _uri/AmazonEl asti Cached usterd i ent

2. Remove the nentached. i ni file added in the appropriate directory as indicated in the previous
installation steps.
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Compiling the Source Code for the ElastiCache Cluster Client
for PHP

This section covers how to obtain and compile the source code for the ElastiCache Cluster Client for
PHP.

There are two packages you need to pull from GitHub and compile; aws-elasticache-cluster-client-
libmemcached and aws-elasticache-cluster-client-memcached-for-php.

Topics
¢ Compiling the libmemcached Library (p. 118)
¢ Compiling the ElastiCache Memcached Auto Discovery Client for PHP (p. 118)

Compiling the libmemcached Library
To compile the aws-elasticache-cluster-client-libmemcached library

1. Launch an Amazon EC2 instance.
2. Install the library dependencies.

¢« On Amazon Linux 201509 AMI

sudo yuminstall gcc gcc-c++ autoconf |ibevent-devel

On Ubuntu 14.04 AMI

sudo apt-get update
sudo apt-get install |ibevent-dev gcc g++ make autoconf |ibsasl 2-dev

3. Pull the repository and compile the code.

git clone https://github. conl awsl abs/ aws-el asti cache-cl uster-client-
| i brentached. gi t

cd aws-el asticache-cluster-client-Iibmencached

nkdi r BU LD

cd BU LD

../configure --prefix=<libmenctached-install-directory> --with-pic
make

sudo nake install

Compiling the ElastiCache Memcached Auto Discovery Client for PHP
The following sections describe how to compile the ElastiCache Memcached Auto Discovery Client

Topics
¢ Compiling the ElastiCache Memcached Client for PHP 7 (p. 118)
¢ Compiling the ElastiCache Memcached Client for PHP 5 (p. 119)

Compiling the ElastiCache Memcached Client for PHP 7

Run the following set of commands under the code directory:

phpi ze
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./configure --with-1ibmentached-dir=<path to |ibnmenctached build directory> --
di sabl e- nentached- sasl

make

make install

Note
You can statically link the libmemcached library into the PHP binary so it can be ported across
various Linux platforms. To do that, run the following command before make:

sed -i "s#-|nencached#<l|ibnencached build directory>/1lib/libnmencached. a
-lcrypt -Ipthread -l m-Istdc++ -1sasl2#" Mkefile

Compiling the ElastiCache Memcached Client for PHP 5

Compile the aws- el asti cache-cl uster-client-mencached- f or - php by running the following
commands under the aws- el asti cache- cl ust er-cli ent - mrencached- f or - php/ folder.

phpi ze

./configure --with-1ibnmencached-dir=<path to |ibnmencached build directory>
make

make install
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Configuring ElastiCache Clients

An ElastiCache cluster is protocol-compliant with Memcached or Redis, depending on which cache
engine was selected when the cluster was created. The code, applications, and most popular tools
that you use today with your existing Memcached or Redis environments will work seamlessly with the
service.

This section discusses specific considerations for connecting to cache nodes in ElastiCache.

Topics
¢ Restricted Commands (p. 120)
¢ Finding Node Endpoints and Port Numbers (p. 120)
¢ Connecting for Using Auto Discovery (p. 122)
¢ Connecting to Nodes in a Redis Cluster (p. 122)
¢ DNS Names and Underlying IP (p. 123)

Restricted Commands

In order to deliver a managed service experience, ElastiCache restricts access to certain cache
engine-specific commands that require advanced privileges.
¢ For cache clusters running Memcached, there are no restricted commands.
¢ For cache clusters running Redis, the following commands are unavailable:

* bgrewiteaof

* bgsave

e config

« debug

e mgrate

* save

* sl aveof

e shut down

Finding Node Endpoints and Port Numbers

To connect to a cache node, your application needs to know the endpoint and port number for that
node.

Finding Node Endpoints and Port Numbers (Console)

To determine node endpoints and port numbers

1. Signinto the Amazon ElastiCache Management Console and choose either Memcached or
Redis.

A list of all clusters running the selected engine appears.
2. Continue below for the engine and configuration you're running.

Memcached

1. Choose the name of the cluster of interest.
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2. Locate the Port and Endpoint columns for the node you're interested in.

Redis: Non-cluster mode

1. Choose the name of the cluster of interest.
2. Locate the Port and Endpoint columns for the node you're interested in.

Redis: Cluster mode
1. Choose the name of the cluster of interest.

A list of all the shards in that cluster appears.
2. Choose the name of the shard of interest.

A list of all the nodes in that shard appears
3. Locate the Port and Endpoint columns for the node you're interested in.

Finding Cache Node Endpoints and Port Numbers (AWS CLI)

To determine cache node endpoints and port numbers, use the command descri be- cache-
cl ust er s with the - - show cache- node- i nf o parameter.

aws el asti cache descri be-cache-clusters --show cache-node-info

This command should produce output similar to the following:

CACHECLUSTER ny- nentached https://consol e. aws. anazon. conf el asti cache/
hore#cl i ent -downl oad: 2013-07-09T22: 12:42.151Z cache.tl.mcro nentached
available 1 wus-west-2a 1.4.14
CACHESECURI TYGROUP  default active
CACHEPARAMETERGROUP  def aul t . mencached1.4 in-sync
CACHENODE 0001 avail able ny-nentached. f310xz. cache. anazonaws. com
11211 in-sync
CACHECLUSTER ny-redis-primry https://consol e. aws. anazon. coni el asti cache/
hore#cl i ent - downl oad: 2013-07-10T22: 47: 16.586Z cache. ml.small redis
available 1 wus-west-2a 2.6.13 repgroup0l
CACHESECURI TYGROUP default active
CACHEPARAMETERGROUP default redis2.6 in-sync
CACHENODE 0001 available ny-redis-
primary. f310xz. 0001. cache. anazonaws. com 6379 in-sync
CACHECLUSTER ny-redis-replica-01 https://consol e.aws. anazon. con
el asti cache/ home#cl i ent - downl oad: 2013-07-10T23: 11: 07. 704Z cache. ni. smal |
redi s avail able 1 wus-west-2b 2.6.13 repgroupOl
CACHESECURI TYGROUP default active
CACHEPARAMETERGROUP default redis2.6 in-sync
CACHENODE 0001 available ny-redis-
replica-01.f310xz. 0001. cache. amazonaws. com 6379 in-sync

The fully qualified DNS names and port numbers are in the CACHENODE lines in the output.
Finding Cache Node Endpoints and Port Numbers (ElastiCache API)

To determine cache node endpoints and port numbers, use the action Descr i beCached ust er s with
the ShowCacheNodel nf o=t r ue parameter.
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Example

https://el asti cache. us-west-2. amazonaws. com /
?Act i on=Descri beCacheC usters
&ShowCacheNodel nf o=t r ue
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20140421T220302Z
&Ver si on=2014- 09- 30
&X- Anz- Al gor i t hmrAWS4- HVAC- SHA256
&X- Anz- Credent i al =<cr edenti al >
&X- Ane- Dat e=20140421T220302Z
&X- Anz- Expi r es=20140421T220302Z
&X- Anz- Si gnat ur e=<si gnat ur e>
&X- Anz- Si gnedHeader s=Host

Connecting for Using Auto Discovery

If your applications use Auto Discovery, you only need to know the configuration endpoint for the
cluster, rather than the individual endpoints for each cache node. For more information, see Node Auto
Discovery (Memcached) (p. 95).

Note
At this time, Auto Discovery is only available for cache clusters running Memcached.

Connecting to Nodes in a Redis Cluster

Note
At this time, clusters (API/CLI: replication groups) that support replication and read replicas
are only supported for clusters running Redis.

For clusters, ElastiCache provides console, CLI, and API interfaces to obtain connection information for
individual nodes.

For read-only activity, applications can connect to any node in the cluster. However, for write activity,
we recommend that your applications connect to the primary endpoint (Redis (cluster mode disabled))
or configuration endpoint (Redis (cluster mode enabled)) for the cluster instead of connecting directly to
a node. This will ensure that your applications can always find the correct node, even if you decide to
reconfigure your cluster by promoting a read replica to the primary role.

Connecting to Clusters in a Cluster (Console)

To determine endpoints and port numbers

¢ See the topic, Finding the Endpoints for a Redis (cluster mode disabled) Cluster (Console) (p. 51).

Connecting to Clusters in a Replication Group (AWS CLI)
To determine cache node endpoints and port numbers

Use the command descri be-repl i cati on- gr oups with the name of your replication group:

aws el asticache describe-replication-groups ny-repgroup

This command should produce output similar to the following:
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REPL| CATI ONGROUP ny-repgroup M replication group available
CLUSTERID ny-redis-primary
CLUSTERID ny-replica-1
NODEGROUP 0001 ny-repgroup. f310xz. ng. 0001. cache. amazonaws. com 6379
avail abl e
NODEGROUPMEMBER  ny-r edi s- pri mary 0001 ny-redis-
primary. f310xz. 0001. cache. anazonaws. com 6379 us-west-2a prinary
NODEGROUPMEMBER ny-replica-1 0001 ny-
replica-1.f310xz. 0001. cache. anazonaws. com 6379 us-west-2b replica

Connecting to Clusters in a Replication Group (ElastiCache API)
To determine cache node endpoints and port numbers

Call Descri beRepl i cati onG oups with the following parameter:

Repl i cati onG oupl d = the name of your replication group.

Example

https://el asti cache. us-west-2. amazonaws. com /
?Act i on=Descri beCacheC usters
&Repl i cati onG oupl d=r epgr oup01
&Ver si on=2014- 09- 30
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20140421T220302Z
&X- Anz- Al gor i t hmrFAWS4- HVAC- SHA256
&X- Anez- Dat e=20140421T7220302Z
&X- Anz- Si gnedHeader s=Host
&X- Anz- Expi res=20140421T220302Z2
&X- Anz- Credent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>

DNS Names and Underlying IP

Memcached and Redis clients maintain a server list containing the addresses and ports of the servers
holding the cache data. When using ElastiCache, the DescribeCacheClusters API (or the describe-
cache-clusters command line utility) returns a fully qualified DNS entry and port number that can be
used for the server list.

Important
It is important that client applications are configured to frequently resolve DNS names of
cache nodes when they attempt to connect to a cache node endpoint.

VPC Installations

ElastiCache ensures that both the DNS name and the IP address of the cache node remain the same
when cache nodes are recovered in case of failure.

Non-VPC Installations

ElastiCache ensures that the DNS name of a cache node is unchanged when cache nodes are
recovered in case of failure; however, the underlying IP address of the cache node can change.

Most Memcached and Redis client libraries support persistent cache node connections by default.
We recommend using persistent cache node connections when using ElastiCache. Client-side DNS
caching can occur in multiple places, including client libraries, the language runtime, or the client
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operating system. You should review your application configuration at each layer to ensure that you are
frequently resolving IP addresses for your cache nodes.
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A shard (API/CLI: node group) is a collection of 1 to 6 Redis nodes. A Redis (cluster mode disabled)
cluster will never have more than one shard. Redis (cluster mode enabled) clusters can have from 1 to
15 shards. The cluster's data is partitioned across the cluster's shards. If there is more than one node
in a shard, the shard implements replication with one node being the read/write primary node and the
other nodes read-only replica hodes.

When you create a Redis (cluster mode enabled) cluster using the ElastiCache console, you specify
the number of shards in the cluster and the number of nodes in the shards. For more information, see
Creating a Redis (cluster mode enabled) Cluster (Console) (p. 134). If you use the ElastiCache API
or AWS CLI to create a cluster (called replication group in the API/CLI), you can configure the number
of nodes in a shard (API/CLI: node group) independently. For more information, see:

¢ API: CreateReplicationGroup
¢ CLI: create-replication-group

Each node in a shard has the same compute, storage and memory specifications. The ElastiCache
API lets you control shard-wide attributes, such as the number of nodes, security settings, and system
maintenance windows.

' ( Redis Cluster
Cluster mode enabled

 Redis Cluster
Cluster mode disabled

Replica
Node-1

Primary
Node

Replica
Node-n

Shard

"<

Replica
Node-1

Primary
Node

Replica
Node-n

Shard

Replica
Node-1

Primary
MNode

Replica
Node-n

Shard

Redis shard configurations
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A cluster is a collection of one or more cache nodes, all of which run an instance of supported cache
engine software, Memcached or Redis. When you create a cluster, you specify the engine that all of
the nodes will use.

The following diagram illustrates a typical Memcached and a typical Redis cluster. Memcached clusters
contain from 1 to 20 nodes across which you can horizontally partition your data. Redis clusters can
contain a single node or up to 6 nodes inside a shard (API/CLI: node group), Redis (cluster mode
disabled) clusters always have a single shard. Redis (cluster mode enabled) clusters can have up to

15 shards. When you have multiple nodes in a shard, one of the nodes is a read/write primary node. All
other nodes in the shard are read-only replicas.

Memcached cluster "Redis Cluster| | Redis Cluster

No replicas At least one replica

>
Replica
Node-1

Primary
Node

Shard

Typical Memcached and Redis Clusters

Most ElastiCache operations are performed at the cluster level. You can set up a cluster with a specific
number of nodes and a parameter group that controls the properties for each node. All nodes within

a cluster are designed to be of the same node type and have the same parameter and security group
settings.

Every cluster must have a cluster identifier. The cluster identifier is a customer-supplied name for the
cluster. This identifier specifies a particular cluster when interacting with the ElastiCache APl and AWS
CLI commands. The cluster identifier must be unique for that customer in an AWS Region.

ElastiCache supports multiple versions of each engine. Unless you have specific reasons, we
recommend always using the your engine's latest version.
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Memcached Versions

¢ Memcached Version 1.4.24 (p. 37)
¢ Memcached Version 1.4.14 (p. 37)
¢ Memcached Version 1.4.5 (p. 37)

Redis Versions

¢ Redis Version 3.2.4 (Enhanced) (p. 39)
¢ Redis Version 2.8.23 (Enhanced) (p. 40)
¢ Redis Version 2.8.22 (Enhanced) (p. 40)
¢ Redis Version 2.8.19 (p. 41)

¢ Redis Version 2.8.6 (p. 41)

¢ Redis Version 2.6.13 (p. 41)

Other ElastiCache Cluster Operations

Additional operations involving clusters:

¢ Finding Your ElastiCache Endpoints (p. 48)
¢ Accessing ElastiCache Resources from Outside AWS (p. 348)

Topics
¢ Creating a Cluster (p. 128)
¢ Viewing a Cluster's Details (p. 142)
¢ Modifying an ElastiCache Cluster (p. 149)
¢ Rebooting a Cluster (p. 152)
¢ Monitoring a Cluster's Costs (p. 154)
¢ Adding Nodes to a Cluster (p. 154)
¢ Removing Nodes from a Cluster (p. 160)
¢ Canceling Pending Add or Delete Node Operations (p. 166)
¢ Deleting a Cluster (p. 167)
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Creating a Cluster

When you launch an Amazon ElastiCache cluster, you can choose to use the Memcached or Redis
engine. The Redis engine has two flavors, Redis (cluster mode disabled) and Redis (cluster mode

enabled) To determine which engine will best suit your needs, see Engines and Versions (p. 32) in this

guide.

In this section you will find instructions on creating a standalone cluster using the ElastiCache console,

AWS CLlI, or ElastiCache API.

Knowing the answers to these questions before you begin will expedite creating your cluster.

Which engine you will use?

For a comparison of engines and engine versions, see Engines and Versions (p. 32).
Which node instance type do you need?

For guidance on selecting an instance node type, see Selecting Your Node Size (p. 78).

Will you launch your cluster in a VPC or an Amazon VPC?
Important
If you're going to launch your cluster in an Amazon VPC, you need to create a subnet group
in the same VPC before you start creating a cluster. For more information, see Subnets and
Subnet Groups (p. 307).
An advantage of launching in a Amazon VPC is that, though ElastiCache is designed to be
accessed from within AWS using Amazon EC2, if your cluster is in an Amazon VPC you
can provide access from outside AWS. For more information, see Accessing ElastiCache
Resources from Outside AWS (p. 348).

Do you need to customize any parameter values?

If you do, you need to create a custom Parameter Group. For more information, see Creating a
Parameter Group (p. 273).

If you're running Redis you may want to consider at least setting r eser ved- nenor y. For more
information, see Ensuring You Have Sufficient Memory to Create a Redis Snapshot (p. 60).

Do you need to create your own Security Group or VPC Security Group?

For more information, see Security Groups [EC2-Classic] (p. 263) and Security in Your VPC.
How do you intend to implement fault tolerance?

For more information, see Mitigating Failures (p. 62).

Topics

¢ Creating a Cluster (Console): Memcached (p. 129)

¢ Creating a Redis (cluster mode disabled) Cluster (Console) (p. 130)
¢ Creating a Redis (cluster mode enabled) Cluster (Console) (p. 134)
¢ Creating a Cache Cluster (AWS CLI) (p. 137)

¢ Creating a Cache Cluster (ElastiCache API) (p. 140)
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Creating a Cluster (Console): Memcached

When you use the Memcached engine, Amazon ElastiCache supports horizontally partitioning your
data over multiple nodes. Memcached enables auto discovery so you don't need to keep track of the
endpoints for each node. Memcached tracks each node's endpoint, updating the endpoint list as nodes
are added and removed. All your application needs to interact with the cluster is the configuration
endpoint. For more information on auto discovery, see Node Auto Discovery (Memcached) (p. 95).

To create a Memcached cluster using the ElastiCache console:

1.

Sign in to the AWS Management Console and open the Amazon ElastiCache console at https://
console.aws.amazon.com/elasticache/.

Choose Get Started Now.

If you already have an available cluster, choose Memcached from the left navigation pane.
Choose Create.

For Cluster engine, choose Memcached.

Complete the Memcached settings section.

In Name, type in a name for your cluster.

Cluster naming constraints

* Must contain from 1 to 20 alphanumeric characters or hyphens.
e Must begin with a letter.

« Cannot contain two consecutive hyphens.

« Cannot end with a hyphen.

For Engine version compatibility, choose the Memcached engine version you want this
cluster to run. Unless you have a specific reason to run an older version, we recommend that
you choose the latest version.

Important

You can upgrade to newer engine versions. For more information, see Upgrading
Engine Versions (p. 41). Any change in Memcached engine versions is a disruptive
process in which you lose your cluster data.

In Port, accept the default port, 11211. If you have a reason to use a different port, type the
port number.

For Parameter group, choose the default parameter group, choose the parameter group you
want to use with this cluster, or choose Create new to create a new parameter group to use
with this cluster.

Parameter groups control the run-time parameters of your cluster. For more information on
parameter groups, see Memcached Specific Parameters (p. 286) and Creating a Parameter
Group (p. 273).

For Node type, click the down arrow (*). In the Change node type dialog box, choose the
Instance family of the node type you want, choose the node type you want to use for this
cluster, and then choose Save.

For more information, see Selecting Your Node Size (p. 78).

For Number of nodes, choose the number of nodes you want for this cluster. You will
partition your data across the cluster's nodes.

If you need to change the number of nodes later, scaling horizontally is quite easy with
Memcached. For more information, see Scaling Memcached (p. 170)

Click Advanced Memcached settings and complete the section.
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For Subnet group, choose the subnet you want to apply to this cluster.

For more information, see Subnets and Subnet Groups (p. 307).

Choose how you want the Availability zone(s) selected for this cluster. You have two
options.

* No preference — ElastiCache selects the Availability Zone for each node in your cluster.
« Specify availability zones — Specify the availability zone for each node in your cluster.

If you selected to specify the Availability Zones, for each node choose an Availability Zone
from the list to the right of each node name.

We recommend locating your nodes in multiple Availability Zones for improved fault
tolerance. For more information, see Mitigating Availability Zone Failures (p. 63).

For more information, see Selecting Regions and Availability Zones (p. 45).

For Security groups, choose the security groups you want to apply to this cluster.

For more information, see ElastiCache and Security Groups (p. 331).

The Maintenance window is the time, generally an hour in length, each week when
ElastiCache schedules system maintenance for your cluster. You can allow ElastiCache
choose the day and time for your maintenance window (No preference), or you can choose
the day, time, and duration yourself (Specify maintenance window). If you choose Specify
maintenance window, from the lists choose the Start day, Start time, and Duration (in hours)
for your maintenance window. All times are UCT times.

For more information, see Maintenance Window (p. 43).

For Notifications, choose an existing Amazon Simple Notification Service (Amazon SNS)
topic, or choose manual ARN input and type in the topic Amazon Resource Name (ARN).
Amazon SNS allows you to push notifications to Internet-connected smart devices. The

default is to disable notifications. For more information, see https://aws.amazon.com/sns/.

Review all your entries and selections, then go back and make any needed corrections. When
everything is just the way you want it, choose Create to launch your cluster.

As soon as your cluster's status is available, you can grant Amazon EC2 access to it, connect to it, and
begin using it. For more information, see Step 4: Authorize Access (p. 24) and Step 5: Connect to a
Cluster's Node (p. 26).

Important

As soon as your cluster becomes available, you're billed for each hour or partial hour that the
cluster is active, even if you're not actively using it. To stop incurring charges for this cluster,
you must delete it. See Deleting a Cluster (p. 167).

Creating a Redis (cluster mode disabled) Cluster
(Console)

ElastiCache supports replication when you use the Redis engine. To monitor the latency

between when data is written to a Redis read/write primary cluster and when it is

propagated to a read-only secondary cluster, ElastiCache adds to the cluster a special key,

El asti CacheMast er Repl i cat i onTi mest anp, which is the current Universal Coordinated Time

(UCT time. Because a Redis cluster might be added to a replication group at a later time, this key is
included in all Redis clusters, even if initially they are not members of a replication group. For more

information on replication groups, see ElastiCache Replication (Redis) (p. 190).
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To create a standalone Redis (cluster mode disabled) cluster

1.

Sign in to the AWS Management Console and open the Amazon ElastiCache console at https://
console.aws.amazon.com/elasticache/.

Choose Get Started Now.

If you already have an available cluster, choose Redis from the left navigation pane.

Choose Create.

For Cluster engine, choose Redis, and then clear the Cluster Mode enabled (Scale Out) check

box.

Complete the Redis settings section.

a.

In Name, type a name for your cluster.

Cluster naming constraints

* Must contain from 1 to 20 alphanumeric characters or hyphens.

* Must begin with a letter.

« Cannot contain two consecutive hyphens.

« Cannot end with a hyphen.

For Engine version compatibility, choose the Redis engine version you want to run on this
cluster. Unless you have a specific reason to run an older version, we recommend that you

choose the latest version.

Important

You can upgrade to newer engine versions (see Upgrading Engine Versions (p. 41)),
but you cannot downgrade to older engine versions except by deleting the existing
Cluster and creating it anew.

Because the newer Redis versions provide a better and more stable user experience, Redis
versions 2.6.13, 2.8.6, and 2.8.19 are deprecated from the ElastiCache console. While we
recommend against it, if you must use one of these older Redis versions, you can use the

AWS CLI or ElastiCache API.

For more information see the following topics:

Create Cluster

Modify Cluster

Create Replication Group

AWS AWS CLI

Creating a Cache Cluster
(AWS CLI) (p. 137) #

Modifying a Cache Cluster
(AWS CLI) (p. 150) #

Creating a Redis (cluster
mode disabled) Replication
Group from Scratch (AWS
CLI) (p. 210)

Creating a Redis (cluster
mode enabled) Replication
Group from Scratch (AWS
CLI) (p. 215)

ElastiCache API

Creating a Cache Cluster
(ElastiCache API) (p. 140)
#

Modifying a Cache Cluster
(ElastiCache API) (p. 150)
#

Creating a Redis (cluster
mode disabled) Replication
Group from Scratch
(ElastiCache API) (p. 212)

Creating a Redis (cluster
mode enabled) Replication
Group from Scratch
(ElastiCache API) (p. 218)
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6.

AWS AWS CLI ElastiCache API

Modify Replication Group | Modifying a Replication Modifying a Replication
Group (AWS CLI) (p. 226) Group (ElastiCache
# API) (p. 226) #

# Cannot be used to create a Redis (cluster mode enabled) cluster or replication group.
# Cannot be used to modify a Redis (cluster mode enabled) cluster or replication group.
In Port, accept the default port, 6379. If you have a reason to use a different port, type the

port number.

For Parameter group, choose the parameter group you want to use with this cluster, or
choose Create new to create a new parameter group to use with this cluster.

Parameter groups control the runtime parameters of your cluster. For more information on
parameter groups, see Redis Specific Parameters (p. 292) and Creating a Parameter
Group (p. 273).

For Node type, click the down arrow (*). In the Change node type dialog box, choose the
Instance family of the node type you want, choose the node type you want to use for this
cluster, and then choose Save.

For more information, see Selecting Your Node Size (p. 78).
For Number of replicas, choose the number of read replicas you want for this cluster.

If you choose None, the description and Multi-AZ with Auto-Failover fields disappear and
the cluster your create will look like this.

Cluster
Redis (cluster mode disabled) cluster created with no replica nodes

If you choose one or more replicas, the cluster you create will look something like this.

(" Redis Cluster )
At least one replica

Replica
Node-1

Shard

. >
Redis (cluster mode disabled) cluster created with replica nodes

Choose Advanced Redis settings and complete the section.

a.

If you chose to have one or more replicas, the Multi-AZ with Auto-Failover check box is
available. We strongly suggest you enable Multi-AZ with Auto-Failover. For more information,
see Mitigating Failures when Running Redis (p. 64).

For Subnet group, choose the subnet you want to apply to this cluster.
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For more information, see Subnets and Subnet Groups (p. 307).

c. Choose how you want the Availability zone(s) selected for this cluster. You have two
options.

* No preference — ElastiCache selects the availability zones for your cluster's nodes.

» Specify availability zones — A list of your nodes appears allowing you to specify the
Availability Zone for each node in your cluster by selecting the availability zone from the list
to the right of each node name.

For more information, see Selecting Regions and Availability Zones (p. 45).
d. For Security groups, choose the security groups you want for this cluster.

For more information, see ElastiCache and Security Groups (p. 331).

e. If you are going to seed your cluster with data from a .RDB file, in the Seed RDB file S3
location box, type the Amazon S3 location of the .RDB file.

For more information, see Using a Backup to Seed a Cluster (p. 257).

f.  If you want regularly scheduled automatic backups, choose Enable automatic backups, and
then type the number of days you want an automatic backup retained before it is automatically
deleted. If you don't want regularly scheduled automatic backups, clear the Enable automatic
backups check box. In either case, you always have the option to create manual backups
which must be deleted manually.

For more information on Redis backup and restore, see ElastiCache Backup & Restore
(Redis) (p. 235).

g. The Maintenance window is the time, generally an hour in length, each week when
ElastiCache schedules system maintenance for your cluster. You can allow ElastiCache
choose the day and time for your maintenance window (No preference), or you can choose
the day, time, and duration yourself (Specify maintenance window). If you choose Specify
maintenance window from the lists, choose the Start day, Start time, and Duration (in hours)
for your maintenance window. All times are UCT times.

For more information, see Maintenance Window (p. 43).

h. For Notifications, choose an existing Amazon Simple Notification Service (Amazon SNS)
topic, or choose Manual ARN input and type in the topic Amazon Resource Name (ARN).
Amazon SNS allows you to push notifications to Internet-connected smart devices. The
default is to disable notifications. For more information, see https://aws.amazon.com/sns/.

7. Review all your entries and selections, then go back and make any needed corrections. When
everything is just the way you want it, choose Create to launch your cluster.

As soon as your cluster's status is available, you can grant Amazon EC2 access to it, connect to it, and
begin using it. For more information, see Step 4: Authorize Access (p. 24) and Step 5: Connect to a
Cluster's Node (p. 26).

Important

As soon as your cluster becomes available, you're billed for each hour or partial hour that the
cluster is active, even if you're not actively using it. To stop incurring charges for this cluster,
you must delete it. See Deleting a Cluster (p. 167).
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Creating a Redis (cluster mode enabled) Cluster
(Console)

If you are running Redis 3.2.4 or later, you can create a Redis (cluster mode enabled) cluster. Redis
(cluster mode enabled) clusters support partitioning your data across 1 to 15 shards (API/CLI: node
groups) but with some limitations (currently). For a comparison of Redis (cluster mode disabled) and
the two flavors of Redis (cluster mode enabled), see Selecting an Engine: Memcached, Redis (cluster
mode disabled), or Redis (cluster mode enabled) (p. 33).

You can create a Redis (cluster mode enabled) cluster (API/CLI: replication group) using the
ElastiCache management console, the AWS CLI for ElastiCache, and the ElastiCache API.

To create a Redis (cluster mode enabled) cluster using the ElastiCache console

1. Signinto the AWS Management Console and open the Amazon ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. Choose Get Started Now.

If you already have an available cluster, choose Redis from the left navigation pane.
3. Choose Create.
4. For Cluster engine, choose Redis, and then choose Cluster Mode enabled (Scale Out).
5. Complete the Redis (cluster mode enabled) settings section.

a. Inthe Name box, type a hame for your Cluster.

Cluster naming constraints

* Must contain from 1 to 20 alphanumeric characters or hyphens.
* Must begin with a letter.
« Cannot contain two consecutive hyphens.
» Cannot end with a hyphen.
b. Inthe Description box, type in a description of this cluster.
c. For Engine version compatibility, choose 3.2.4.

d. Inthe Port box, accept the default port, 6379. If you have a reason to use a different port,
type the port number.

e. For Parameter group, choose the parameter group you want to use with this cluster, or
choose Create new to create a new parameter group to use with this cluster.

Parameter groups control the run-time parameters of your cluster. For more information
on parameter groups, see Redis Specific Parameters (p. 292) and Creating a Parameter
Group (p. 273).

f.  For Node type, choose the down arrow (™). In the Change node type dialog box, choose
the Instance family of the node type you want, choose the node type you want to use for this
cluster, and then choose Save.

For more information, see Selecting Your Node Size (p. 78).

g. For Number of shards, choose the number of shards (partitions) you want for this Redis
(cluster mode enabled) cluster.

In Redis (cluster mode enabled) once you create the cluster the number of shards is fixed and
cannot be changed. If you find you need more or fewer shards, you must create a new cluster
with the new number of shards. In Redis (cluster mode enabled), if the number of shards in
the new cluster differs from the number of shards in the existing cluster, you will not be able to
seed the new cluster with .RDB files from the old cluster.
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For Replicas per shard, choose the number of read replica nodes you want in each shard.

The following restrictions exist for Redis (cluster mode enabled).

« The number of replicas is the same for each shard when creating the cluster using the
console.

« The number of read replicas per shard is fixed and cannot be changed. If you find you need
more or fewer replicas per node group, you must create a new cluster with the new number
of replicas. As long as the number of node groups in the new cluster is the same as in the
old cluster, you will be able to seed the new cluster using .RDB files from the old cluster.
For more information, see Using a Backup to Seed a Cluster (p. 257).

For Subnet group, choose the subnet you want to apply to this cluster.

For more information, see Subnets and Subnet Groups (p. 307).

6. Click Advanced Redis settings and complete the section.

a.

For Slots and keyspaces, choose how you want your keys distributed over your shards
(partitions). There are 16,384 keys to be distributed (numbered 0 through 16,383).

« Equal distribution — ElastiCache distributes your keyspace as equally as possible over your
shards.

« Custom distribution — you specify the range of keys for each shard in the table below
Availability zone(s).

Choose how you want the Availability zone(s) selected for this cluster. You have two
options.

* No preference — ElastiCache will choose the availability zone.

» Specify availability zones — You specify the availability zone for each cluster.

If you selected to specify the availability zones, for each cluster in each shard, choose the
availability zone from the list.

For more information, see Selecting Regions and Availability Zones (p. 45).

Slots and keyspaces Custom distribution - 0
Availability zone(s) Specify availabilty zones - O
SlotsiKeyspaces Primary Replica 1

NodeGroug

L' us-east-la ¥ us-gast-1a ¥
1
NodeGroup us-east-1a -
2

us-east-ia = us-east-ia =
9

4 [ m 3
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Specifying Keyspaces and Availability Zones
c. For Security groups, choose the security groups you want for this cluster.

For more information, see ElastiCache and Security Groups (p. 331).

d. If you are going to seed your cluster with data from a .RDB file, in the Seed RDB file S3
location box, enter the S3 location of the .RDB file.

For more information, see Using a Backup to Seed a Cluster (p. 257).

For Redis (cluster mode enabled) you must have a separate .RDB file for each node group.

e. If you want regularly scheduled automatic backups, choose Enable automatic backups the
type the number of days you want each automatic backup retained before it is automatically
deleted. If you don't want regularly scheduled automatic backups, clear the Enable automatic
backups check box. In either case, you always have the option to create manual backups.

For more information on Redis backup and restore, see ElastiCache Backup & Restore
(Redis) (p. 235).

f.  The Maintenance window is the time, generally an hour in length, each week when
ElastiCache schedules system maintenance for your cluster. You can allow ElastiCache to
choose the day and time for your maintenance window (No preference), or you can choose
the day, time, and duration yourself (Specify maintenance window). If you choose Specify
maintenance window from the lists, choose the Start day, Start time, and Duration (in hours)
for your maintenance window. All times are UCT times.

For more information, see Maintenance Window (p. 43).

g. For Notifications, choose an existing Amazon Simple Notification Service (Amazon SNS)
topic, or choose Manual ARN input and type in the topic's Amazon Resource Name (ARN).
Amazon SNS allows you to push notifications to Internet-connected smart devices. The
default is to disable notifications. For more information, see https://aws.amazon.com/sns/.

7. Review all your entries and selections, then go back and make any needed corrections. When
everything is just the way you want it, choose Create cluster to launch your cluster, or Cancel to
cancel the operation.

To create the equivalent using the ElastiCache API or AWS CLI instead of the ElastiCache console,
see:

¢ API: CreateReplicationGroup
¢ CLI: create-replication-group

As soon as your cluster's status is available, you can grant EC2 access to it, connect to it, and begin
using it. For more information, see Step 4: Authorize Access (p. 24) and Step 5: Connect to a Cluster's
Node (p. 26).

Important

As soon as your cluster becomes available, you're billed for each hour or partial hour that the
cluster is active, even if you're not actively using it. To stop incurring charges for this cluster,
you must delete it. See Deleting a Cluster (p. 167).
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Creating a Cache Cluster (AWS CLI)

To create a cluster using the AWS CLI, use the cr eat e- cache- cl ust er command. The following
example creates a single node Redis (cluster mode enabled) cluster named my-redis-cluster and
seeds it with the snapshot file snap. r db that has been copied to Amazon S3.

If you want a Redis cluster that supports replication, see Creating a Redis (cluster mode disabled)

Replication Group from Scratch (AWS CLI) (p. 210).

Important
As soon as your cluster becomes available, you're billed for each hour or partial hour that the
cluster is active, even if you're not actively using it. To stop incurring charges for this cluster,
you must delete it. See Deleting a Cluster (p. 167).
Topics
¢ Creating a Memcached Cache Cluster (AWS CLI) (p. 137)
¢ Creating a Redis (cluster mode disabled) Cache Cluster (AWS CLI) (p. 138)

¢ Creating a Redis (cluster mode enabled) Cluster (AWS CLI) (p. 138)

Creating a Memcached Cache Cluster (AWS CLI)

The following CLI code creates a Memcached cache cluster.

For Linux, OS X, or Unix:

aws el asticache create-cache-cluster \
--cache-cluster-id ny-nencached-cl uster \
--cache-node-type cache. n4. | arge \
--engi ne nencached \
--engi ne-version 1.4.24 \
--cache- paranet er-group defaul t. mencachedl. 4 \
--num cache- nodes 3

For Windows:

aws el asticache create-cache-cluster #
--cache-cluster-id ny-nencached-cl uster »
--cache-node-type cache.n4. | arge *
--engi ne nencached ~
--engi ne-version 1.4.24 ~
- -cache- par anmet er-group defaul t. mencachedl. 4 ~
--num cache- nodes 3
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Example A Redis (cluster mode disabled) Cluster
The following CLI code creates a Redis (cluster mode disabled) cache cluster.

For Linux, OS X, or Unix:

aws el asticache create-cache-cluster \
--cache-cluster-id ny-redi s3-cluster \
--cache-node-type cache.n4. | arge \
--engine redis \
--engi ne-version 3.2.4 \
--num cache-nodes 1 \
--cache-paraneter-group default.redis3.2 \
--snapshot-arns arn: aws: s3: nyS3Bucket/ snap. rdb

For Windows:

aws el asticache create-cache-cluster #
--cache-cluster-id ny-redi s3-cluster ~
--cache-node-type cache.n¥4. |l arge *
--engine redis *
--engine-version 3.2.4 7
--num cache-nodes 1 "
--cache-paraneter-group default.redis3.2 ~
--snapshot-arns arn: aws: s3: nyS3Bucket/ snap. rdb

Creating a Redis (cluster mode enabled) Cluster (AWS CLI)

The following CLI code creates a Redis (cluster mode enabled) cache cluster. The parameter - -
cache- par anet er - gr oup determines whether this is a clustered or non-clustered cluster running
Redis version 3.2.4.

e --cache-paraneter-group default.redis3.2. cluster.on— Makes this a clustered Redis
cluster.

e --cache-paraneter-group default.redis3.2—Makes this a non-clustered Redis cluster
even though it is running Redis 3.2.4.

For Linux, OS X, or Unix:

aws el asticache create-cache-cluster \
--cache-cluster-id ny-redi s3-cluster \
--cache-node-type cache. n4. | arge \
--engine redis \
--engi ne-version 3.2.4 \
--num cache-nodes 1 \
--cache-paraneter-group default.redis3.2. cluster.on \
--snapshot-arns arn:aws: s3: nyS3Bucket/ snap. rdb

For Windows:

aws el asticache create-cache-cluster »
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--cache-cluster-id ny-redi s3-cluster ~
--cache-node-type cache.n¥. |l arge *

--engine redis *

--engine-version 3.2.4 7

--num cache-nodes 1 "

--cache-paraneter-group default.redis3.2.cluster.on *
--snapshot-arns arn:aws: s3: nyS3Bucket/ snap. rdb

For more information, go to the AWS CLI for ElastiCache reference topic cr eat e- cache-cl ust er.
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Creating a Cache Cluster (ElastiCache API)

To create a cluster using the ElastiCache API, use the Cr eat eCacheC ust er action. The following
example creates a single node Redis cluster named my-redis-cluster and seeds it with the snapshot file
dunp. r db that has been copied to Amazon S3.

If you want a Redis cluster that supports replication, see Creating a Redis (cluster mode disabled)
Replication Group from Scratch (ElastiCache API) (p. 212).

Important

As soon as your cluster becomes available, you're billed for each hour or partial hour that the
cluster is active, even if you're not using it. To stop incurring charges for this cluster, you must
delete it. See Deleting a Cluster (p. 167).

Topics
e Creating a Memcached Cache Cluster (ElastiCache API) (p. 140)
¢ Creating a Redis (cluster mode disabled) Cache Cluster (ElastiCache API) (p. 140)
¢ Creating a Redis (cluster mode enabled) Cache Cluster (ElastiCache API) (p. 141)

Creating a Memcached Cache Cluster (ElastiCache API)

The following code creates a Memcached cache cluster (ElastiCache API).

Line breaks in the following code example are added for ease of reading.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Cr eat eCached ust er
&Cached ust er | d=nyMentachedC ust er
&CacheNodeType=cache. mi. | ar ge
&Engi ne=redi s
&NuntacheNodes=1
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Snapshot Ar ns. menber . 1=ar n%8Aaws ¥8As 3¥BAYBAYBAMy S3Bucket ¥2Fdunp. r db
&Ti mest anp=20150508T220302Z
&Ver si on=2015- 02- 02
&X- Ane- Al gori t hmeAWB4- HVAC- SHA256
&X- Anz- Credent i al =<cr edenti al >
&X- Ane - Dat e=20150508T220302Z
&X- Anz- Expi r es=20150508T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Anz- Si gnat ur e=<si gnat ur e>

Creating a Redis (cluster mode disabled) Cache Cluster
(ElastiCache API)

The following code creates a Redis (cluster mode disabled) cache cluster (ElastiCache API).

Line breaks in the following code example are added for ease of reading.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Cr eat eCached uster
&Cached ust er | d=ny-redi s2-cl uster
&CacheNodeType=cache. mi. | ar ge
&CachePar anet er G oup=def aul t
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&Engi ne=redi s

&Engi neVer si on=3. 2. 4
&NuntacheNodes=1

&Si gnat ur eVer si on=4

&Si gnat ur eMet hod=Hmac SHA256
&Snapshot Ar ns. menber . 1=ar n%8Aaws ¥8As 3¥8AYBAYBAMy S3Bucket ¥2Fdunp. r db
&Ti mest anp=20150508T220302Z

&Ver si on=2015- 02- 02

&X- Ane- Al gori t hmeAWB4- HVAC- SHA256
&X- Ane- Credent i al =<cr edenti al >
&X- Ane- Dat €=20150508T220302Z

&X- Ane- Expi r es=20150508T220302Z
&X- Anz- Si gnedHeader s=Host

&X- Anz- Si gnat ur e=<si gnat ur e>

Creating a Redis (cluster mode enabled) Cache Cluster
(ElastiCache API)

The following CLI code creates a Redis (cluster mode enabled) cache cluster. The parameter
CachePar anet er G oup determines whether this is a clustered or non-clustered cluster running Redis
version 3.2.4.

¢ CachePar anmet er G oup=def aul t. redi s3. 2. cl ust er. on — Makes this a clustered Redis
cluster.

¢ CachePar anet er G oup=def aul t. r edi s3. 2 — Makes this a non-clustered Redis cluster even
though it is running Redis 3.2.4.

Line breaks in the following code example are added for ease of reading.

https://el asti cache. us-west-2. amazonaws. com
?Acti on=Cr eat eCached ust er
&Cached ust er | d=ny-redi s3-cl uster
&CacheNodeType=cache. mi. | ar ge
&CachePar anet er G oup=defaul t.redi s3. 2. cl uster. on
&Engi ne=redi s
&Engi neVersion=3.2. 4
&NuntacheNodes=1
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Snapshot Ar ns. menber . 1=ar n¥8Aaws ¥8As 3¥8AYBAYBAmy S3Bucket ¥2Fdunp. r db
&Ti mest anp=20150508T220302Z
&Ver si on=2015- 02- 02
&X- Ane- Al gor i t hmrAWS4- HVAC- SHA256
&X- Anz- Cr edent i al =<cr edenti al >
&X- Ane- Dat €=20150508T220302Z
&X- Ane- Expi r es=20150508T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Anz- Si gnat ur e=<si gnat ur e>

For more information, go to the ElastiCache API reference topic Cr eat eCacheC ust er.
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Viewing a Cluster's Details

You can view detail information about one or more clusters using the ElastiCache console, AWS CLI,
or ElastiCache API.
Topics

¢ Viewing a Cluster's Details: Memcached (Console) (p. 142)

¢ Viewing a Redis (cluster mode disabled) Cluster's Details (Console) (p. 144)

¢ Viewing a Redis (cluster mode enabled) Cluster's Details (Console) (p. 145)

¢ Viewing a Cluster's Details (AWS CLI) (p. 146)

¢ Viewing a Cluster's Details (ElastiCache API) (p. 148)

Viewing a Cluster's Details: Memcached (Console)

You can view the details of a Memcached cluster using the ElastiCache console, the AWS CLI for
ElastiCache, or the ElastiCache API.

The following procedure details how to view the details of a Memcached cluster using the ElastiCache
console.

To view a Memcached cluster's details
1. Signinto the AWS Management Console and open the Amazon ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. Inthe ElastiCache console dashboard, choose Memcached. This will display a list of all your
clusters that are running any version of Memcached.

To see details of a cluster, choose the box to the left of the cluster's name.
To view node information:

a. Choose the cluster's name.
b. Choose the Nodes tab.

c. To view metrics on one or more nodes, choose the box to the left of the Node ID, and then
choose the time range for the metrics from the Time range list. Selecting multiple nodes will
generate overlay graphs.
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Node ID 4 | Status Port Endpoint
available 11211 BMAazonaws. com
ooz available 11211 SMAazonaws. com
available 11211 AMAazZonaws. com
o004 available 11211 BMAazonaws. com
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Viewing a Redis (cluster mode disabled) Cluster's
Details (Console)

You can view the details of a Redis (cluster mode disabled) cluster using the ElastiCache console, the

AWS CLI for ElastiCache, or the ElastiCache API.

The following procedure details how to view the details of a Redis (cluster mode disabled) cluster using

the ElastiCache console.

To view a Redis (cluster mode disabled) cluster's details
1. Signin to the AWS Management Console and open the Amazon ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. Inthe ElastiCache console dashboard, choose Redis to display a list of all your clusters that are
running any version of Redis.

3. To see details of a cluster, select the check box to the left of the cluster's name. Make sure you
select a cluster running the Redis engine, not Clustered Redis. This diplays details about the
cluster, including the cluster's primary endpoint.

4, To view node information:

a. Choose the cluster's name.

b. Choose the Nodes tab. This diplays details about each node, including the node's endpoint
which you need to use to read from the cluster.

c. To view metrics on one or more nodes, select the box to the left of the node ID, then select
the time range for the metrics from the Time range list. If you select multiple nodes, you can
see overlay graphs.

Node 1D = Status Current Role Port Endpoint
available primary 8379

test-nc002 available replica 8379
available replica 8379

test-no004 available replica 8are
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Viewing a Redis (cluster mode enabled) Cluster's
Details (Console)

You can view the details of a Redis (cluster mode enabled) cluster using the ElastiCache console, the
AWS CLI for ElastiCache, or the ElastiCache API.

The following procedure details how to view the details of a Redis (cluster mode enabled) cluster using
the ElastiCache console.

To view a Redis (cluster mode enabled) cluster's details

1.

Sign in to the AWS Management Console and open the Amazon ElastiCache console at https://
console.aws.amazon.com/elasticache/.

In the ElastiCache console dashboard, choose Redis to display a list of all your clusters that are
running any version of Redis.

To see details of a Redis (cluster mode enabled) cluster, choose the box to the left of the cluster's
name. Make sure you choose a cluster running the Clusterd Redis engine, not just Redis.

The screen expands below the cluster and display details about the cluster, including the cluster's
configuration endpoint.

To see a listing of the cluster's shards and the number of nodes in each shard, choose the
cluster's name.

To view specific information on a node:

a. Choose the shard's ID.
b. Choose the Nodes tab.

This will display information about each node, including each node's endpoint that you need to
use to read data from the cluster.

c. To view metrics on one or more nodes, choose the box to the left of the node's id, and then
choose the time range for the metrics from the Time range list. Selecting multiple nodes will
generate overlay graphs.
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Hode 1D = Status Port Endpoint
test-or-0001-001 available 8373

test-or-0001-00 available a3ara

test-or-0001-002 available 8arg

available 8373
Time Range: Last HOD

Below are your CloudWatch metrics for the selected resources. Click on a graph to see a

|

CPU Utilization (Percent) Swap Usage (Bytes)

RO W = VL L

30 1
25 \ M test-cr-00041-001
20 \ B test-cr-0001-002 05
15 \ M test-cr-0001-004 0 _1
10 05 -
’ B -
1013 1013 10/8

Metrics over the last hour for two Redis nodes

Viewing a Cluster's Details (AWS CLI)

You can view the details for a cluster using the AWS CLI descri be- cache- cl ust ers command. If
the - - cache- cl ust er - i d parameter is omitted, details for multiple clusters, up to - - max-i t ens,
are returned. If the - - cache- cl ust er - i d parameter is included, details for the specified cluster are
returned. You can limit the number of records returned with the - - nax- i t ens parameter.

The following code lists the details for nyd ust er .

aws el asticache describe-cache-clusters --cache-cluster-id nmyC uster

The following code list the details for up to 25 clusters.

aws el asticache descri be-cache-clusters --max-itens 25

Use the command descri be- cache- cl ust er to display a list of nodes for a cluster, as in the
following example, and note the identifiers of the nodes you want to remove.

For Linux, OS X, or Unix:

aws el asticache descri be-cache-clusters \

--cache-cluster-id ny-nencached-cl uster \
- -show- cache- node-i nfo

For Windows:

aws el asticache descri be-cache-clusters »
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--cache-cluster-id ny-nencached-cl uster *
- -show- cache- node-i nfo

This operation produces output similar to the following (JSON format):

{
"CacheCd usters": [
{
"Engi ne": "nmentached",
"CacheNodes": [
{
"CacheNodel d": "0001",
"Endpoint": {
"Port": 11211,
"Address": "my-nmenctached-cluster. 7ef -
exanpl e. 0001. usw2. cache. anazonaws. cont'
H
"CacheNodeStatus": "avail abl e",
"Par anet er G oupStatus": "in-sync",
"CacheNodeCreateTi me": "2016-09-21T16: 28: 28. 9732",
"Cust oner Avai | abi lityZone": "us-west-2b"
}
{
"CacheNodel d": "0002",
"Endpoint": {
"Port": 11211,
"Address": "my-nmenctached-cluster. 7ef -
exanpl e. 0002. usw2. cache. anazonaws. cont'
H
"CacheNodeSt atus": "avail abl e",
"Par anet er G oupStatus": "in-sync",
"CacheNodeCreateTi me": "2016-09-21T16: 28: 28. 973Z2",
"Cust oner Avai | abi lityZone": "us-west-2b"
}
{
"CacheNodel d": "0003",
"Endpoint": {
"Port": 11211,
"Address": "my-nmenctached-cluster. 7ef -
exanpl e. 0003. usw2. cache. anazonaws. cont'
H
"CacheNodeStatus": "avail abl e",
"Par anet er G oupStatus": "in-sync",
"CacheNodeCreateTi me": "2016-09-21T16: 28: 28. 9732",
"Cust oner Avai | abi lityZone": "us-west-2b"
}

]

"CachePar anet er G oup": {
"CacheNodel dsToReboot": [],

"CachePar anet er G oupNane": "defaul t. menctachedl. 4",
"Par anet er Appl yStatus": "in-sync"
}s
"Cached usterld": "my-nencached-cluster",
"PreferredAvail abilityZone": "us-west-2b",

"Configurati onEndpoint": {
"Port": 11211,
"Address": "my-nmenctached-cluster. 7ef -
exanpl e. cf g. usw2. cache. anazonaws. conf
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}

cheSecurityGoups": [],
"Cached usterCreateTime": "2016-09-21T16: 28: 28. 973Z",
" Aut oM nor Ver si onUpgr ade": true,

"CacheC usterStatus": "avail abl e",
"NuntCacheNodes": 3,
"d i ent Downl oadLandi ngPage": "https://consol e. aws. amazon. con!

el asti cache/ honme#cl i ent - downl oad: ",
"SecurityGoups": [
{
"Status": "active",
"SecurityGoupld": "sg-dbe93fa2"
}
I,
"CacheSubnet G oupNane": "default",
"Engi neVersi on": "1.4.24",
"Pendi ngModi fi edVal ues": {},
" Pref erredMai nt enanceW ndow': "sat:09: 00-sat: 10: 00",
"CacheNodeType": "cache. nB. nedi unf

For more information, go to the AWS CLI for ElastiCache topic descri be- cache-cl usters.

Viewing a Cluster's Detalls (ElastiCache API)

You can view the details for a cluster using the ElastiCache API Descri beCacheC ust er s action.
If the Cached ust er | d parameter is included, details for the specified cluster are returned. If the
Cached ust er | d parameter is omitted, details for up to MaxRecor ds (default 100) clusters are
returned. The value for MaxRecor ds cannot be less than 20 or greater than 100.

The following code lists the details for nyd ust er .

https://el asti cache. us-west-2. amazonaws. com
?Acti on=Descri beCached usters
&CacheC ust er | d=nyd ust er
&\Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmrac SHA256
&Ti mest anp=20150202T192317Z
&X- Az - Cr edent i al =<cr edenti al >

The following code list the details for up to 25 clusters.

https://el asti cache. us-west-2. amazonaws. com
?Acti on=Descri beCached usters
&VvaxRecor ds=25
&\Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmrac SHA256
&Ti mest anp=20150202T192317Z
&X- Az - Cr edent i al =<cr edenti al >

For more information, go to the ElastiCache API reference topic Descri beCacheC ust ers.
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Modifying an ElastiCache Cluster

In addition to adding or removing nodes from a cluster, there can be times where you need to make
other changes to an existing cluster, such as, adding a security group, changing the maintenance

window or a parameter group.

We recommend that you have your maintenance window fall at the time of lowest usage. Thus it might

need modification from time to time.

Changes in a cluster's parameters by changing the cluster's parameter group or by changing the value
of a parameter in the cluster's parameter group are applied only after the cluster is rebooted.

Modifying a Cluster (Console)

To modify a cluster (console)

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. Inthe left navigation pane, choose Redis or Memcached.

A list of the selected engine's clusters appears.

3. Inthe list of clusters, choose the name of the cluster you want to modify. The modifications you
can make to a Redis (cluster mode enabled) cluster are limited to modifications to security groups,
description, parameter groups, backup options, maintenance window, and SNS notifications.

4. Choose Modify.

The Modify Cluster window appears.

5. Inthe Modify Cluster window, make the modification(s) you want.

Important

You can upgrade to newer engine versions (see Upgrading Engine Versions (p. 41)), but
you cannot downgrade to older engine versions except by deleting the existing cluster

and creating it anew.

Because the newer Redis versions provide a better and more stable user experience, Redis
versions 2.6.13, 2.8.6, and 2.8.19 are deprecated from the ElastiCache console. While we
recommend against it, if you must use one of these older Redis versions, you can use the AWS

CLI or ElastiCache API.

For more information see the following topics:

Create Cluster

Modify Cluster

Create Replication Group

AWS AWS CLI

Creating a Cache Cluster
(AWS CLI) (p. 137) #

Modifying a Cache Cluster
(AWS CLI) (p. 150) #

Creating a Redis (cluster
mode disabled) Replication
Group from Scratch (AWS
CLI) (p. 210)

Creating a Redis (cluster
mode enabled) Replication

ElastiCache API

Creating a Cache Cluster
(ElastiCache API) (p. 140) #

Modifying a Cache Cluster
(ElastiCache API) (p. 150) #

Creating a Redis (cluster mode
disabled) Replication Group
from Scratch (ElastiCache
API) (p. 212)

Creating a Redis (cluster mode
enabled) Replication Group
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AWS AWS CLI ElastiCache API
Group from Scratch (AWS from Scratch (ElastiCache
CLI) (p. 215) API) (p. 218)

Modify Replication Group Modifying a Replication Group | Modifying a Replication Group
(AWS CLI) (p. 226) # (ElastiCache API) (p. 226) #

# Cannot be used to create a Redis (cluster mode enabled) cluster or replication group.

# Cannot be used to modify a Redis (cluster mode enabled) cluster or replication group.

The Apply Immediately box applies only to modifications in node type and engine version. If you
want to apply any of these changes immediately, select the Apply Immediately check box. If this
box is not selected, engine version and node type modifications will be applied during the next
maintenance window. Other modifications, such as changing the maintenance window, are applied
immediately.

6. Choose Modify.

Modifying a Cache Cluster (AWS CLI)

You can modify an existing cluster using the AWS CLI nodi f y- cache- cl ust er operation. To modify
a cluster's configuration value, specify the cluster's ID, the parameter to change and the parameter's
new value. The following example changes the maintenance window for a cluster named nmyd ust er
and applies the change immediately.

Important

You can upgrade to newer engine versions (see Upgrading Engine Versions (p. 41)), but you
cannot downgrade to older engine versions except by deleting the existing cache cluster or
replication group and creating it anew.

For Linux, OS X, or Unix:

aws el asticache nodi fy-cache-cluster \
--cache-cluster-id nyC uster \
- - pref erred- mai nt enance-wi ndow sun: 23: 00- non: 02: 00

For Windows:

aws el asticache nodi fy-cache-cluster ~
--cache-cluster-id nyCuster »
- - preferred- nai nt enance-w ndow sun: 23: 00- non: 02: 00

The - - appl y-i medi at el y parameter applies only to modifications in node type, engine version,
and changing the number of nodes in a cluster. If you want to apply any of these changes immediately,
use the - - appl y- i medi at el y parameter. If you prefer postponing these changes to your next
maintenance window, use the - - no- appl y-i nmedi at el y parameter. Other modifications, such as
changing the maintenance window, are applied immediately.

For more information, go to the AWS CLI for ElastiCache topic nodi f y- cache-cl uster.

Modifying a Cache Cluster (ElastiCache API)

You can modify an existing cluster using the ElastiCache API Mbdi f yCacheC ust er operation.
To modify a cluster's configuration value, specify the cluster's ID, the parameter to change and the
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parameter's new value. The following example changes the maintenance window for a cluster named
myCd ust er and applies the change immediately.

Important

You can upgrade to newer engine versions (see Upgrading Engine Versions (p. 41)), but you
cannot downgrade to older engine versions except by deleting the existing cache cluster or
replication group and creating it anew.

Line breaks in the following code example are added for ease of reading.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Modi f yCached ust er
&Cached ust er |l d=nyd ust er
&Pr ef er r edMai nt enanceW ndow=sun: 23: 00- non: 02: 00
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20150901T220302Z
&X- Anz- Al gor i t hmeAWS4- HVAC- SHA256
&X- Ane- Dat e=20150202T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Anz- Expi r es=20150901T220302Z
&X- Anz- Credent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>

The Appl yl mredi at el y parameter applies only to modifications in node type, engine version, and
changing the number of nodes in a cluster. If you want to apply any of these changes immediately,
set the Appl yl medi at el y parameter to t r ue. If you prefer postponing these changes to your next
maintenance window, set the Appl ylI nredi at el y parameter to f al se. Other maodifications, such as
changing the maintenance window, are applied immediately.

For more information, go to the ElastiCache API reference topic Modi f yCacheCl uster.
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Rebooting a Cluster

Some changes require that the cluster be rebooted for the changes to be applied. For example,
changing a parameter value in a parameter group is only applied to the cluster after the cluster is
rebooted.

When you reboot a cluster, the cluster flushes all its data and restarts its engine. During this process
you cannot access the cluster. Because the cluster flushed all its data, when the cluster is available
again, you are starting with an empty cluster.

You are able to reboot a cluster using the ElastiCache console, the AWS CLI, or the ElastiCache API.

Whether you use the ElastiCache console, the AWS CLI or the ElastiCache API, you can only initiate
rebooting a single cluster. To reboot multiple clusters you must iterate on the process or operation.

Rebooting a Cluster (Console)

You can reboot a cluster using the ElastiCache console.

To reboot a cluster (console)

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticachel/.

2. Inthe left navigation pane, choose Memcached or Redis.

A list of clusters running the selected engine will appear.
3. Choose the cluster to reboot by selecting on the box to the left of the cluster's name.

The Reboot button will become active.

If you choose more than one cluster, the Reboot button becomes disabled.
4. Choose Reboot.

The reboot cluster confirmation screen appears.

5. To reboot the cluster, choose Reboot. The status of the cluster will change to rebooting cluster
nodes.

To not reboot the cluster, choose Cancel.

To reboot multiple clusters, repeat steps 2 through 5 for each cluster you want to reboot.

Rebooting a Cache Cluster (AWS CLI)

To reboot a cluster (AWS CLI), use the r eboot - cache- cl ust er CLI operation.

To reboot specific nodes in the cluster, use the - - cache- node- i ds- t o- r eboot to list the specific
clusters to reboot. The following command reboots the nodes 0001, 0002, and 0004 of myCluster.

For Linux, OS X, or Unix:

aws el asti cache reboot-cache-cluster \
--cache-cluster-id nmyC uster \
--cache-node-i ds-to-reboot 0001 0002 0004

For Windows:
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aws el asti cache reboot-cache-cluster »
--cache-cluster-id nyCuster »
--cache-node-i ds-to-reboot 0001 0002 0004

To reboot all the nodes in the cluster, use the - - cache- node- i ds-t o- r eboot parameter and list all
the cluster's node ids. For more information, see reboot-cache-cluster.

Rebooting a Cache Cluster (ElastiCache API)

To reboot a cluster using the ElastiCache API, use the Reboot Cached ust er action.

To reboot specific nodes in the cluster, use the CacheNodel dsToReboot to list the specific clusters to
reboot. The following command reboots the nodes 0001, 0002, and 0004 of myCluster.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Reboot Cached ust er
&CacheC ust er | d=nyd ust er
&CacheNodel dsToReboot . nenber . 1=0001
&CacheNodel dsToReboot . nenber . 2=0002
&CacheNodel dsToReboot . nenber . 3=0004
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmrac SHA256
&Ti mest anp=20150202T192317Z
&X- Anez- Cr edent i al =<cr edenti al >

To reboot all the nodes in the cluster, use the CacheNodel dsToReboot parameter and list all the
cluster's node ids. For more information, see RebootCacheCluster.
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Monitoring a Cluster's Costs

Cost allocation tags are key-value pairs that you can use to track and manage your AWS costs by
grouping expenses on your invoices by the tag values on a resource.

You can use cost allocation tags to organize your AWS bill to reflect your own cost structure. To

do this, sign up to get your AWS account bill with tag key values included. Then, to see the cost

of combined resources, organize your billing information according to resources with the same tag
key values. For example, you can tag several resources with a specific application name, and then
organize your billing information to see the total cost of that application across one or more services.

For more information on Cost Allocation tags and steps to add or remove them from a cluster, see
Monitoring Costs with Cost Allocation Tags (p. 373).

Adding Nodes to a Cluster

Adding nodes to a cluster currently applies only if you are running Memcached or Redis (cluster mode
disabled). If you are running Redis (cluster mode disabled), the nodes you add to the cluster are replica
nodes.

You can use the ElastiCache Management Console, the AWS CLI or ElastiCache API to add nodes to
your cluster.

Each time you change the number of nodes in your Memcached cluster, you must re-map at least
some of your keyspace so it maps to the correct node. For more detailed information on load balancing
your Memcached cluster, see Configuring Your ElastiCache Client for Efficient Load Balancing (p. 66).

Adding Nodes to a Cluster (Console)

The process to add a node to a Memcached or Redis (cluster mode disabled) cluster with replication
enabled is the same. If you want to add a node to a single-node Redis (cluster mode disabled) cluster
(one without replication enabled), it's a two-step process: first add replication, and then add a replica
node.

Topics

e To add replication to a Redis cluster with no shards (p. 154)

¢ To add nodes to a Memcached or Redis (cluster mode disabled) cluster with one shard
(console) (p. 155)

The following procedure adds replication to a single-node Redis that does not have replication enabled.
When you add replication, the existing node becomes the primary node in the replication-enabled
cluster. After replication is added, you can add up to 5 replica nodes to the cluster.

To add replication to a Redis cluster with no shards

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. From the left navigation pane, choose Redis.

A list of clusters running the Redis engine is displayed.
3. Choose the name of a cluster that you want to add to.

The following is true of a Redis cluster that does not have replication enabled:

« Itis running Redis, not Clustered Redis.
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¢ |t has zero shards.

If the cluster has any shards, replication is already enabled on it and you can continue at
To add nodes to a Memcached or Redis (cluster mode disabled) cluster with one shard
(console) (p. 155).

Choose Add replication.
In Add Replication, type a description for this replication-enabled cluster.
Choose Add.

As soon as the cluster's status returns to available you can continue at the next procedure and
add replicas to the cluster.

To add nodes to a Memcached or Redis (cluster mode disabled) cluster with one shard
(console)

The following procedure can be used to add nodes to a Memcached cluster or Redis (cluster mode
disabled) cluster which has replication enabled. Currently you cannot add or remove nodes from a
Redis (cluster mode enabled) cluster.

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. Inthe left navigation pane, choose Memcached or Redis.

A list of clusters running the selected engine appears.

3. From the list of clusters, choose the name of the cluster you want to add a node to. This cannot be
a cluster running the Clustered Redis engine or a Redis cluster with zero shards.

A list of the cluster's nodes appears and the Add node button becomes active.
Choose Add node at the top of the page.

In Add Node, complete the information requested in the Add Node (Memcached) or Add Read
Replica to Cluster (Redis) dialog box.

6. Choose the Apply Immediately - Yes button to apply this change immediately, or choose No to
postpone the change until your next maintenance window.

Impact of New Add and Remove Requests on Pending Requests

Scenarios | Pending New Results
Operation | Request

Scenario 1 | Delete Delete The new delete request, pending or immediate,
replaces the pending delete request.

For example, if nodes 0001, 0003, and 0007 are
pending deletion and a new request to delete nodes
0002 and 0004 is issued, only nodes 0002 and 0004
will be deleted. Nodes 0001, 0003, and 0007 will not
be deleted.

Scenario 2 | Delete Create The new create request, pending or immediate,
replaces the pending delete request.

For example, if nodes 0001, 0003, and 0007 are
pending deletion and a new request to create a node
is issued, a new node will be created and nodes 0001,
0003, and 0007 will not be deleted.
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Scenarios | Pending New Results
Operation | Request

Scenario 3 | Create Delete The new delete request, pending or immediate,
replaces the pending create request.

For example, if there is a pending request to create
two nodes and a new request is issued to delete node
0003, no new nodes will be created and node 0003 will
be deleted.

Scenario 4 | Create Create The new create request is added to the pending create
request.

For example, if there is a pending request to create
two nodes and a new request is issued to create three
nodes, the new requests is added to the pending
request and five nodes will be created.

Important

If the new create request is set to Apply
Immediately - Yes, all create requests are
performed immediately. If the new create
request is set to Apply Immediately - No, all
create requests are pending.

To determine what operations are pending, choose the Description tab and check to see how

many pending creations or deletions are shown. You cannot have both pending creations and
pending deletions.

Cache Cluster: mycachecluster Hodes

Cache Cluster: mycachecluster icdes i

Cache Cluster Details

Cache Cluster Details

athi Clusher ID:  mycachecluster Cache Cluster 1D mycachechistir
Satus:  available

Creation Time:  July 30, 2014 4559 AMUTC.¥

Cache Node Type: cache.rllarge

Engine:  memcached
Engine Version:  1.4.14
orailability Zone:  Multiple
ot of Cache Nodes: 8

Stabu: available
Creation Tima:  July 30, 2014 4559 AM UTC.F
Cache Node Type: cache.rllarge
Engine: memcached
Enging Version: 1.4.14
Awallabilil Multiple
2
A
0004, 0003, 0007

Hurr

Number of Nodes Pending Criation

Configuration Encpaint

Yes
Disablid

Auta Minor Version Upgrade:  Yes
Disablid

Hotificati

Cache Sut oup:
Security Group(s):  default (active)
Cache Parameter Group:  defasltmemcached .4 {in-sync)

Maintenance Window. twei:30-we:0230

& default (active)

Cache Parameter Group:  defaul.memcached.4 {in-sync)
Maintenance Window.  twe0i:30-we0z30
Replication Group: MIA

i

Choose the Add button.

After a few moments, the new nodes should appear in the nodes list with a status of creating. If
they don't appear, refresh your browser page.

Adding Nodes to a Cache Cluster (AWS CLI)

If you want to add nodes to an existing Redis (cluster mode disabled) replication group (console:
Cluster) that does not have replication enabled, you must first create the replication group specifying
the existing cluster as the primary. For more information, see Creating a Replication Group Using an
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Available Redis Cache Cluster (AWS CLI) (p. 205). After the replication group is available, you can
continue with the following process.

To add nodes to a cluster using the AWS CLI, use the AWS CLI operation nodi f y- cache-cl ust er
with the following parameters:

e --cache-cl uster-id The ID of the cache cluster you want to add nodes to.

e --num cache- nodes The - - num cache- nodes parameter specifies the number of nodes you
want in this cluster after the modification is applied. To add nodes to this cluster, - - num cache-
nodes must be greater than the current number of nodes in this cluster. If this value is less than the
current number of nodes, ElastiCache expects the parameter cache- node-i ds-t o-renove and a
list of nodes to remove from the cluster. For more information, see Removing Nodes from a Cluster
(AWS CLI) (p. 161).

e --appl y-i medi at el y or - - no- appl y-i mmedi at el y which specifies whether to add these
nodes immediately or at the next maintenance window.

For Linux, OS X, or Unix:

aws el asticache nodi fy-cache-cl uster \
--cache-cluster-id ny-cache-cluster \
--num cache- nodes 5 \
--apply-imedi ately

For Windows:

aws el asti cache nodi fy-cache-cl uster ~
--cache-cluster-id ny-cache-cluster »
--num cache-nodes 5 *
--appl y-i medi ately

This operation produces output similar to the following (JSON format):

"Cached uster": {
"Engi ne": "nenctached",
"CachePar anmet er G oup": {
"CacheNodel dsToReboot": [],

"CachePar anet er G oupNane": "default. menctachedl. 4",
"Par anet er Appl yStatus": "in-sync"

}s

"CacheC usterld": "my-cache-cluster",

"PreferredAvail abilityZone": "us-west-2b",

"Confi gurationEndpoint": {
"Port": 11211,
"Address": "rl h-nmen000. 7al c7bf -
exanpl e. cf g. usw2. cache. anazonaws. conf

}

cheSecurityGoups": [],
"Cached usterCreateTime": "2016-09-21T16: 28: 28. 973Z",
" Aut oM nor Ver si onUpgr ade": true,
"CacheC usterStatus": "nodifying",
"NunCacheNodes": 2,
"d i ent Downl oadLandi ngPage": "https://consol e. aws. amazon. con
el asti cache/ home#cl i ent - downl oad: ",
"SecurityGoups": [
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"Status": "active",
"SecurityGoupld": "sg-dbe93fa2"
}
I,
"CacheSubnet G oupNane": "default",
"Engi neVersi on": "1.4.24",
"Pendi nghbdi fi edVval ues": {
"NuntCacheNodes": 5
}s
" Pr ef erredMai nt enanceW ndow': "sat:09: 00-sat: 10: 00",
"CacheNodeType": "cache. nB. nedi unf

For more information, see the AWS CLI topic nodi f y- cache- cl ust er.

Adding Nodes to a Cache Cluster (ElastiCache API)

If you want to add nodes to an existing Redis (cluster mode disabled) replication group (console:
Cluster) that does not have replication enabled, you must first create the replication group specifying
the existing cluster as the Primary. For more information, see Creating a Replication Group Using an
Available Redis Cache Cluster (ElastiCache API) (p. 206). After the replication group is available, you
can continue with the following process.

To add nodes to a cluster (ElastiCache API)
e Call the Modi f yCacheC ust er API operation with the following parameters:

e Cached uster | d The ID of the cluster you want to add nodes to.

¢ NuntCacheNodes The NumCachNodes parameter specifies the number of nodes you want in
this cluster after the modification is applied. To add nodes to this cluster, NunCacheNodes
must be greater than the current number of nodes in this cluster. If this value is less than the
current number of nodes, ElastiCache expects the parameter CacheNodel dsToRenove with
a list of nodes to remove from the cluster (see Removing Nodes from a Cluster (ElastiCache
API) (p. 164)).

« Appl yl medi at el y Specifies whether to add these nodes immediately or at the next
maintenance window.

The following example shows a call to add nodes to a cluster.
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Example

https://el asticache. us-west-2. anazonaws. coni
?Act i on=Mbodi f yCached ust er
&Appl yl rmedi at el y=true
&NuntacheNodes=5
&Cached ust er | d=nyCached ust er
&Ver si on=2014-12-01
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmrac SHA256
&Ti mest anp=20141201T220302Z
&X- Anz- Al gori t hmFAWB4- HVAC- SHA256
&X- Ane- Dat €=20141201T220302Z
&X- Az - Si gnedHeader s=Host
&X- Ane- Expi r es=20141201T7220302Z
&X- Anz- Cr edent i al =<credenti al >
&X- Az - Si gnat ur e=<si gnat ur e>

For more information, see ElastiCache API topic Mbdi f yCacheCl uster.
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Removing Nodes from a Cluster

Removing nodes from a cluster applies only if you are not running the Clustered Redis engine.

Each time you change the number of nodes in a Memcached cluster, you must re-map at least some
of your keyspace so it maps to the correct node. For more detailed information on load balancing a
Memcached cluster, see Configuring Your ElastiCache Client for Efficient Load Balancing (p. 66).

Topics
¢ Removing Nodes from a Cluster (Console) (p. 160)
¢ Removing Nodes from a Cluster (AWS CLI) (p. 161)
¢ Removing Nodes from a Cluster (ElastiCache API) (p. 164)

Removing Nodes from a Cluster (Console)

To remove nodes from a cluster (console)

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. Inthe left navigation pane, choose Memcached or Redis.

A list of clusters running the selected engine appears.
3. From the list of clusters, choose the cluster name from which you want to remove a node.

A list of the cluster's nodes appears.

4. Choose the box to the left of the node ID for the node you want to delete. Using the ElastiCache
console, you can only delete one node at a time, so selecting multiple nodes will disable the
Delete node button.

The Delete Node dialog appears.

5. To delete the node, complete the Delete Node dialog box and choose Delete Node. To not delete
the node, choose the Cancel.

Impact of New Add and Remove Requests on Pending Requests

Scenarios | Pending New Results
Operation Request

Scenariol | Delete Delete The new delete request, pending or immediate, replaces
the pending delete request.

For example, if nodes 0001, 0003, and 0007 are pending
deletion and a new request to delete nodes 0002 and
0004 is issued, only nodes 0002 and 0004 will be
deleted. Nodes 0001, 0003, and 0007 will not be deleted.

Scenario 2 | Delete Create The new create request, pending or immediate, replaces
the pending delete request.

For example, if nodes 0001, 0003, and 0007 are pending
deletion and a new request to create a node is issued,

a new node will be created and nodes 0001, 0003, and
0007 will not be deleted.
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Scenarios | Pending New Results
Operation | Request

Scenario 3 | Create Delete The new delete request, pending or immediate, replaces
the pending create request.

For example, if there is a pending request to create two
nodes and a new request is issued to delete node 0003,
no new nodes will be created and node 0003 will be
deleted.

Scenario4 | Create Create The new create request is added to the pending create
request.

For example, if there is a pending request to create two
nodes and a new request is issued to create three nodes,
the new requests is added to the pending request and
five nodes will be created.

Important

If the new create request is set to Apply
Immediately - Yes, all create requests are
performed immediately. If the new create
request is set to Apply Immediately - No, all
create requests are pending.

To determine what operations are pending, choose the Description tab and check to see how many
pending creations or deletions are shown. You cannot have both pending creations and pending
deletions.

Cache Cluster: mycachecluster Mo

Cache Cluster: mycachecluster Hedes

Cache Cluster Datails Cache Cluster Datails

Cachi Cluster ID0  Fycacheclister Cache Cluster ID:  mycachechistir
iy Statug:  available
Creation Time:  Jully 30, 2014 S:45:59 AM UTC.7
Cache Mode Type: cache.rllarge
memcached
1414
Multiple
1]
Pending Creation.  MA
Pending Deletion: 0004, 0003, 0007

Configuration Endpoint

bus  available
July 30, 2014 S:45:59 AM UTC.T
Cache Node Type: cacherllarge
Engine:.  memcached
Enging Version. 1.4.14

Availlability Zone:  Multiple

Craation Ti

son: 2
ending DelaBion: WA

~0nfguration Enapoint

Auto Minor Version Upgrate.  Yes
Notification ARM:  Disabléd
Cache Subnel Group
Security Group(s)  default (activa)
Cache Parameter Group:  defaultmemcached.4 (in-sync)
Waintenance Window.  twedd1:30-we:02:30
Replication Group: MA

Auto Minor Version Upgrade:  Yes
Notification ARN:  Disabled

Cache S,

default (active)
Cache Parameter Group:  defaultmemcachedi.4 (in-sync)

Maintenance Window. tweid:30 we:02:30

Removing Nodes from a Cluster (AWS CLI)

1. Usethe command descri be- cache-cl ust er to display a list of nodes for a cluster, as in the
following example, and note the identifiers of the nodes you want to remove.

For Linux, OS X, or Unix:

aws el asticache describe-cache-clusters \
--cache-cluster-id ny-nmencached-cluster \
--show- cache-node-i nfo
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For Windows:

aws el asticache descri be-cache-clusters »
--cache-cluster-id ny-nencached-cluster ~
--show cache-node-info

This operation produces output similar to the following (JSON format):

{
"CacheC usters": [
{
"Engi ne": "menctached",
"CacheNodes": [
{
"CacheNodel d": "0001",
"Endpoi nt": {
"Port": 11211,
"Address": "ny-nencached-cl uster. 7ef -
exanpl e. 0001. usw2. cache. anazonaws. cont
}
"CacheNodeSt at us": "avail abl e",
"Par anet er G oupStatus": "in-sync",
"CacheNodeCreat eTi ne": "2016-09-21T16: 28: 28. 9732",
"Cust onmer Avai | abi | i tyZone": "us-west-2b"
}
{
"CacheNodel d": "0002",
"Endpoi nt": {
"Port": 11211,
"Address": "ny-nencached-cl uster. 7ef -
exanpl e. 0002. usw2. cache. amazonaws. cont
}
"CacheNodeSt atus": "avail abl e",
"Par anet er G oupStatus": "in-sync",
"CacheNodeCreat eTi ne": "2016-09-21T16: 28: 28. 9732",
"Cust onmer Avai | abi | i tyZone": "us-west-2b"
}
{
"CacheNodel d": "0003",
"Endpoi nt": {
"Port": 11211,
"Address": "ny-nencached-cl uster. 7ef -
exanpl e. 0003. usw2. cache. anazonaws. cont
}
"CacheNodeSt at us": "avail abl e",
"Par anet er G oupStatus": "in-sync",
"CacheNodeCreat eTi ne": "2016-09-21T16: 28: 28. 9732",
"Cust onmer Avai | abi | i tyZone": "us-west-2b"
}

]

"CachePar anet er G oup": {
"CacheNodel dsToReboot": [],

" CachePar anet er G oupNane": "defaul t. mencachedl. 4",
" Par anet er Appl yStatus": "in-sync"
}
"CacheC usterld": "ny-nmencached-cluster”,
"PreferredAvail abilityZone": "us-west-2b",
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" Confi gurationEndpoint": {
"Port": 11211,
"Address": "ny-nencached-cl uster. 7ef -
exanpl e. cf g. usw2. cache. amazonaws. cont'

}

cheSecurityGroups": [],
"CacheC usterCreateTi ne": "2016-09-21T16: 28: 28. 973Z",
" Aut oM nor Ver si onUpgr ade": true,

"CacheCl usterStatus": "avail abl e",
"NunCacheNodes": 3,
"d i ent Downl oadLandi ngPage": "https://consol e. aws. amazon. com

el asti cache/ hone#cl i ent - downl oad: ",
"SecurityGoups": |
{
"Status": "active",
"SecurityG oupld": "sg-dbe93fa2"
}
1.
"CacheSubnet G- oupNane": "default",
"Engi neVersion": "1.4.24",
"Pendi nghodi fi edVval ues": {},
" Pref erredMai nt enanceW ndow': "sat: 09: 00-sat: 10: 00",
"CacheNodeType": "cache. nB. nedi unt

}

Use the nodi f y- cache- cl ust er CLI operation with a list of the nodes to remove, as in the
following example.

To remove nodes from a cluster using the command-line interface, use the command nodi f y-
cache- cl ust er with the following parameters:
e --cache-cl uster-id The ID of the cache cluster you want to remove nodes from.

e --num cache- nodes The - - num cache- nodes parameter specifies the number of nodes you
want in this cluster after the modification is applied.

e --cache-node-i ds-to-renove A list of node IDs you want removed from this cluster.

e --appl y-i nmedi atel y or - - no- appl y-i nmedi at el y Specifies whether to remove these
nodes immediately or at the next maintenance window.

The following example immediately removes node 0001 from the cluster my-memcached-cluster.

For Linux, OS X, or Unix:

aws el asticache nodi fy-cache-cluster \
--cache-cluster-id ny-nmencached-cluster \
--num cache-nodes 2 \
--cache-node-i ds-to-renmove 0001 \
--apply-inedi atel y

For Windows:

aws el asticache nodi fy-cache-cluster »
--cache-cluster-id ny-nencached-cluster ~
--num cache-nodes 2 *
--cache-node-i ds-to-renmove 0001 ~
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--apply-inedi atel y

This operation produces output similar to the following (JSON format):

"CacheCl uster": {
"Engi ne": "mencached",
" CachePar amet er G oup": {
" CacheNodel dsToReboot": [],

" CachePar amet er G oupNane": "defaul t. mencachedl. 4",
" Par anet er Appl yStatus”: "in-sync"
},
"CacheC usterld": "ny-nmencached-cluster”,
"PreferredAvail abilityZone": "us-west-2b",

"ConfigurationEndpoint": {
"Port": 11211,
"Address": "rl h-menD00. 7ef -
exanpl e. cf g. usw2. cache. amazonaws. conf
8
"CacheSecurityGoups": [],
"CacheCl usterCreateTi ne": "2016-09-21T16: 28: 28. 973Z", 9dcvb5r
" Aut oM nor Ver si onUpgr ade": true,
"CacheC usterStatus": "nodifying",
"NuntCacheNodes": 3,
"d i ent Downl oadLandi ngPage”: "https://consol e. aws. amazon. com
el asti cache/ hone#cl i ent - downl oad: ",
"SecurityGoups": [
{
"Status": "active",
"SecurityG oupld': "sg-dbe93fa2"

}

I,
" CacheSubnet G oupNane": "default",
"Engi neVersion": "1.4.24",
" Pendi ngMbdi fi edVal ues": {
"NuntCacheNodes": 2,
" CacheNodel dsToRenmove": [
"0001"
]
}
" Pr ef err edMai nt enanceW ndow': "sat: 09: 00-sat: 10: 00",
"CacheNodeType": "cache. nB. nedi unt

For more information, see the AWS CLI topics descr i be- cache-cl ust er and nodi fy- cache-

cluster.

Removing Nodes from a Cluster (ElastiCache API)

To remove nodes using the ElastiCache API, call the Modi f yCached ust er API operation with the

cache cluster ID and a list of nodes to remove, as shown:

e Cached uster | d The ID of the cache cluster you want to remove nodes from.

¢ NunCacheNodes The NunCacheNodes parameter specifies the number of nodes you want in this
cluster after the modification is applied.
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» CacheNodel dsToRenpve. nenber . n The list of node IDs to remove from the cluster.
e CacheNodel dsToRenove. nenber. 1=0004
¢ CacheNodel dsToRenpve. nenber. 1=0005

« Appl yl medi at el y Specifies whether to remove these nodes immediately or at the next
maintenance window.

The following example immediately removes nodes 0004 and 0005 from the cluster myCacheCluster.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Modi f yCached ust er
&Cached ust er | d=nyCached ust er
&Appl yl nredi at el y=true
&CacheNodel dsToRenove. nenber . 1=0004
&CacheNodel dsToRenove. menber . 2=0005
&NuntacheNodes=3
&Ver si on=2014-12-01
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20141201T220302Z2
&X- Anz- Al gori t hmrFAWS4- HVAC- SHA256
&X- Anez- Dat e=20141201T7220302Z
&X- Anz- Si gnedHeader s=Host
&X- Anz- Expi res=20141201T2203022
&X- Anz- Cr edent i al =<cr edenti al >
&X- Ane- Si gnat ur e=<si gnat ur e>

For more information, see ElastiCache API topic Mbdi f yCacheC ust er.
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Canceling Pending Add or Delete Node
Operations

Canceling Pending Add or Delete Node Operations
(Console)

If you elected to not apply a change immediately, the operation has pending status until it is performed
at your next maintenance window. You can cancel any pending operation.

To cancel a pending operation

1. Signin to the AWS Management Console and open the ElastiCache console at https:/
console.aws.amazon.com/elasticache/.

2. Inthe left navigation pane, click Memcached or Redis. A list of clusters running the selected
engine will appear.

3. Inthe list of clusters, choose the name of the cluster that has pending operations you want to
cancel.

4. To determine what operations are pending, choose the Description tab and check to see how
many pending creations or deletions are shown. You cannot have both pending creations and
pending deletions.

.cache Cluster: mycachecluster Nodes Cache Cluster: my star [oescriotion | e
Cachie Cluster Ditails Cache Cluster Datails
Cache Cluster ID;  mycacheclusier Cache ClusteriD:  mycachechusier
Status  available Status:  availabli
Creation Time:  July 30, 2014 24559 AMUTC.7 Craation Time:  July 30, 2014 Sc45:59 AN UTC.T
Cache Mode Type:  cachesllarge Cache Mode Type:  cache.rdlarge
Engine: memcached Engine: memcached
Engine Version: 1.4.14 Engine Version: 1.4.14
Availability Zone:  Multiple Foailability Zone:  Multiphe
Muribit of Cache Nodes: 8 Number of Cachi Hodes: 8
Humber of Nodes Pending Crealion: 2 Humber of Hodes Pending Creation:  MA
Modes Pending DaleSon: MA Mades Pending Daletion: 0004, 0003, 0007
Configuration Endpoint - a—— Configuralion Endpoint - - ————— -
Auto Minor Version Upgrade: Yes Auto Minor Version Upgrade:  Yes
Notification ARN.  Disabled Notification ARN.  Disabled
Cache Subne! Greup: Cache Subnet Group:
Security Group(s) default (active) Secunty Group{s): defauli (active)
Cache Farameter Group:  defaui.memcached1d {in-sync) Cache Farameter Group:  defaulLmemcached1.4 (in-sync)
Mazinfenance Window:  twedd1:30 tue:iZz:30 Kasntenance Window: tuwei]:30-twe:iZ-30
Replication Group: MWA

5. Choose the Nodes tab.

6. To cancel all pending operations, click Cancel Pending. The Cancel Pending dialog box
appears.

7. Confirm that you want to cancel all pending operations by selecting the Cancel Pending button, or

to keep the operations, choose Cancel.
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Deleting a Cluster

As long as a cluster is in the available state, you are being charged for it, whether or not you are
actively using it. To stop incurring charges, delete the cluster.

Deleting a Cluster (Console)

The following procedure deletes a single cluster from your deployment. To delete multiple clusters,
repeat the procedure for each cluster you want to delete. You do not need to wait for one cluster to
finish deleting before starting the procedure to delete another cluster.

To delete a cluster

1. Signin to the AWS Management Console and open the Amazon ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. Inthe ElastiCache console dashboard, select the engine the cluster you want to delete is running,
either Memcached or Redis.

A list of all clusters running the selected engine appears.
3. To select the cluster to delete, select the cluster's name from the list of clusters.

Important
You can only delete one cluster at a time from the ElastiCache console. Selecting multiple
clusters disables the delete operation.

4. Select the Actions button and then select Delete from the list of actions.
5. Inthe Delete Cluster confirmation screen:

a. If this is a Redis cluster, specify whether or not a final snapshot should be taken, and, if you
want a final snapshot, the name of the snapshot.

b. Choose Delete to delete the cluster, or select Cancel to keep the cluster.
If you chose Delete, the status of the cluster changes to deleting.

As soon as your cluster is no longer listed in the list of clusters, you stop incurring charges for it.

Deleting a Cache Cluster (AWS CLI)

The following code deletes the cache cluster myC ust er.

aws el asticache del ete-cache-cluster --cache-cluster-id nyCd uster

The del et e- cache- cl ust er CLI action only deletes one cache cluster. To delete multiple cache
clusters, call del et e- cache- cl ust er for each cache cluster you want to delete. You do not need to
wait for one cache cluster to finish deleting before deleting another.

For more information, go to the AWS CLI for ElastiCache topic del et e- cache-cl uster.

Deleting a Cache Cluster (ElastiCache API)

The following code deletes the cluster myd ust er.

‘ https://el asti cache. us-west-2. amazonaws. com
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?Act i on=Del et eCached ust er
&Cached ust er | d=nyd ust er

&Si gnat ur eVer si on=4

&Si gnat ur eMet hod=Hmac SHA256

&Ti mest anp=20150202T220302Z

&X- Anz- Al gor i t hmeAWS4- HVAC- SHA256
&X- Anz- Dat €=20150202T220302Z
&X- Anz- Si gnedHeader s=Host

&X- Anz- Expi res=20150202T220302Z
&X- Anz- Credent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>

The Del et eCached ust er API operation only deletes one cache cluster. To delete multiple cache
clusters, call Del et eCacheC ust er for each cache cluster you want to delete. You do not need to
wait for one cache cluster to finish deleting before deleting another.

For more information, go to the ElastiCache API reference topic Del et eCacheCl uster.
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Scaling

The amount of data your application needs to process is seldom static. It increases and decreases
as your business grows or experiences normal fluctuations in demand. If you self-manage your
cache, you need to provision sufficient hardware for your demand peaks, which can be expensive.
By using Amazon ElastiCache you can scale to meet current demand, paying only for what you use.
ElastiCache enables you to scale your cache to match demand.

Important

Amazon ElastiCache does not support modifying a Redis (cluster mode enabled) replication
group. Therefore, the only way to scale your Redis (cluster mode enabled) replication group
is to create a new replication group which has the node type, number of node groups,

and number of replicas per node group you want to scale to, and then delete the existing
replication group. If you are not changing the number of node groups, you can seed the new
replication group with data from the existing replication group. For more information, see
ElastiCache Backup & Restore (Redis) (p. 235).

Topics
¢ Scaling Memcached (p. 170)

¢ Scaling Redis (cluster mode disabled) Clusters (p. 173)
¢ Scaling Redis Clusters with Replica Nodes (p. 180)
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Scaling Memcached

Memcached clusters are comprised of from 1 to 20 nodes. Scaling a Memcached cluster out and in is
as easy as adding or removing nodes from the cluster.

If you need more than 20 nodes in a Memcached cluster, or more than 100 nodes total in a region,
please fill out the ElastiCache Limit Increase Request form at https://aws.amazon.com/contact-us/
elasticache-node-limit-request/.

Because you can partition your data across all the nodes in a Memcached cluster, scaling up to a node
type with greater memory is seldom required. However, because the Memcached engine does not
persist data, if you do scale to a different node type, you must create a new Memcached cluster which
will start out empty unless your application populates it.

Topics
¢ Scaling Memcached Horizontally (p. 170)
e Scaling Memcached Vertically (p. 171)

Scaling Memcached Horizontally

The Memcached engine supports partitioning your data across multiple nodes. Because of this,
Memcached clusters scale horizontally easily. A Memcached cluster can have from 1 to 20 nodes. To
horizontally scale your Memcached cluster, merely add or remove nodes.

If you need more than 20 nodes in a Memcached cluster, or more than 100 nodes total in a region,
please fill out the ElastiCache Limit Increase Request form at https://aws.amazon.com/contact-us/
elasticache-node-limit-request/.

The following topics detail how to scale your Memcached cluster out or in by adding or removing
nodes.

e Adding Nodes to a Cluster (p. 154)
¢ Removing Nodes from a Cluster (p. 160)

Each time you change the number of nodes in your Memcached cluster, you must re-map at least
some of your keyspace so it maps to the correct node. For more detailed information on load balancing
your Memcached cluster, see Configuring Your ElastiCache Client for Efficient Load Balancing (p. 66).

If you use auto discovery on your Memcached cluster, you do not need to change the endpoints in
your application as you add or remove nodes. For more information on auto discovery see, Node Auto
Discovery (Memcached) (p. 95). If you do not use auto discovery, each time you change the number of
nodes in your Memcached cluster you must update the endpoints in your application.
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Scaling Memcached Vertically

When you scale your Memcached cluster up or down you must create a new cluster. Memcached
clusters always start out empty unless your application populates it.

Important

If you are scaling down to a smaller node type, be sure that the smaller node type is adequate
for your data and overhead. For more information, see Selecting Your Memcached Node

Size (p. 78).

Topics
¢ Scaling Memcached Vertically (Console) (p. 171)
e Scaling Memcached Vertically (AWS CLI) (p. 171)
¢ Scaling Memcached Vertically (ElastiCache API) (p. 171)

Scaling Memcached Vertically (Console)

The following procedure walks you through scaling your Memcached cluster vertically using the
ElastiCache console.

To scale a Memcached cluster vertically (console)

1. Create a new cluster with the new node type. For more information, see Creating a Cluster
(Console): Memcached (p. 129).

2. Inyour application, update the endpoints to the new cluster's endpoints. For more information, see

Finding the Endpoints for a Memcached Cluster (Console) (p. 49).
3. Delete the old cluster. For more information, see Deleting a Cluster (Console) (p. 167)..

Scaling Memcached Vertically (AWS CLI)

The following procedure walks you through scaling your Memcached cache cluster vertically using the

AWS CLI.

To scale a Memcached cache cluster vertically (AWS CLI)

1. Create a new cache cluster with the new node type. For more information, see Creating a Cache

Cluster (AWS CLI) (p. 137).

2. Inyour application, update the endpoints to the new cluster's endpoints. For more information, see

Finding Endpoints (AWS CLI) (p. 54).

3. Delete the old cache cluster. For more information, see Deleting a Cache Cluster (AWS
CLI) (p. 167).

Scaling Memcached Vertically (ElastiCache API)

The following procedure walks you through scaling your Memcached cache cluster vertically using the

ElastiCache API.

To scale a Memcached cache cluster vertically (ElastiCache API)

1. Create a new cache cluster with the new node type. For more information, see Creating a Cache

Cluster (ElastiCache API) (p. 140).

2. Inyour application, update the endpoints to the new cache cluster's endpoints. For more
information, see Finding Endpoints (ElastiCache API) (p. 58).
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3. Delete the old cache cluster. For more information, see Deleting a Cache Cluster (ElastiCache
API) (p. 167).
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Scaling Redis (cluster mode disabled) Clusters

Redis (cluster mode disabled) nodes must be large enough to contain all the cache's data plus Redis
overhead. To change the data capacity of your Redis (cluster mode disabled) cluster, you must scale
vertically; scaling up to a larger node type to increase data capacity, or scaling down to a smaller node
type to reduce data capacity.

The ElastiCache scaling up process is designed to make a best effort to retain your existing data

and requires successful Redis replication. For Redis (cluster mode disabled) Redis clusters, we
recommend that sufficient memory be made available to Redis as described in the topic Ensuring You
Have Sufficient Memory to Create a Redis Snapshot (p. 60).

The scaling down process is completely manual and makes no attempt at data retention other than
what you do.

You cannot partition your data across multiple Redis (cluster mode disabled) clusters. However, if you
only need to increase or decrease your cluster's read capacity, you can create a Redis (cluster mode
disabled) cluster with replica nodes and add or remove read replicas. To create a Redis (cluster mode
disabled) cluster with replica nodes using your single-node Redis cache cluster as the primary cluster,
see Creating a Redis (cluster mode disabled) Cluster (Console) (p. 130).

After you create the cluster with replicas, you can increase read capacity by adding read replicas.
Later, if you need to, you can reduce read capacity by removing read replicas. For more information,
see Increasing Read Capacity (p. 188) or Decreasing Read Capacity (p. 189).

In addition to being able to scale read capacity, Redis (cluster mode disabled) clusters with
replicas provide other business advantages. For more information, see ElastiCache Replication
(Redis) (p. 190).

Topics
¢ Scaling Up Single-Node Redis Clusters (p. 173)
¢ Scaling Down Single-Node Redis Clusters (p. 178)

Scaling Up Single-Node Redis Clusters

When you scale up a single-node Redis cluster, ElastiCache performs the following process, whether
you use the ElastiCache console, the AWS CLI, or the ElastiCache API.

1. Allreads from and writes to the cache cluster are blocked.

2. A new cache cluster with the new node type is spun up in the same availability zone as the
existing cache cluster.

3. The cache data in the existing cache cluster is copied to the new cache cluster. How long this
process takes depends upon your node type and how much data is in the cache cluster.

4. Reads and writes are resumed using the new cache cluster. Because the new cache cluster's
endpoints are the same as they were for the old cache cluster, you do not need to update the
endpoints in your application.

5. ElastiCache deletes the old cache cluster.

Because writes to and reads from your cache cluster are blocked during the scale-up process, you
should schedule the scale up for a time of low demand on your cache cluster.

As shown in the following table, your Redis scale-up operation is blocked if you have an engine
upgrade scheduled for the next maintenance window. For more information on Maintenance Windows,
see Maintenance Window (p. 43).
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Blocked Redis operations

Pending Operations Blocked Operations
Scale up Immediate engine upgrade
Engine upgrade Immediate scale up

Scale up and engine upgrade Immediate scale up

Immediate engine upgrade

If you have a pending operation that is blocking you, you can do one of the following.

Schedule your Redis scale-up operation for the next maintenance window by clearing
the Apply immediately check box (CLI use: - - no- appl y-i nmedi at el y, API use:
Appl yl nredi at el y=f al se).

Wait until your next maintenance window (or after) to perform your Redis scale up operation.

Add the Redis engine upgrade to this cache cluster modification with the Apply Immediately check
box selected (CLI use: - - appl y-i nmedi at el y, APl use: Appl yl medi at el y=t r ue). This
unblocks your scale up operation by causing the engine upgrade to be performed immediately.

You can scale up a single-node Redis (cluster mode disabled) cluster using the ElastiCache console,
the AWS CLI, or ElastiCache API.

Scaling Up Single-Node Redis Clusters (Console)

The following procedure describes how to scale up a single-node Redis cluster using the ElastiCache
Management Console.

To scale up a single-node Redis cluster (console)

1.

Sign in to the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticachel/.

From the left navigation pane, choose Redis.

From the list of clusters, choose the cluster you want to scale up (it must be running the Redis
engine, not the Clustered Redis engine).

Choose Modify.
In the Modify Cluster wizard, choose the node type you want to scale to from the Node type list.

The list identifies all the node types you can scale up to.

If you want to perform the scale up process right away, select the Apply immediately box. If the
Apply immediately box is left unselected, the scale-up process is performed during this cluster's
next maintenance window.

Choose Modify.

If you selected Apply immediately in the previous step, the cluster's status changes to modifying.
When the status changes to available, the modification is complete and you can begin using the
new cluster.

Scaling Up Single-Node Redis Cache Clusters (AWS CLI)

The following procedure describes how to scale up a single-node Redis cache cluster using the AWS

CLL
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To scale up a single-node Redis cache cluster (AWS CLI)

1.

Determine the node types you can scale up to by running the AWS CLI | i st - al | owed- node-
type- nodi fi cati ons command with the following parameter.

e --cache-cl uster-id— Name of the single-node Redis cache cluster you want to scale up.

For Linux, OS X, or Unix:

aws el asticache |ist-all owed-node-type-nodifications \
--cache-cluster-id ny-cache-cluster-id

For Windows:

aws el asticache |ist-allowed-node-type-nodifications *
--cache-cluster-id ny-cache-cluster-id

For more information, see list-allowed-node-type-modifications in the AWS CLI Reference.

Modify your existing cache cluster specifying the cache cluster to scale up and the new, larger
node type, using the AWS CLI nodi f y- cache- cl ust er command and the following parameters.
e --cache-cl uster-id-The name of the cache cluster you are scaling up.

e --cache- node-t ype — The new node type you want to scale the cache cluster up to.
This value must be one of the node types returned by the | i st - al | owed- node-t ype-
nodi fi cati ons command in step 1.

e --appl y-i nmedi at el y — Causes the scale-up process to be applied immediately. To
postpone the scale-up process to the cluster's next maintenance window, use the - - no-
appl y-i mredi at el y parameter.

For Linux, OS X, or Unix:

aws el asticache nodi fy-cache-cluster \
--cache-cluster-id ny-redis-cache-cluster \
--cache-node-type cache. n2. xl arge \
--apply-i medi ately

For Windows:

aws el asticache nodi fy-cache-cluster »
--cache-cluster-id ny-redi s-cache-cluster »
--cache-node-type cache. n?. x|l arge *
--apply-inredi atel y

For more information, see modify-cache-cluster in the AWS CLI Reference.

If you used the - - appl y-i medi at el y, check the status of the new cache cluster using the
AWS CLI descri be-cache- cl ust er s command with the following parameter. When the status
changes to available, you can begin using the new, larger cache cluster.

e --cache-cache cl uster-id - The name of your single-node Redis cache cluster. Use this
parameter to describe a particular cache cluster rather than all cache clusters.

API Version 2015-02-02
175



http://docs.aws.amazon.com/cli/latest/reference/elasticache/list-allowed-node-type-modifications.html
http://docs.aws.amazon.com/cli/latest/reference/elasticache/modify-cache-cluster.html

Amazon ElastiCache User Guide
Scaling Up Redis Clusters

aws el asticache describe-cache-clusters --cache-cluster-id ny-redi s-cache-
cluster

For more information, see describe-cache-clusters in the AWS CLI Reference.

Scaling Up Single-Node Redis Cache Clusters (ElastiCache
API)

The following procedure describes how to scale up a single-node Redis cache cluster using the
ElastiCache API.

To scale up a single-node Redis cache cluster (ElastiCache API)

1. Determine the node types you can scale up to by running the ElastiCache API
Li st Al | onedNodeTypeModi fi cati ons action with the following parameter.

* Cached ust er | d — The name of the single-node Redis cache cluster you want to scale up.

https://el asti cache. us-west-2. amazonaws. coni
?Acti on=Li st Al | ownedNodeTypeMbdi fi cati ons
&Cached ust er | d=M/Redi sCached ust er
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20150202T192317Z
&X- Anz- Credent i al =<cr edenti al >

For more information, see ListAllowedNodeTypeModifications in the Amazon ElastiCache API
Reference.

2. Modify your existing cache cluster specifying the cache cluster to scale up and the new,
larger node type, using the Modi f yCacheC ust er ElastiCache API action and the following
parameters.

e Cached ust er | d — The name of the cache cluster you are scaling up.

e CacheNodeType — The new, larger node type you want to scale the cache cluster up to. This
value must be one of the node types returned by the Li st Al | onedNodeTypeMbdi fi cati ons
action in step 1.

e Appl yl medi at el y — Set to t r ue to cause the scale-up process to be performed
immediately. To postpone the scale-up process to the cluster's next maintenance window, use
Appl yl medi at el y=f al se.

https://el asticache. us-west-2. amazonaws. com
?Act i on=Modi f yCached ust er
&Appl yl medi at el y=true
&Cached ust er | d=MyRedi sCacheCd ust er
&CacheNodeType=cache. n2. x| ar ge
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hnmac SHA256
&Ti mest anp=20150202T1923172
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&X- Anez- Cr edent i al =<cr edenti al >

For more information, see ModifyCacheCluster in the Amazon ElastiCache API Reference.

If you used Appl yI mmedi at el y=t r ue, check the status of the new cache cluster using the
ElastiCache API Descr i beCached ust er s action with the following parameter. When the status
changes to available, you can begin using the new, larger cache cluster.

e Cached ust er | d — The name of your single-node Redis cache cluster. Use this parameter to
describe a particular cache cluster rather than all cache clusters.

https://el asticache. us-west-2. amazonaws. com
?Acti on=Descri beCacheC usters
&Cached ust er | d=MyRedi sCacheCd ust er
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hnmac SHA256
&Ti mest anp=20150202T192317Z
&X- Anz- Credent i al =<cr edenti al >

For more information, see DescribeCacheClusters in the Amazon ElastiCache API Reference.
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Scaling Down Single-Node Redis Clusters

The ElastiCache process for scaling your Redis cluster down is completely manual and makes no
attempt at data retention other than what you do.

The following sections walks you through how to scale a single-node Redis cluster down to a smaller
node type. Ensuring that the new, smaller node type is large enough to accommodate all the data and
Redis overhead is important to the long term success of your new Redis cluster. For more information,
see Ensuring You Have Sufficient Memory to Create a Redis Snapshot (p. 60).

Topics
¢ Scaling Down a Single-Node Redis Cluster (Console) (p. 178)
¢ Scaling Down a Single-Node Redis Cache Cluster (AWS CLI) (p. 178)

¢ Scaling Down a Single-Node Redis (cluster mode disabled) Cache Cluster (ElastiCache
API) (p. 179)

Scaling Down a Single-Node Redis Cluster (Console)

The following procedure walks you through scaling your single-node Redis cluster down to a smaller
node type using the ElastiCache console.

To scale down your single-node Redis cluster (console)

1. Ensure that the smaller node type is adequate for your data and overhead needs. For more
information, see Ensuring You Have Sufficient Memory to Create a Redis Snapshot (p. 60).

2. Signin to the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

3. Take a snapshot of the cluster. For details on how to take a snapshot, see Creating a Manual
Backup (Console) (p. 239).

4. Restore from this snapshot specifying the new node type for the new cluster. For more
information, see Restoring From a Backup (Console) (p. 255).

Alternatively, you can launch a new cluster using the new node type and seeding it from the
snapshot. For more information see Using a Backup to Seed a Cluster (p. 257).

5. Inyour application, update the endpoints to the new cluster's endpoints. For more information, see
Finding the Endpoints for a Redis (cluster mode disabled) Cluster (Console) (p. 51).

6. Delete the old cluster. For more information, see Deleting a Cluster (Console) (p. 167).

7. If you no longer need it, delete the snapshot. For more information, see Deleting a Backup
(Console) (p. 261).

Tip

If you don't mind your cluster being unavailable while it is being created or restored, you can
eliminate the need to update the endpoints in your application by deleting the old cluster right
after taking the snapshot and re-using the old cluster's name for the new cluster.

Scaling Down a Single-Node Redis Cache Cluster (AWS CLI)

The following procedure walks you through scaling your single-node Redis cache cluster down to a
smaller node type using the AWS CLI.

To scale down a single-node Redis cache cluster (AWS CLI)

1. Ensure that the smaller node type is adequate for your data and overhead needs. For more
information, see Ensuring You Have Sufficient Memory to Create a Redis Snapshot (p. 60).
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2. Create a snapshot of your existing Redis cache cluster. For instructions, see Creating a Manual
Backup (AWS CLI) (p. 240).

3. Restore from the snapshot using the new, smaller node type as the cache cluster's node type. For
more information, see Restoring From a Backup (AWS CLI) (p. 255).

4. In your application, update the endpoints to the new cache cluster's endpoints. For more
information, see Finding Endpoints for Nodes and Clusters (AWS CLI) (p. 54).

5. Delete your old cache cluster. For more information, see Deleting a Cache Cluster (AWS
CLI) (p. 167).

6. If you no longer need it, delete the snapshot. For more information, see Deleting a Backup (AWS
CLI) (p. 261).

Tip

If you don't mind your cache cluster being unavailable while it is being created or restored, you
can eliminate the need to update the endpoints in your application by deleting the old cache
cluster right after taking the snapshot and re-using the old cache cluster's name for the new
cache cluster.

Scaling Down a Single-Node Redis (cluster mode disabled)
Cache Cluster (ElastiCache API)

The following procedure walks you through scaling your single-node Redis cache cluster down to a
smaller node type using the ElastiCache API.

To scale down a single-node Redis cache cluster (ElastiCache API)

1. Ensure that the smaller node type is adequate for your data and overhead needs. For more
information, see Ensuring You Have Sufficient Memory to Create a Redis Snapshot (p. 60).

2. Create a snapshot of your existing Redis cache cluster. For instructions, see Creating a Manual
Backup (ElastiCache API) (p. 240).

3. Restore from the snapshot using the new, smaller node type as the cache cluster's node type. For
more information, see Restoring From a Backup (ElastiCache API) (p. 256).

4. In your application, update the endpoints to the new cache cluster's endpoints. For more
information, see Finding Endpoints for Nodes and Clusters (ElastiCache API) (p. 58).

5. Delete your old cache cluster. For more information, see Deleting a Cache Cluster (ElastiCache
API) (p. 167).

6. If you no longer need it, delete the snapshot. For more information, see Deleting a Backup
(ElastiCache API) (p. 261).

Tip

If you don't mind your cache cluster being unavailable while it is being created or restored, you
can eliminate the need to update the endpoints in your application by deleting the old cache
cluster right after taking the snapshot and re-using the old cache cluster's name for the new
cache cluster.
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Scaling Redis Clusters with Replica Nodes

A Redis cluster with replica nodes (called replication group in the API/CLI) provides high availability via
replication that has Multi-AZ with automatic failover enabled. A cluster with replica nodes is a logical
collection of up to 6 Redis clusters where one cluster, the Primary, is able to serve both read and write
requests. All the other clusters in the cluster are read-only replicas of the Primary. Data written to the
Primary is asynchronously replicated to all the read replicas in the cluster. Because Redis (cluster
mode disabled) does not support partitioning your data across multiple clusters, each cluster in a
Redis (cluster mode disabled) replication group contains the entire cache dataset. Redis (cluster mode
enabled) custers support partitioning your data across up to 15 shards.

Important

Due to the current limitations on Redis (cluster mode enabled), to scale the node type, number
of shards (called node groups in the API/CLI), or the number of replicas in the shard of a
Redis (cluster mode enabled) cluster with replica nodes, you must create a new Redis (cluster
mode enabled) cluster with the new node type, number of shards, or number of replicas and
then delete the old cluster.

To change the data capacity of your cluster you must scale it up to a larger node type, or down to a
smaller node type.

To change the read capacity of your cluster, add more read replicas, up to a maximum of 5, or remove
read replicas.

The ElastiCache scaling up process is designed to make a best effort to retain your existing data and
requires successful Redis replication. For Redis clusters with replicas, we recommend that sufficient
memory be made available to Redis as described in the topic Ensuring You Have Sufficient Memory to
Create a Redis Snapshot (p. 60).

The scaling down process is completely manual and makes no attempt at data retention other than
what you do.

Related topics

¢ ElastiCache Replication (Redis) (p. 190)

¢ Replication: Redis (cluster mode disabled) vs. Redis (cluster mode enabled) (p. 193)
¢ Replication: Multi-AZ with Automatic Failover (Redis) (p. 196)

¢ Ensuring You Have Sufficient Memory to Create a Redis Snapshot (p. 60)

Topics
¢ Scaling Up Redis Clusters with Replicas (p. 181)
¢ Scaling Down Redis Clusters with Replicas (p. 186)
¢ Increasing Read Capacity (p. 188)
¢ Decreasing Read Capacity (p. 189)
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Scaling Up Redis Clusters with Replicas

Important

Due to the current limitations on Redis (cluster mode enabled), to scale the number of node
groups or the node types in the node groups of a Redis (cluster mode enabled) cluster with
replicas, you must create a new Redis (cluster mode enabled) cluster with the new number of
node groups or node type and then delete the old cluster.

Amazon ElastiCache provides console, CLI, and API support for scaling your Redis (cluster mode
disabled) replication group up.

When the scale-up process is initiated, ElastiCache does the following:

Blocks all reads from and writes to the primary cluster.

Launches a new Redis replication group using the new node type.
Copies all the data from the primary cluster to the new primary cluster.
Sync the new read replicas with the new primary cluster.

Updates the DNS entries so they point to the new clusters. Because of this you don't have to
update the endpoints in your application.

ok wDdE

Important
Reads from read replica clusters will be interrupted while ElastiCache switches you from
your current replicas to the new replicas.

Reinstates reads from and writes to the new primary cluster.
7. Deletes the old cluster (called replication group in the API/CLI).

How long this process takes is dependent upon your node type and how much data is in your cluster.

As shown in the following table, your Redis scale-up operation is blocked if you have an engine
upgrade scheduled for the cluster’s next maintenance window.

Blocked Redis operations

Pending Operations Blocked Operations
Scale up Immediate engine upgrade
Engine upgrade Immediate scale up

Scale up and engine upgrade Immediate scale up

Immediate engine upgrade

If you have a pending operation that is blocking you, you can do one of the following.

¢ Schedule your Redis scale-up operation for the next maintenance window by clearing
the Apply immediately check box (CLI use: - - no- appl y-i nmedi at el y, API use:
Appl yl nmredi at el y=f al se).
¢ Wait until your next maintenance window (or after) to perform your Redis scale-up operation.

» Add the Redis engine upgrade to this cache cluster modification with the Apply Immediately check
box selected (CLI use: - - appl y-i medi at el y, APl use: Appl yl medi at el y=t r ue). This
unblocks your scale-up operation by causing the engine upgrade to be performed immediately.

The following sections describe how to scale your Redis cluster with replicas up using the ElastiCache
console, the AWS CLI, and the ElastiCache API.
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Scaling Up a Redis Cluster with Replicas (Console)

The following process scales your cluster with replicas from its current node type to a new, larger node
type using the ElastiCache console. During this process, until the status changes from modifying to
available, all reads and writes between your application and the primary cache cluster are blocked.

The amount of time it takes to scale up to a larger node type varies, depending upon the node type and
the amount of data in your current cluster.

To scale up Redis cluster with replicas (console)

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. From the left navigation pane, choose Redis

3. From the list of clusters, choose the cluster you want to scale up. This cluster must be running the
Redis engine and not the Clustered Redis engine.

4. Choose Modify.
5. For Node Types, in the Modify Cluster dialog box, choose the node type you want to scale up to.

6. If you want to perform the scale-up process right away, select the Apply immediately check box.
If the Apply immediately check box is left unselected, the scale-up process is performed during
this cluster's next maintenance window.

7. Choose Modify.

8. When the cluster’s status changes from modifying to available, your cluster has scaled to the
new node type and you may resume using it. There is no need to update the endpoints in your
application.

Scaling Up a Redis Replication Group (AWS CLI)

The following process scales your replication group (console: cluster with replicas) from its current
node type to a new, larger node type using the AWS CLI. During this process, until the status changes
from modifying to available, all reads and writes between your application and the primary cache
cluster are blocked.

The amount of time it takes to scale up to a larger node type varies, depending upon your node type
and the amount of data in your current cache cluster.

To scale up a Redis Replication Group (AWS CLI)

1. Determine which node types you can scale up to by running the AWS CLI | i st - al | owed- node-
type- nodi fi cati ons command with the following parameter.

e --replication-group-id-the name of the replication group. Use this parameter to
describe a particular replication group rather than all replication groups.

For Linux, OS X, or Unix:

aws el asticache |ist-all owed-node-type-nodifications \
--replication-group-id ny-replication-group

For Windows:

aws el asticache |ist-allowed-node-type-nodifications *
--replication-group-id ny-replication-group
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For more information, see list-allowed-node-type-modifications in the AWS CLI Reference.

2. Scale your current replication group up to the new node type using the AWS CLI nodi fy-
replicati on-group command with the following parameters.

e --replication-group-id-the name of the replication group.

e --cache- node-t ype —the new, larger node type of the cache clusters in this replication
group. This value must be one of the instance types returned by the | i st - al | owed- node-
type- nodi fi cati ons command in step 1.

e --appl y-i nmedi at el y — Causes the scale-up process to be applied immediately. To
postpone the scale-up operation to the next maintenance window, use - - no- appl y-
i mredi atel y.

For Linux, OS X, or Unix:

aws el asticache nodify-replication-group \
--replication-group-id ny-replication-group \
--cache-node-type cache.nB.large \
--apply-i nmedi ately

For Windows:

aws el asticache nodify-replication-group »
--replication-group-id nmy-replication-group "
--cache-node-type cache.n8.large "
--apply-i medi atel y

For more information, see modify-replication-group in the AWS CLI Reference.

3. Ifyou used the - - appl y-i nmedi at el y parameter, monitor the status of the replication group
using the AWS CLI descri be-repli cati on- gr oup command with the following parameter.
When the status changes from modifying to available, you can begin writing to your new, scaled
up replication group.

e --replication-group-id-the name of the replication group. Use this parameter to
describe a particular replication group rather than all replication groups.

For Linux, OS X, or Unix:

aws el asticache describe-replication-group \
--replication-group-id ny-replication-group

For Windows:

aws el asticache describe-replication-groups "
--replication-group-id ny-replication-group

For more information, see describe-replication-groups in the AWS CLI Reference.

Scaling Up a Redis Replication Group (ElastiCache API)

The following process scales your replication group from its current node type to a new, larger node
type using the ElastiCache API. During this process, until the status changes from modifying to
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available, all reads and writes between your application and the primary cache cluster are blocked.
However, reads from the read replica cache clusters continue uninterrupted.

The amount of time it takes to scale up to a larger node type varies, depending upon your node type
and the amount of data in your current cache cluster.

To scale up a Redis Replication Group (ElastiCache API)

1. Determine which node types you can scale up to using the ElastiCache API
Li st Al | onedNodeTypeModi fi cati ons action with the following parameter.

e ReplicationG oupl d - the name of the replication group. Use this parameter to describe a
specific replication group rather than all replication groups.

https://el asticache. us-west-2. anazonaws. coni
?Acti on=Li st Al | ownedNodeTypeMbdi fi cati ons
&Repl i cati onG oupl d=MyRepl i cati onG oup
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hnmac SHA256
&Ti mest anp=20150202T192317Z
&X- Anz- Credent i al =<cr edenti al >

For more information, see ListAllowedNodeTypeModifications in the Amazon ElastiCache API
Reference.

2. Scale your current replication group up to the new node type using the
Mbdi f yRedpl i cati onG oup ElastiCache API action and with the following parameters.

e ReplicationG oupl d - the name of the replication group.

e CacheNodeType — the new, larger node type of the cache clusters in this
replication group. This value must be one of the instance types returned by the
Li st Al | onedNodeTypeMbdi fi cati ons action in step 1.

e Appl yl medi at el y — Set to t r ue to causes the scale-up process to be applied
immediately. To postpone the scale-up process to the next maintenance window, use
Appl yl medi at el y=f al se.

https://el asticache. us-west-2. amazonaws. com
?Act i on=Mbodi f yRepl i cati onGroup
&Appl yl medi at el y=true
&CacheNodeType=cache. nB. | ar ge
&Repl i cati onG oupl d=nyRepl i cati onG oup
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20141201T220302Z
&Ver si on=2014-12-01
&X- Anz- Al gor i t hmneAWS4- HVAC- SHA256
&X- Anez - Dat e=20141201T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Anz- Expi res=20141201T220302Z
&X- Anz- Credent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>

For more information, see ModifyReplicationGroup in the Amazon ElastiCache API Reference.

3. Ifyou used Appl yl medi at el y=t r ue, monitor the status of the replication group using the
ElastiCache API Descri beRepl i cati onG oups action with the following parameters. When
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the status changes from modifying to available, you can begin writing to your new, scaled up
replication group.

* Replicati onG oupl d —the name of the replication group. Use this parameter to describe a
particular replication group rather than all replication groups.

https://el asticache. us-west-2. amazonaws. com
?Acti on=Descri beRepl i cati onG oups
&Repl i cati onG oupl d=MyRepl i cati onG oup
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20150202T192317Z
&X- Anz- Credent i al =<cr edenti al >

For more information, see DescribeReplicationGroups in the Amazon ElastiCache API Reference.
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Scaling Down Redis Clusters with Replicas

The following sections walks you through how to scale a Redis (cluster mode disabled) cache cluster
with replica nodes down to a smaller node type. Ensuring that the new, smaller node type is large

enough to accommodate all the data and overhead is very important to success. For more information,

see Ensuring You Have Sufficient Memory to Create a Redis Snapshot (p. 60).

Topics
¢ Scaling Down a Redis Cluster with Replicas (Console) (p. 186)
¢ Scaling Down a Redis Replication Group (AWS CLI) (p. 186)
¢ Scaling Down a Redis Replication Group (ElastiCache API) (p. 187)

Scaling Down a Redis Cluster with Replicas (Console)

The following process scales your Redis cluster with replica nodes to a smaller node type using the
ElastiCache console.

To scale down a Redis cluster with replica nodes (console)

1. Ensure that the smaller node type is adequate for your data and overhead needs. For more
information, see Ensuring You Have Sufficient Memory to Create a Redis Snapshot (p. 60).

2. Signin to the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

3. Take a snapshot of the cluster’s primary node. For details on how to take a snapshot, see Creating

a Manual Backup (Console) (p. 239).

4. Restore from this snapshot specifying the new node type for the new cluster. For more
information, see Restoring From a Backup (Console) (p. 255).

Alternatively, you can launch a new cluster using the new node type and seeding it from the
snapshot. For more information see Using a Backup to Seed a Cluster (p. 257).

5. Inyour application, update the endpoints to the new cluster's endpoints. For more information, see

Finding the Endpoints for a Redis (cluster mode disabled) Cluster (Console) (p. 51).

6. Delete the old cluster. For more information, see Deleting a Replication Group
(Console) (p. 228).

7. If you no longer need it, delete the snapshot. For more information, see Deleting a Backup
(Console) (p. 261).

Tip

If you don't mind being unable to use your replication group while it is being created or
restored, you can eliminate the need to update the endpoints in your application by deleting
the old cluster right after taking the snapshot and re-using the old cluster's name for the new
cluster.

Scaling Down a Redis Replication Group (AWS CLI)

The following process scales your Redis replication group to a smaller node type using the AWS CLI.

To scale down a Redis replication group (AWS CLI)

1. Ensure that the smaller node type is adequate for your data and overhead needs. For more
information, see Selecting Your Redis Node Size (p. 79).

2. Create a snapshot of your existing Redis node. For instructions, see Creating a Manual Backup
(AWS CLI) (p. 240).
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3. Restore from the snapshot using the new, smaller node type as the new node type. For more
information, see Restoring From a Backup (AWS CLI) (p. 255).

4. Inyour application, update the endpoints to the new cache cluster's endpoints. For more
information, see Finding the Endpoints for Replication Groups (AWS CLI) (p. 56).

5. Delete your old replication group. For more information, see Deleting a Replication Group (AWS
CLI) (p. 228).

6. If you no longer need it, delete the snapshot. For more information, see Deleting a Backup (AWS
CLI) (p. 261).

Tip

If you don't mind being unable to use your replication group while it is being created or
restored, you can eliminate the need to update the endpoints in your application by deleting
the old replication group right after taking the snapshot and re-using the old replication group's
name for the new replication group.

Scaling Down a Redis Replication Group (ElastiCache API)

The following process scales your Redis replication group to a smaller node type using the ElastiCache
API.

To scale down a Redis replication group (ElastiCache API)

1. Ensure that the smaller node type is adequate for your data and overhead needs. For more
information, see Selecting Your Redis Node Size (p. 79).

2. Create a snapshot of your existing Redis cache cluster. For instructions, see Creating a Manual
Backup (ElastiCache API) (p. 240).

3. Restore from the snapshot using the new, smaller node type as the new node type. For more
information, see Restoring From a Backup (ElastiCache API) (p. 256).

4. Inyour application, update the endpoints to the new cache cluster's endpoints. For more
information, see Finding Endpoints (ElastiCache API) (p. 58).

5. Delete your old replication group. For more information, see Deleting a Replication Group
(ElastiCache API) (p. 228).

6. If you no longer need it, delete the snapshot. For more information, see Deleting a Backup
(ElastiCache API) (p. 261).

Tip

If you don't mind being unable to use your replication group while it is being created or
restored, you can eliminate the need to update the endpoints in your application by deleting
the old replication group right after taking the snapshot and re-using the old replication group's
name for the new replication group.
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Increasing Read Capacity

To increase read capacity, add read replicas (up to a maximum of five) to your Redis replication group.

Important

Due to the current limitations on Redis (cluster mode enabled), to scale the number of replicas
in the shards of a Redis (cluster mode enabled) cluster, you must create a new Redis (cluster
mode enabled) cluster with the new number of replicas and then delete the old cluster.

You can scale your Redis cluster’s read capacity using the ElastiCache console, the AWS CLI, or the
ElastiCache API. For more information, see Adding a Read Replica to a Redis Cluster (p. 229).
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Decreasing Read Capacity

To decrease read capacity, delete one or more read replicas from your Redis cluster with replicas
(called replication group in the API/CLI). If the cluster is Multi-AZ with automatic failover enabled, you
cannot delete the last read replica without first disabling Multi-AZ with automatic failover. For more
information, see Modifying a Cluster with Replicas (p. 226).

Important
Due to the current limitations on Redis (cluster mode enabled), to scale the number of replicas

in the node groups of a Redis (cluster mode enabled) cluster with replicas, you must create a
new Redis (cluster mode enabled) cluster with the new number of replicas and then delete the

old replication group.

For more information, see Deleting a Read Replica (p. 234).
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Single-node Amazon ElastiCache Redis clusters are in-memory entities with limited data protection
services (AOF). if your cluster fails for any reason, you risk lose all the cluster's data. However, if
you're running the Redis engine, you can group 2 to 6 nodes into a cluster with replicas where 1t0 5
read-only clusters contain replicate data of the group's single read/write primary. In this scenario, if
one cluster fails for any reason you do not lose all your data since it is replicated in one or more other
clusters.

As seen in the following graphic, the replication structure is contained within a shard (called node group
in the API/CLI) which is contained within a Redis cluster. Redis (cluster mode disabled) clusters always
have one shard. Redis (cluster mode enabled) clusters can have up to 15 shards with the cluster's data
partitioned across the shards.

(" Redis Cluster 0
At least one replica

Replica
Node-1

Primary
Node

N

4 Replica |\
. Node-n |

L s

Shard

. >
Redis cluster with replica nodes

If the cluster with replicas has Multi-AZ with automatic failover enabled and the primary fails, the
primary fails over to a read replica. Because the data is updated on the replica nodes asynchronously,
there may be some data loss due to latency in updating the replica nodes. For more information, see
Mitigating Failures when Running Redis (p. 64).

Topics
¢ Redis Replication (p. 192)
¢ Replication: Redis (cluster mode disabled) vs. Redis (cluster mode enabled) (p. 193)
¢ Replication: Multi-AZ with Automatic Failover (Redis) (p. 196)
¢ How Synchronization and Backup are Implemented (p. 203)
¢ Creating a Redis Cluster with Replicas (p. 204)
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Viewing a Replication Group's Details (p. 221)
Finding Replication Group Endpoints (p. 225)
Modifying a Cluster with Replicas (p. 226)
Deleting a Cluster with Replicas (p. 228)

Adding a Read Replica to a Redis Cluster (p. 229)
Promoting a Read-Replica to Primary (p. 231)
Deleting a Read Replica (p. 234)
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Redis Replication

Redis now implements replication in two ways: 1) Redis (cluster mode disabled) with a single shard
that contains all of the cluster's data in each node, and 2) Redis (cluster mode enabled) with data
partitioned across up to 15 shards.

Redis (cluster mode disabled)

A Redis (cluster mode disabled) cluster is a collection of Redis nodes, with one primary read-write
node and up to five secondary, read-only nodes, which are called read replicas. Each read replica
maintains a copy of the data from the cluster's primary node. Asynchronous replication mechanisms
are used to keep the read-replicas synchronized with the primary. Applications can read from any
cluster in the cluster. Applications can write only to the primary node. Read replicas improve read
throughput and guard against data loss.

(" Redis Cluster )
At least one replica

Replica
Node-1

Primary
Node

Shard

LS _/
Redis cluster with replica nodes

You can use Redis (cluster mode disabled) clusters with replicas to scale your Redis solution for
ElastiCache to handle applications that are highly read-intensive or to support large numbers of clients
that simultaneously read from the same cluster.

All of the nodes in a Redis (cluster mode disabled) cluster must reside in the same region. To improve
fault tolerance, you can provision read replicas in multiple Availability Zones within that region. When
you add a read replica to a cluster, all of the data from the primary is copied to the read replica. From
that point, whenever data is written to the primary, the changes are asynchronously propagated to

all the read replicas. Your applications can connect to a read replica and access data in the cluster,
although they cannot write any data to a replica.

To improve fault tolerance and reduce write down time, implement Multi-AZ with automatic failover
for your Redis cluster with replicas. For more information, see Replication: Multi-AZ with Automatic
Failover (Redis) (p. 196).

You can change the roles of the nodes within the cluster, with the primary and one of the replicas
exchanging roles. You might decide to do this for performance tuning reasons. For example, with a
web application that has heavy write activity, you can choose the node that has the lowest network
latency. For more information, see Promoting a Read-Replica to Primary (p. 231).

Redis (cluster mode enabled)

A Redis (cluster mode enabled) cluster is comprised of from 1 to 15 shards. Each shard has a primary
node and up to five secondary, read-only nodes, which are called read replicas. Each read replica
maintains a copy of the data from the primary. Asynchronous replication mechanisms are used to keep
the read-replicas synchronized with the primary. Applications can read from any node in the cluster.
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Applications can write only to the primary nodes. Read replicas enhance read scalability and guard
against data loss. Data is partitioned across the shards in a Redis (cluster mode enabled) cluster.

Applications use the Redis (cluster mode enabled) use clusters configuration endpoint to connect with
the nodes in the cluster. For more information, see Finding Your ElastiCache Endpoints (p. 48).

Redis Cluster 7 ( Redis Cluster )

Cluster mode disabled Cluster mode enabled
Replica Replica

Replica
Node-1
Primary Primary Primary
Node /. Node |+, > Node [+
N 3 “ - N g .
\:‘.' Replica 4 Replica 3 4 Replica
Node-n Node-n i Node-n
Shard Shard-1 Shard-n
< AN !

Redis (cluster mode enabled) cluster with replica nodes

All of the nodes in a cluster must reside in the same region. To improve fault tolerance, you can
provision both primaries and read replicas in multiple Availability Zones within that region. Your
applications can connect to a read replica and access data in the cluster, although they cannot write
any data to a replica.

Multi-AZ with automatic failover is required for Redis (cluster mode enabled) cluster. For more
information, see Replication: Multi-AZ with Automatic Failover (Redis) (p. 196).

Currently, in Redis (cluster mode enabled), there are some limitations.

¢ You cannot promote any of the replica nodes to primary.
¢ Multi-AZ with automatic failover is required.

¢ The structure of the cluster, node type, number of shards, and number of nodes, is fixed at the time
of creation and cannot be changed.

Replication: Redis (cluster mode disabled) vs.
Redis (cluster mode enabled)

Beginning with Redis version 3.2, you have the ability to create one of two distinct types of Redis
clusters. A Redis (cluster mode disabled) cluster always has a single shard with up to 5 read replica
nodes. A Redis (cluster mode enabled) cluster has up to 15 shards with 1 to 5 read replica nodes in
each.
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vs. Redis (cluster mode enabled)

Redis (cluster mode disabled)

Supported by Redis 2.8.x and 3.2.x

Redis (cluster mode enabled)
Supported by Redis 3.2.x

Replication Replication within each shard
Single shard Multiple shards
Modifiable Static/not modifiable
No data partitioning Data partitioning supported
( Redis ) ( Redis R
Cluster mode disabled Cluster mode enabled
Replica Replica Replica
Node-1 Node-1 Node-1
Primary Primary Primary
Node [o =~ Node Ji =22 Node [+
4 Replica W Rep W Replica
Noc MNoc i Node-n |
Shard Shard-1 Shard-n
' S J

Redis (cluster mode disabled) and Redis (cluster mode enabled) clusters

The following table summarizes important differences between Redis (cluster mode disabled) and
Redis (cluster mode enabled) clusters.

Comparing Redis (cluster mode disabled) and Redis (cluster mode enabled) Clusters

Feature

Modifiable

Data Partitioning

Shards

Read replicas

Multi-AZ with Automatic
Failover

Snapshots (Backups)

Restore

Supported by

Engine upgradeable

Redis (cluster mode
disabled)

Yes. Supports adding and
deleting replica nodes, and
scaling up node type.

No

1

Oto5

Yes, with at least 1 replica.
Optional, on by default.

Yes, creating a single .rdb file.

Yes, using a single .rdb file.

All Redis versions

Yes

Redis (cluster mode enabled)

No. Currently does not support
making changes after the cluster
is created as long as cluster
mode is enabled.

Yes

1 to 15 The number of node
groups is set when the
replication group is created.

0 to 5 per shard.

Important

If you have no replicas
and the node fails, you
will experience data
loss.

Yes. Required.

Yes, creating a unique .rdb file
for each shard.

Yes, using a unique .rdb file for
each shard.

Redis 3.2 and following
N/A
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Which should | choose?

When choosing between Redis (cluster mode disabled) or Redis (cluster mode enabled) you should
consider the following factors:

Scaling v. Partitioning — Business needs change. You need to either provision for peak demand

or scale as demand changes. Redis (cluster mode disabled) supports scaling. You can scale read
capacity by adding or deleting replica nodes, or you can scale capacity by scaling up to a larger
node type. Both of these operations take time. For more information, see Scaling Redis Clusters with
Replica Nodes (p. 180).

Redis (cluster mode enabled) currently does not support scaling, but does support partitioning your
data across up to 15 node groups. One advantage of partitioning is that you spread your load over a
greater number of endpoints which reduces access bottle necks during peak demand. Additionally,
you can accommodate a larger data set since the data can be spread across multiple servers. Redis
(cluster mode enabled) does not support changing the number of partitions in your replication group
once it is created.

Node size v. Number of nodes — Because a Redis (cluster mode disabled) cluster has only one
shard, the node type must be large enough to accommodate all the cluster's data plus necessary
overhead. On the other hand, because you can partition your data across several shards when using
a Redis (cluster mode enabled) cluster, the node types can be smaller, though you will need more of
them.

Reads v. Writes — If the primary load on your cluster is applications reading data, you can scale a
Redis (cluster mode disabled) cluster by adding and deleting read replicas, though you should note
that there is a maximum of 5 read replicas. If the load on your cluster is write heavy, you can benefit
from the additional write endpoints of a Redis (cluster mode enabled) cluster with multiple shards.

Whichever type of cluster you choose to implement, be sure to choose a node type that is adequate for
your current and future needs. For more information, see Selecting Your Redis Node Size (p. 79).
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Replication: Multi-AZ with Automatic Failover
(Redis)

Enabling Amazon ElastiCache's Multi-AZ with Automatic Failover functionality on your Redis cluster
(API/CLI: replication group) improves your fault tolerance in those cases where your cluster's read/write
primary cluster becomes unreachable or fails for any reason.

Topics
¢ Automatic Failover Overview (p. 196)
¢ Notes on Redis Multi-AZ with Automatic Failover (p. 196)
¢ Failure Scenarios with Multi-AZ and Automatic Failover Responses (p. 197)
¢ Enabling Multi-AZ with Automatic Failover (p. 200)

Automatic Failover Overview

An ElastiCache cluster consists of a primary node and up to five read replica nodes. During certain
types of planned maintenance, or in the unlikely event of a primary node or Availability Zone failure,

if your cluster is Multi-AZ enabled, ElastiCache will automatically detect the primary node's failure,
select a read replica node and promote it to primary so that you can resume writing to the new primary
as soon as promotion is complete. ElastiCache also propagates the DNS of the promoted replica so
that if your application is writing to the primary endpoint, no endpoint change will be required in your
application. However, because you read from individual endpoints, you will need to change the read
endpoint of the replica promoted to primary to the new replica's endpoint.

The promotion process generally takes just a few minutes, which is much faster than recreating and
provisioning a new primary if you do not enable Multi-AZ.

You can enable Multi-AZ with Automatic Failover using the ElastiCache console, the AWS CLI, or the
ElastiCache API.

Notes on Redis Multi-AZ with Automatic Failover

The following points should be noted:

¢ Multi-AZ with Automatic Failover is supported on Redis version 2.8.6 and later.
¢ Redis Multi-AZ with Automatic Failover is not supported on t1 and t2 cache node types.

¢ Redis replication is asynchronous. Therefore, when a primary cluster fails over to a replica, a small
amount of data might be lost due to replication lag.

¢ When selecting the replica to promote to primary, ElastiCache selects the replica with the least
replication lag (that is, the one that is most current).

* When you enable Multi-AZ with Automatic Failover on a cluster, a replica node cannot be manually
promoted to primary cluster. Thus, if the primary in AZ-a fails over to a replica in AZ-b, the primary
stays in AZ-b. To promote the new replica cluster in AZ-a to primary, you must first disable Multi-AZ
with Automatic Failover on the cluster, do the promotion, and then re-enable Multi-AZ with Automatic
Failover.

¢ ElastiCache Multi-AZ with Automatic Failover and append-only file (AOF) are mutually exclusive. If
you enable one, you cannot enable the other.

¢ In the case where a node's failure is caused by the rare event of an entire Availability Zone failing,
the replica replacing the failed primary is created only when the Availability Zone is back up. For
example, consider a replication group with the primary in AZ-a and replicas in AZ-b and AZ-c. If
the primary fails, the replica with the least replication lag is promoted to primary cluster. Then,
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ElastiCache creates a new replica in AZ-a (where the failed primary was located) only when AZ-a is
back up and available.

¢ A customer-initiated reboot of a primary does not trigger Automatic Failover. Other reboots and
failures do trigger Automatic Failover.

« Whenever the primary is rebooted, it is cleared of data when it comes back online. When the read
replicas see the cleared primary cluster, they clear their copy of the data, which causes data loss.

« After a read replica has been promoted, the other replicas sync with the new primary. After the initial
sync, the replicas' content is deleted and they sync the data from the new primary, causing a brief
interruption during which the replicas are not accessible. This sync process also causes a temporary
load increase on the primary while syncing with the replicas. This behavior is native to Redis and
isn’t unique to ElastiCache Multi-AZ. For details regarding this Redis behavior, see http://redis.io/
topics/replication.

Important

* Redis version 2.8.22 and later

External replicas are not permitted.

¢ Redis versions prior to 2.8.22

We recommend that you do not connect an external Redis replica to an ElastiCache
Redis cluster that is Multi-AZ with Automatic Failover enabled. This is an unsupported
configuration that can create issues that prevent ElastiCache from properly performing
failover and recovery. If you need to connect an external Redis replica to an ElastiCache
cluster, make sure that Multi-AZ with Automatic Failover is disabled before you make the
connection.

Failure Scenarios with Multi-AZ and Automatic
Failover Responses

Prior to the introduction of Multi-AZ with Automatic Failover, ElastiCache detected and replaced

a cluster's failed nodes by recreating and re-provisioning the failed node. By enabling Multi-AZ

with Automatic Failover, a failed primary node fails over to the replica with the least replication lag.
The selected replica is automatically promoted to primary, which is much faster than creating and
reprovisioning a new primary node. This process usually takes just a few minutes until you can write to
the cluster again.

When Multi-AZ with Automatic Failover is enabled, ElastiCache continually monitors the state of the
primary node. If the primary node fails, one of the following actions is performed.

When only the primary node fails

If only the primary node fails, the read replica with the least replication lag is promoted to primary, and
a new read replica is created and provisioned to replace the promoted read replica.
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Auto Failover - Failed Primary
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4, Replicas in AZ-a and AZ-c sync with new Primary

Automatic Failover for a failed primary node

ElastiCache Multi-AZ with Automatic Failover Actions when only the primary node fails

The failed primary node is taken off line.
The read replica with the least replication lag is promoted to primary.
Writes can resume as soon as the promotion process is complete, typically just a few minutes.

If your application is writing to the Primary Endpoint, there is no need to change the endpoint for
writes as ElastiCache propagates the DNS of the promoted replica.

3. Avreplacement read replica is launched and provisioned.
The replacement read replica is launched in the Availability Zone that the failed primary node was
in so that the distribution of nodes is maintained.

4. The replicas sync with the new primary node.

You need to make the following changes to your application after the new replica is
available:

« Primary endpoint-Do not make any changes to your application since the DNS of the new primary
node is propagated to the primary endpoint.

« Read endpoint—Replace the read endpoint of the failed primary with the read endpoint of the new
replica.
For information about finding the endpoints of a cluster, see the following topics:

¢ Finding the Endpoints for a Redis (cluster mode disabled) Cluster (Console) (p. 51)
¢ Finding the Endpoints for Replication Groups (AWS CLI) (p. 56)
¢ Finding Endpoints for Replication Groups (ElastiCache API) (p. 58)

When the primary node and some read replicas falil

If everything fails except one read replica, the remaining available replica is promoted to primary
cluster and new read replicas are created and provisioned.
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Auto Failover - Failed Primary and some Replicas
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Automatic Failover for a failed primary node and read replica

ElastiCache Multi-AZ Actions when the primary node and some read replicas fail

The failed primary node and failed read replicas are taken off line.
The available replica with the least replication lag is promoted to primary node.
Writes can resume as soon as the promotion process is complete, typically just a few minutes.

If your application is writing to the Primary Endpoint, there is no need to change the endpoint for
writes as ElastiCache propagates the DNS of the promoted replica.

3. Replacement replicas are created and provisioned.
The replacement replicas are created in the Availability Zones of the failed nodes so that the
distribution of nodes is maintained.

4. All clusters sync with the new primary node.

You need to make the following changes to your application after the new nodes are
available:

¢ Primary endpoint-Do not make any changes to your application since the DNS of the new primary
node is propagated to the primary endpoint.

* Read endpoint—Replace the read endpoint of the failed primary and failed replicas with the node
endpoints of the new replicas.

For information about finding the endpoints of a replication group, see the following topics:

¢ Finding the Endpoints for a Redis (cluster mode disabled) Cluster (Console) (p. 51)
¢ Finding the Endpoints for Replication Groups (AWS CLI) (p. 56)
¢ Finding Endpoints for Replication Groups (ElastiCache API) (p. 58)

When the entire cluster fails

If everything fails, all the nodes are recreated and provisioned.

In this scenario, all the data in the cluster is lost due to the failure of every node in the cluster. This is a
rare occurrence.
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Auto Failover - Failed Cluster
. ™ ( ™
Redis Cluster Redis Cluster
Replica New
AZ-b Replica
AZ-b
Primary | . New
b Primary
Replica AZ-a [ % New
AZ-c Replica
AZ-c
Shard Shard
- g A /
Primary node in AZ-a fails 1. Failed Primary and Replicas are taken off line.
Replicas in AZ-b and AZ-c fail 2. New Primary created and provisioned in AZ-a
3. New Replicas created and provisioned in AZ-b and AZ-c
* All nodes start cold

Automatic Failover for a failed cluster
ElastiCache Multi-AZ Actions when the entire cluster fails

1. The failed primary node and read replicas are taken off line.
2. Areplacement primary node is created and provisioned.
3. Replacement replicas are created and provisioned.

The replacements are created in the Availability Zones of the failed nodes so that the distribution
of nodes is maintained.

Note
Because the entire cluster failed, data is lost and all the new nodes start cold.

Because each of the replacement nodes will have the same endpoint as the node it is replacing, there
is no need for you to make any endpoint changes in your application.

For information about finding the endpoints of a replication group, see the following topics:

¢ Finding the Endpoints for a Redis (cluster mode disabled) Cluster (Console) (p. 51)
¢ Finding the Endpoints for Replication Groups (AWS CLI) (p. 56)
¢ Finding Endpoints for Replication Groups (ElastiCache API) (p. 58)

We recommend that you create the primary node and read replicas in different Availability Zones to
raise your fault tolerance level.

Enabling Multi-AZ with Automatic Failover

You can enable Multi-AZ with Automatic Failover when you create or modify a cluster (API/CLI:
replication group) using the AWS console, AWS CLI, or the ElastiCache API.

Multi-AZ with Automatic Failover can only be enabled on Redis clusters that have at least one available
read replica. For information about creating a cluster with replication, see Creating a Redis Cluster
with Replicas (p. 204). For information about adding a read replica to a cluster with replication, see
Adding a Read Replica to a Redis Cluster (p. 229).

Topics
¢ Enabling Multi-AZ with Automatic Failover (Console) (p. 201)
¢ Enabling Multi-AZ with Automatic Failover (AWS CLI) (p. 201)
¢ Enabling Multi-AZ with Automatic Failover (ElastiCache API) (p. 201)
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Enabling Multi-AZ with Automatic Failover (Console)

You can enable Multi-AZ with Automatic Failover using the ElastiCache console when you create a
new Redis cluster or by modifying an existing Redis cluster with replication.

Enabling Multi-AZ with Automatic Failover When Creating a Cluster Using the
ElastiCache Console

See the topic Creating a Redis (cluster mode disabled) Cluster (Console) (p. 130). Be sure to have one
or more replicas and enable Multi-AZ with Automatic Failover.

Enabling Multi-AZ with Automatic Failover on an Existing Cluster (Console)

See the topic Modifying a Cluster (Console) (p. 149).

Enabling Multi-AZ with Automatic Failover (AWS CLI)

The following code example uses the AWS CLI to enable Multi-AZ with Automatic Failover for the
replication group myRepl Gr oup.

Important
The replication group nyRepl G oup must already exist and have at least one available read
replica.

For Linux, OS X, or Unix:

aws el asticache nodify-replication-group \
--replication-group-id nyRepl G oup \
--automatic-fail over-enabl ed

For Windows:

aws el asticache nodi fy-replication-group »
--replication-group-id nyRepl Goup *
--automatic-fail over-enabl ed

For more information, see the AWS CLI topics, create-cache-cluster, create-replication-group, and
modify-replication-group.

Enabling Multi-AZ with Automatic Failover (ElastiCache API)

The following code example uses the ElastiCache API to enable Multi-AZ with Automatic Failover for
the replication group nyRepl Gr oup.

Note
The replication group myRepl Gr oup must already exist and have at least one available read
replica.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Modi f yRepl i cati onG oup
&Aut oFai | over =true
&Repl i cati onG oupl d=myRepl G- oup
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20140401T192317Z
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&X- Anez- Cr edent i al =<cr edenti al >

For more information, see the ElastiCache API reference for CreateCacheCluster,
CreateReplicationGroup, and ModifyReplicationGroup.
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How Synchronization and Backup are
Implemented

All supported versions of Redis support backup and synchronization between the primary and replica
clusters. However, the way that backup and synchronization is implemented varies depending on the
Redis version.

Redis Version 2.8.22 and Later

Redis replication, in versions 2.8.22 and later, choose between two methods. For more information,
see Redis Versions Prior to 2.8.22 (p. 203) and ElastiCache Backup & Restore (Redis) (p. 235).

During the forkless process, if the write loads are heavy, writes to the cluster are delayed to ensure that
you don't accumulate too many changes and thus prevent a successful snapshot.

Redis Versions Prior to 2.8.22

Redis backup and synchronization in versions prior to 2.8.22, is a three-step process.

1. Fork, and in the background process, serialize the cluster data to disk. This creates a point-in-time
snapshot.

2. Inthe foreground, accumulate a change log in the client output buffer.
Important
If the change log exceeds the client output buffer size, the backup or synchronization

fails. For more information, see Ensuring You Have Sufficient Memory to Create a Redis
Snapshot (p. 60).

3. Finally, transmit the cache data and then the change log to the replica cluster.
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Creating a Redis Cluster with Replicas

You have the following options for creating a cluster with replica nodes. Which you use depends on
whether you already have an available Redis (cluster mode disabled) cluster not associated with any
cluster that has replicas to use as the primary node, or you need to create the primary node in with
the cluster, and read replicas. Currently, a Redis (cluster mode enabled) cluster must be created from
scratch.

Option 1: Creating a Cluster with Replicas Using an Available Redis (cluster mode disabled)
Cluster (p. 204)
Use this option to leverage an existing single-node Redis (cluster mode disabled) cluster. You will
specify this cluster as the primary in the new cluster, and then individually add 1 to 5 read replica
to the cluster. If the existing cluster is active, read replicas synchronize with it as they are created.

Important

You cannot create a Redis (cluster mode enabled) cluster using an existing cluster.
To create a Redis (cluster mode enabled) cluster using the ElastiCache console, see
Creating a Redis (cluster mode enabled) Cluster (Console) (p. 134).

Option 2: Creating a Replication Group from Scratch (p. 209)
Use this option if you don't already have an available Redis (cluster mode disabled) cluster to use
as the cluster's primary, or if you want to create a Redis (cluster mode enabled) cluster. If you're
creating a Redis (cluster mode disabled) cluster, using this option you specify how many read
replicas you want. If you're creating a Redis (cluster mode enabled) cluster, using this option you
specify both the number of shards and replicas per shard you want. The process then creates the
cluster, shards, primary node and the specified number of read replicas without further input or
actions from you.

Creating a Cluster with Replicas Using an Available
Redis (cluster mode disabled) Cluster

An available cluster is an existing single-node Redis cluster. Currently, Redis (cluster mode enabled)
does not support creating a cluster with replicas using an available single-node cluster. If you want
to create a Redis (cluster mode enabled) cluster, see Creating a Redis (cluster mode enabled)
Replication Group from Scratch (Console) (p. 215).

The following procedure can only be used if you have a Redis (cluster mode disabled) single-node
cluster. This cluster becomes the primary in the new cluster. If you do not have a Redis (cluster mode
disabled) cluster you can use as the new cluster's primary, see Creating a Replication Group from
Scratch (p. 209).

Related Topics

« See the topic Adding Nodes to a Cluster (Console) (p. 154)
¢ Creating a Replication Group Using an Available Redis Cache Cluster (AWS CLI) (p. 205)
¢ Creating a Replication Group Using an Available Redis Cache Cluster (ElastiCache API) (p. 206)

Creating a Cluster with Replicas Using an Available Redis
Cluster (Console)

See the topic Adding Nodes to a Cluster (Console) (p. 154).
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Creating a Replication Group Using an Available Redis Cache
Cluster (AWS CLI)

There are two steps to creating a replication group with read replicas when using an available Redis
Cache Cluster for the primary when using the AWS CLI.

First, create the replication group specifying the available Redis cache cluster as the primary

To create a replication group when you already have an available Redis cache cluster, use the AWS
ClLlcreate-replication-group command, being sure to include the following parameters.

--replication-group-id
The name of the replication group you are creating.

Redis (cluster mode disabled) Replication Group naming constraints

¢ Must contain from 1 to 20 alphanumeric characters or hyphens.
¢ Must begin with a letter.

¢ Cannot contain two consecutive hyphens.

¢ Cannot end with a hyphen.

--replication-group-description
Description of the replication group.

--primary-cluster-id
The name of the available Redis cache cluster that will be the primary cluster in this replication
group.

The following command creates the replication group my- r epl - gr oup using the available Redis
cache cluster ny- pri mar y as the replication group's primary cluster. The settings of ny- pri mary
(that is, parameter group, security group, node type, etc.) will be applied to all nodes in the replication
group.

For Linux, OS X, or Unix:

aws el asticache create-replication-group \
--replication-group-id ny-repl-group \
--replication-group-description "test group" \
--primary-cluster-id nmy-prinary

For Windows:

aws el asticache create-replication-group "
--replication-group-id ny-repl-group *
--replication-group-description "test group"” "
--primary-cluster-id nmy-prinary

For additional information and parameters you might want to use, see the AWS CLI topic create-
replication-group.

Next, add read replicas to the replication group

After the replication group is created, add one to five read replicas to it using the cr eat e- cache-
cl ust er command, being sure to include the following parameters.

--cache-cluster-id
The name of the cluster you are adding to the replication group.

API Version 2015-02-02
205



http://docs.aws.amazon.com/cli/latest/reference/elasticache/create-replication-group.html
http://docs.aws.amazon.com/cli/latest/reference/elasticache/create-replication-group.html

Amazon ElastiCache User Guide
Creating a Cluster with Replicas Using an Existing Cluster

Cluster naming constraints

¢ Must contain from 1 to 20 alphanumeric characters or hyphens.
¢ Must begin with a letter.

¢ Cannot contain two consecutive hyphens.

e Cannot end with a hyphen.

--replication-group-id
The name of the replication group to which you are adding this cache cluster.

Repeat this command for each read replica you want to add to the replication group, changing only the
value of the - - cache- cl ust er - i d parameter.

Note

Remember, a replication group cannot have more than five read replicas. Attempting to add a
read replica to a replication group that already has five read replicas causes the operation to
fail.

The following code adds the read replica ny- r epl i ca01 to the replication group ny-r epl - gr oup.
The settings of the primary cluster—parameter group, security group, node type, etc.—will be applied to
nodes as they are added to the replication group.

For Linux, OS X, or Unix:

aws el asticache create-cache-cluster \
--cache-cluster-id ny-replica0Ol \
--replication-group-id ny-repl-group

For Windows:

aws el asticache create-cache-cluster ~
--cache-cluster-id ny-replica0l »
--replication-group-id ny-repl-group

For additional information and parameters you might want to use, see the AWS CLI topic create-cache-
cluster.

Creating a Replication Group Using an Available Redis Cache
Cluster (ElastiCache API)

There are two steps to creating a replication group with read replicas when using an available Redis
cache cluster for the primary.

First, create the replication group using the available Redis cache cluster as the primary cluster

To create a replication group when you already have an available Redis cache cluster, use the
ElastiCache API Cr eat eRepl i cat i onGr oup operation, being sure to include the following
parameters.

ReplicationGroupld
The name of the replication group you are creating.

Redis (cluster mode disabled) Replication Group naming constraints

¢ Must contain from 1 to 20 alphanumeric characters or hyphens.
¢ Must begin with a letter.
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» Cannot contain two consecutive hyphens.
¢ Cannot end with a hyphen.

ReplicationGroupDescription
Your description of the replication group.

PrimaryClusterld
The name of the available Redis cache cluster that will be the primary cluster in this replication
group.

The following operation creates the replication group myRepl G- oup using the available Redis cache
cluster nyPri mary as the replication group's primary cluster. The settings of nyPr i mary (parameter
group, security group, node type, etc.) will be applied to all nodes in the replication group.

https://el asti cache. us-west - 2. amazonaws. com
?Act i on=Cr eat eRepl i cati onG oup
&Repl i cati onG oupDescri pti on=My%20r epl i cat i on%20gr oup
&Repl i cati onG oupl d=nyRepl G oup
&Primaryd usterld=nyPrimary
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmrac SHA256
&Ti mest anp=20150202T192317Z
&X- Anz- Credent i al =<cr edenti al >

For additional information and parameters you might want to use, see the ElastiCache API topic
CreateReplicationGroup.

Next, add read replicas to the replication group

After the replication group is created, add one to five read replicas to it using the
Cr eat eCached ust er operation, being sure to include the following parameters.

CacheClusterld
The name of the cluster you are adding to the replication group.

Cluster naming constraints

¢ Must contain from 1 to 20 alphanumeric characters or hyphens.
* Must begin with a letter.

¢ Cannot contain two consecutive hyphens.

e Cannot end with a hyphen.

ReplicationGroupld
The name of the replication group to which you are adding this cache cluster.

Repeat this operation for each read replica you want to add to the replication group, changing only the
value of the Cached ust er | d parameter.

The following code adds the read replica nyRepl i ca01 to the replication group myRepl Gr oup The
settings of the primary cluster—parameter group, security group, node type, etc.—will be applied to
nodes as they are added to the replication group.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Cr eat eCached ust er
&CacheC ust er | d=nyRepl i ca0l
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&Repl i cati onG oupl d=nyRepl G oup

&Si gnat ur eMet hod=Hmrac SHA256

&Si gnat ur eVer si on=4

&\Ver si on=2015- 02- 02

&X- Ane- Al gori t hmeAWB4- HVAC- SHA256

&X- Az - Cr edent i al =[ your - access-key-i d]/20150202/ us-west - 2/ el asti cache/
aws4_request

&X- Ane- Dat €=20150202T170651Z

&X- Az - Si gnedHeader s=cont ent -t ype; host ; user - agent ; x- anz- cont ent - sha256; x-
ane- dat e

&X- Az - Si gnat ur e=[ si gnat ur e- val ue]

For additional information and parameters you might want to use, see the ElastiCache API topic
CreateCacheCluster.
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Creating a Replication Group from Scratch

This topic covers how to create a Redis replication group without using an existing Redis cluster as the
primary. You can create a Redis (cluster mode disabled) or Redis (cluster mode enabled) replication
group from scratch using the ElastiCache console, the AWS CLI, or the ElastiCache API.

Before you continue, decide whether you want to create a Redis (cluster mode disabled) or a Redis
(cluster mode enabled) replication group. For guidance in deciding, see Replication: Redis (cluster
mode disabled) vs. Redis (cluster mode enabled) (p. 193).

Topics
¢ Creating a Redis (cluster mode disabled) Cluster with Replicas from Scratch (p. 210)
¢ Creating a Redis (cluster mode enabled) Replication Group from Scratch (p. 215)
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Creating a Redis (cluster mode disabled) Cluster with Replicas
from Scratch

You can create a Redis (cluster mode disabled) replication group from scratch using the ElastiCache
console, the AWS CLI, or the ElastiCache API. A Redis (cluster mode disabled) replication group
always has one node group, a primary cluster, and up to 5 read replicas. Redis (cluster mode disabled)
replication groups do not support partitioning your data.

Topics
¢ Creating a Redis Cluster with Replicas from Scratch (Console) (p. 210)
¢ Creating a Redis (cluster mode disabled) Replication Group from Scratch (AWS CLI) (p. 210)

¢ Creating a Redis (cluster mode disabled) Replication Group from Scratch (ElastiCache
API) (p. 212)

Creating a Redis Cluster with Replicas from Scratch (Console)

To create a Redis (cluster mode disabled) cluster with replicas, see Creating a Redis (cluster mode
disabled) Cluster (Console) (p. 130). Specify at least one replica node.

Creating a Redis (cluster mode disabled) Replication Group from Scratch
(AWS CLI)

The following procedure creates a Redis (cluster mode disabled) replication group using the AWS CLI.

When you create a Redis (cluster mode disabled) replication group from scratch, you create the
replication group and all its nodes with a single call to the AWS CLI cr eat e-repl i cati on-group
command. Include the following parameters.

--replication-group-id
The name of the replication group you are creating.

Redis (cluster mode disabled) Replication Group naming constraints

« Must contain from 1 to 20 alphanumeric characters or hyphens.
¢ Must begin with a letter.

¢ Cannot contain two consecutive hyphens.

¢ Cannot end with a hyphen.

--replication-group-description
(Optional) Description of the replication group.

--num-cache-clusters
The total number of clusters (nodes) you want created with this replication group, primary and read
replicas combined.

If you enable Multi-AZ (- - aut onat i c- f ai | over - enabl ed), the value of - - num cache-
cl ust er s must be at least 2.

--cache-node-type
The node type for each node in the replication group.

The following node types are supported by ElastiCache. Generally speaking, the current
generation types provide more memory and computational power at lower cost when compared to
their equivalent previous generation counterparts.

» General purpose:
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» Current generation: cache. t 2. mi cro, cache.t2. snal |, cache. t 2. medi um
cache. n8. nedi um cache. n8. | ar ge, cache. nB. x| ar ge, cache. n8. 2xl| ar ge,
cache. md. | arge, cache. n4. x| ar ge, cache. md. 2xl ar ge, cache. m4. 4xl ar ge,
cache. md. 10x| ar ge

» Previous generation: cache. t 1. mi cro, cache. nlL. smal | , cache. nmlL. medi um
cache. mlL. | arge, cache. nl. x| arge

» Compute optimized: cache. c1. x| ar ge
* Memory optimized:
« Current generation: cache. r 3. | ar ge, cache. r 3. xl ar ge, cache. r 3. 2xI ar ge,
cache. r 3. 4xl ar ge, cache. r 3. 8xl arge

» Previous generation: cache. n2. x| ar ge, cache. n2. 2x| ar ge, cache. n2. 4xl ar ge

Supported node types are available in all regions except as noted in the following table.

Exceptions
Region Name Region Exception
Asia Pacific (Seoul) ap- Supports only current generation node types.
northeast-2
EU (Frankfurt) eu-central-1 | Supports only current generation node types.
AWS GovCloud (US) us-gov- Supports only current generation node types.
west-1
Does not support M4 node types.
US East (Ohio) us-east-2 Supports only node types T2, M4, and R3.
Supports only the following engine versions:
* Memcached: 1.4.24
* Redis 2.8.21, 2.8.23, 2.8.24, and 3.2.4
Note

¢ All T2 instances are created in an Amazon VPC (Amazon VPC).

¢ Redis backup and restore is not supported for T2 instances.

¢ Redis append-only files (AOF) are not supported for T1 or T2 instances.

¢ Redis Multi-AZ with automatic failover is not supported on T1 or T2 instances.

¢ Redis configuration variables appendonl y and appendf sync are not supported on
Redis version 2.8.22 and later.

For a complete list of node types and specifications, see the following:
» Amazon ElastiCache Product Features and Details

¢ Memcached Node-Type Specific Parameters

» Redis Node-Type Specific Parameters

--cache-parameter-group
Specify a parameter group that corresponds to your engine version. If you are running Redis
3.2.4 or later, specify the def aul t . r edi s3. 2 parameter group or a parameter group derived
from def aul t . r edi s3. 2 to create a Redis (cluster mode disabled) replication group. For more
information, see Redis Specific Parameters (p. 292).

--engine
redis

--engine-version
To have the richest set of features, choose the latest engine version.
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The names of the nodes will be derived from the replication group name by postpending - 00# to
the replication group name. For example, using the replication group name nmyRepl Gr oup, the
name for the primary will be myRepl Gr oup- 001 and the read replicas nyRepl Gr oup- 002 through
myRepl G oup- 006.

The following command creates the replication group my-r epl - gr oup with the following parameter
values.

e --replication-group-id my-repl-group

e --replication-group-description "test group"
e --numcache-clusters 3

e --cache-node-type cache.n8B. | arge

e --engine redis

e --engi ne-version 2.8.4

For Linux, OS X, or Unix:

aws el asticache create-replication-group \
--replication-group-id ny-repl-group \
--replication-group-description "test group" \
--num cache-clusters 3\
--cache-node-type cache.nB. | arge \
--cache- paraneter-group default.redis3.2 \
--engine redis \
--engine-version 3.2.4

For Windows:

aws el asticache create-replication-group »
--replication-group-id ny-repl-group *
--replication-group-description "test group"” "
--num cache-clusters 3 ~
--cache-node-type cache.nB.large *
--cache-paraneter-group default.redis3.2 »
--engine redis ”
--engine-version 3.2.4

For additional information and parameters you might want to use, see the AWS CLI topic create-
replication-group.

Creating a Redis (cluster mode disabled) Replication Group from Scratch
(ElastiCache API)

The following procedure creates a Redis (cluster mode disabled) replication group using the
ElastiCache API.

When you create a Redis (cluster mode disabled) replication group from scratch, you
create the replication group and all its nodes with a single call to the ElastiCache API
Cr eat eRepl i cat i onGr oup operation. Include the following parameters.

ReplicationGroupld
The name of the replication group you are creating.

Redis (cluster mode enabled) Replication Group naming constraints

¢ Must contain from 1 to 20 alphanumeric characters or hyphens.
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* Must begin with a letter.
¢ Cannot contain two consecutive hyphens.
» Cannot end with a hyphen.

ReplicationGroupDescription
Your description of the replication group.

NumCacheClusters
The total number of cache clusters (nodes) you want created with this replication group, primary
and read replicas combined.

If you enable Multi-AZ (Aut omat i cFai | over Enabl ed=t r ue), the value of NunCacheC ust er s
must be at least 2.

CacheNodeType
The node type for each node in the replication group.

The following node types are supported by ElastiCache. Generally speaking, the current
generation types provide more memory and computational power at lower cost when compared to
their equivalent previous generation counterparts.

+ General purpose:

« Current generation: cache. t 2. mi cro, cache.t2. smal |, cache. t 2. nedi um
cache. m3. nedi um cache. n8. | ar ge, cache. nB. x| ar ge, cache. n8. 2xl| ar ge,
cache. mi. | arge, cache. n4. xl ar ge, cache. md. 2xl ar ge, cache. m4. 4xl| ar ge,
cache. md. 10xl ar ge

* Previous generation: cache. t 1. mi cr o, cache. nl. smal |, cache. nil. medi um
cache. ml. | arge, cache. n. x| ar ge

¢ Compute optimized: cache. c1. xl ar ge
* Memory optimized:
« Current generation: cache. r 3. | ar ge, cache. r 3. xl ar ge, cache. r 3. 2xI ar ge,
cache. r 3. 4xl ar ge, cache. r 3. 8xl ar ge

» Previous generation: cache. n2. x| ar ge, cache. n2. 2xI ar ge, cache. n2. 4xl ar ge

Supported node types are available in all regions except as noted in the following table.

Exceptions
Region Name Region Exception
Asia Pacific (Seoul) ap- Supports only current generation node types.
northeast-2
EU (Frankfurt) eu-central-1 | Supports only current generation node types.
AWS GovCloud (US) us-gov- Supports only current generation node types.
west-1
Does not support M4 node types.
US East (Ohio) us-east-2 Supports only node types T2, M4, and R3.
Supports only the following engine versions:
e Memcached: 1.4.24
* Redis 2.8.21, 2.8.23, 2.8.24, and 3.2.4
Note

¢ All T2 instances are created in an Amazon VPC (Amazon VPC).
* Redis backup and restore is not supported for T2 instances.
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¢ Redis append-only files (AOF) are not supported for T1 or T2 instances.
¢ Redis Multi-AZ with automatic failover is not supported on T1 or T2 instances.

¢ Redis configuration variables appendonl y and appendf sync are not supported on
Redis version 2.8.22 and later.

For a complete list of node types and specifications, see the following:
¢ Amazon ElastiCache Product Features and Details

« Memcached Node-Type Specific Parameters

¢ Redis Node-Type Specific Parameters

CacheParameterGroup
Specify a parameter group that corresponds to your engine version. If you are running Redis
3.2.4 or later, specify the def aul t . r edi s3. 2 parameter group or a parameter group derived
from def aul t . r edi s3. 2 to create a Redis (cluster mode disabled) replication group. For more
information, see Redis Specific Parameters (p. 292).

Engine
redis

EngineVersion
3.24

The names of the nodes will be derived from the replication group name by postpending - 00# to
the replication group name. For example, using the replication group name nmyRepl Gr oup, the
name for the primary will be myRepl Gr oup- 001 and the read replicas nyRepl Gr oup- 002 through
myRepl G oup- 006.

The following operation creates the replication group myRepl G oup with the following parameter
values.

¢ ReplicationGoupld nyRepl G oup

e ReplicationG oupDescription "test group”
¢ NumCacheCd usters 3

e CacheNodeType cache. nB. | arge

e Engine redis

Line breaks are added for readability.

https://el asti cache. us-west-2. amazonaws. com
?Acti on=Cr eat eRepl i cati onG oup
&CacheNodeType=cache. nB. | arge
&CachePar anmet er G oup=def aul t . redi s3. 2
&Engi ne=r edi s
&Nuntached ust er s=3
&Repl i cati onG oupDescri pti on=t est %20gr oup
&Repl i cati onG oupl d=nyRepl G oup
&\Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hnac SHA256
&Ti mest anp=20150202T192317Z
&X- Anz- Credent i al =<cr edenti al >

For additional information and parameters you might want to use, see the ElastiCache API topic
CreateReplicationGroup.
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Creating a Redis (cluster mode enabled) Replication Group
from Scratch

You can create a Redis (cluster mode enabled) cluster with replicas (called replication group in the
API/CLI) from scratch using the ElastiCache console, the AWS CLI, or the ElastiCache API. A Redis
(cluster mode enabled) replication group has from 1 to 15 shards (called node groups in the API/CLI), a
primary cluster in each shard, and up to 5 read replicas in each shard. When you use the ElastiCache
console to create the cluster, the number of read replicas is the same for every shard
Topics

¢ Creating a Redis (cluster mode enabled) Replication Group from Scratch (Console) (p. 215)

¢ Creating a Redis (cluster mode enabled) Replication Group from Scratch (AWS CLI) (p. 215)

¢ Creating a Redis (cluster mode enabled) Replication Group from Scratch (ElastiCache
API) (p. 218)

Creating a Redis (cluster mode enabled) Replication Group from Scratch
(Console)

To create a Redis (cluster mode enabled) cluster with replicas, see Creating a Redis (cluster mode
enabled) Cluster (Console) (p. 134). Be sure to enable cluster mode, Cluster Mode enabled (Scale
Out), and specify at least two shards and one replica node.

Creating a Redis (cluster mode enabled) Replication Group from Scratch
(AWS CLI)

The following procedure creates a Redis (cluster mode enabled) replication group using the AWS CLI.

When you create a Redis (cluster mode enabled) replication group from scratch, you create the
replication group and all its nodes with a single call to the AWS CLI cr eat e-repl i cati on-group
command. Include the following parameters.

--replication-group-id
The name of the replication group you are creating.

Redis (cluster mode enabled) Replication Group naming constraints

¢ Must contain from 1 to 20 alphanumeric characters or hyphens.
¢ Must begin with a letter.

¢ Cannot contain two consecutive hyphens.

« Cannot end with a hyphen.

--replication-group-description
(Optional) Description of the replication group.

--cache-node-type
The node type for each node in the replication group.

The following node types are supported by ElastiCache. Generally speaking, the current
generation types provide more memory and computational power at lower cost when compared to
their equivalent previous generation counterparts.

» General purpose:

» Current generation: cache. t 2. mi cro, cache.t2. snal |, cache. t 2. medi um
cache. n8. nedi um cache. n8. | ar ge, cache. nB. x| ar ge, cache. n8. 2xl| ar ge,
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cache. md. | arge, cache. n4. xl ar ge, cache. md. 2xl ar ge, cache. m4. 4xl ar ge,
cache. md. 10x| ar ge

» Previous generation: cache. t 1. ni cr o, cache. nlL. smal |, cache. niL. medi um
cache. mlL. | arge, cache. nl. x| arge

¢ Compute optimized: cache. c1. x| ar ge
¢ Memory optimized:

« Current generation: cache. r 3. | ar ge, cache. r 3. xI ar ge, cache. r 3. 2x| ar ge,
cache. r 3. 4xl ar ge, cache. r 3. 8xl ar ge

» Previous generation: cache. n2. x| ar ge, cache. n2. 2xI ar ge, cache. n2. 4xl ar ge

Supported node types are available in all regions except as noted in the following table.

Exceptions
Region Name Region Exception
Asia Pacific (Seoul) ap- Supports only current generation node types.
northeast-2
EU (Frankfurt) eu-central-1 | Supports only current generation node types.
AWS GovCloud (US) us-gov- Supports only current generation node types.
west-1
Does not support M4 node types.
US East (Ohio) us-east-2 Supports only node types T2, M4, and R3.
Supports only the following engine versions:
e Memcached: 1.4.24
* Redis 2.8.21, 2.8.23, 2.8.24, and 3.2.4
Note

¢ All T2 instances are created in an Amazon VPC (Amazon VPC).

¢ Redis backup and restore is not supported for T2 instances.

* Redis append-only files (AOF) are not supported for T1 or T2 instances.

¢ Redis Multi-AZ with automatic failover is not supported on T1 or T2 instances.

¢ Redis configuration variables appendonl y and appendf sync are not supported on
Redis version 2.8.22 and later.

For a complete list of node types and specifications, see the following:
¢ Amazon ElastiCache Product Features and Details

« Memcached Node-Type Specific Parameters

¢ Redis Node-Type Specific Parameters

--cache-parameter-group
Specify the def aul t . redi s3. 2. cl ust er. on parameter group or a parameter group derived
from def aul t. redi s3. 2. cl ust er. on to create a Redis (cluster mode enabled) replication
group. For more information, see Redis 3.2.4 Parameter Changes (p. 293).

--engine
redis

--engine-version
3.24

--num-node-groups
The number of node groups in this replication group. Valid values are 1 to 15.
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--replicas-per-node-group
The number of replica nodes in each node group. Valid values are 1 to 5.

--node-group-configuration
The configuration for each node group. The - - node- gr oup- conf i gur ati on parameter consists
of the following fields.

e --primary-avail ability-zone — The Availability Zone where the primary node of this node
group is located. If this parameter is omitted, ElastiCache selects the Availability Zone for the
primary node.

Example: us-west-2a.

e --replica-avail ability-zones — A comma separated list of Availability Zones where the
read replicas are located. The number of Availability Zones in this list must match the value of
--replica-count. If this parameter is omitted, ElastiCache selects the Availability Zones for
the replica nodes.

Example: "us-west-2a,us-west-2b,us-west-2c¢"
e --replica-count — The number of replica nodes in this node group.

e --sl ots — A string of comma delimited values where the first set of values are the slot numbers
(zero based), and the second set of values are the keyspaces for each slot. If this parameter is
omitted, ElastiCache allocates keys equally among the slots.

Example: The following example is for three slots, numbered 0, 1, and 2.

"0,1,2,0-4999,5000-9999,10000-16,383

The names of the nodes will be derived from the replication group name by postpending - 00# to
the replication group name. For example, using the replication group name nmyRepl Gr oup, the
name for the primary will be myRepl Gr oup- 001 and the read replicas nyRepl Gr oup- 002 through
nyRepl G oup- 006.

The following command creates the replication group my- r epl - gr oup with the following parameter
values.

e --replication-group-id ny-repl-group

e --replication-group-description "test group"

e --num node-groups 3

e --replicas-per-node-group 2

e --cache-node-type cache.nB.|arge

e --cache-paraneter-group default.redis3.2.cluster.on
e --engine redis

e --engi ne-version 3.2.4

For Linux, OS X, or Unix:

aws el asticache create-replication-group \
--replication-group-id ny-repl-group \
--replication-group-description "test group" \
--num node- groups 3 \
--replicas-per-node-group 2 \
--cache-node-type cache.nB. | arge \
--cache- paraneter-group default.redis3.2.cluster.on \
--engine redis \
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--engine-version 3.2.4

For Windows:

aws el asticache create-replication-group »
--replication-group-id ny-repl-group *
--replication-group-description "test group" "
--num node- groups 3 *
--replicas-per-node-group 2 *
--cache-node-type cache.nB.large *
--cache-paraneter-group default.redis3.2.cluster.on *
--engine redis "
--engine-version 3.2.4

For additional information and parameters you might want to use, see the AWS CLI topic create-
replication-group.

Creating a Redis (cluster mode enabled) Replication Group from Scratch
(ElastiCache API)

The following procedure creates a Redis (cluster mode enabled) replication group using the
ElastiCache API.

When you create a Redis (cluster mode enabled) replication group from scratch, you
create the replication group and all its nodes with a single call to the ElastiCache API
Cr eat eRepl i cat i onGr oup operation. Include the following parameters.

ReplicationGroupld
The name of the replication group you are creating.

Redis (cluster mode enabled) Replication Group naming constraints

¢ Must contain from 1 to 20 alphanumeric characters or hyphens.
¢ Must begin with a letter.

¢ Cannot contain two consecutive hyphens.

¢ Cannot end with a hyphen.

ReplicationGroupDescription
Description of the replication group.

NumNodeGroups
The number of node groups you want created with this replication group. Valid values are 1 to 15.

ReplicasPerNodeGroup
The number of replica nodes in each node group. Valid values are 1 to 5.

NodeGroupConfiguration
The configuration for each node group. The NodeG oupConf i gur at i on parameter consists of
the following fields.

e PrimaryAvail abil it yZone — The Availability Zone where the primary node of this node
group is located. If this parameter is omitted, ElastiCache selects the Availability Zone for the
primary node.

Example: us-west-2a.

¢ ReplicaAvail abilityZones — A list of Availability Zones where the read replicas are
located. The number of Availability Zones in this list must match the value of Repl i caCount . If
this parameter is omitted, ElastiCache selects the Availability Zones for the replica nodes.
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* Repl i caCount — The number of replica nodes in this node group.

¢ Sl ot s — A string of comma delimited values where the first set of values are the slot numbers
(zero based), and the second set of values are the keyspaces for each slot. If this parameter is
omitted, ElastiCache allocates keys equally among the slots.

Example: The following example is for three slots, numbered 0, 1, and 2.

"0,1,2,0-4999,5000-9999,10000-16,383

CacheNodeType
The node type for each node in the replication group.

The following node types are supported by ElastiCache. Generally speaking, the current
generation types provide more memory and computational power at lower cost when compared to
their equivalent previous generation counterparts.

¢ General purpose:

» Current generation: cache. t 2. mi cro, cache.t2. snal |, cache. t 2. medi um
cache. n8. nedi um cache. nB. | ar ge, cache. nB. x|l ar ge, cache. nB. 2xl| ar ge,
cache. md. | arge, cache. m4. xl ar ge, cache. md. 2xl ar ge, cache. m4. 4xl ar ge,
cache. md. 10xl ar ge

» Previous generation: cache. t 1. mi cro, cache. nlL. smal |, cache. nil. medi um
cache. mlL. | arge, cache. nL. x| ar ge

« Compute optimized: cache. c1. x| arge
» Memory optimized:

« Current generation: cache. r 3. | ar ge, cache. r 3. x| ar ge, cache. r 3. 2xI ar ge,
cache. r 3. 4xl ar ge, cache. r 3. 8xl arge

» Previous generation: cache. n2. x| ar ge, cache. n2. 2xI ar ge, cache. n2. 4xl ar ge

Supported node types are available in all regions except as noted in the following table.

Exceptions
Region Name Region Exception
Asia Pacific (Seoul) ap- Supports only current generation node types.
northeast-2
EU (Frankfurt) eu-central-1 | Supports only current generation node types.
AWS GovCloud (US) us-gov- Supports only current generation node types.
west-1
Does not support M4 node types.
US East (Ohio) us-east-2 Supports only node types T2, M4, and R3.
Supports only the following engine versions:
* Memcached: 1.4.24
* Redis 2.8.21, 2.8.23, 2.8.24, and 3.2.4
Note

¢ All T2 instances are created in an Amazon VPC (Amazon VPC).
» Redis backup and restore is not supported for T2 instances.
« Redis append-only files (AOF) are not supported for T1 or T2 instances.
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¢ Redis Multi-AZ with automatic failover is not supported on T1 or T2 instances.

¢ Redis configuration variables appendonl y and appendf sync are not supported on
Redis version 2.8.22 and later.

For a complete list of node types and specifications, see the following:
« Amazon ElastiCache Product Features and Details

¢« Memcached Node-Type Specific Parameters

¢ Redis Node-Type Specific Parameters

CacheParameterGroup
Specify the def aul t . redi s3. 2. cl ust er. on parameter group or a parameter group derived
from def aul t . redi s3. 2. cl ust er. on to create a Redis (cluster mode enabled) replication
group. For more information, see Redis 3.2.4 Parameter Changes (p. 293).

Engine
redis

EngineVersion
324

The names of the nodes will be derived from the replication group name by postpending - 00# to
the replication group name. For example, using the replication group name nmyRepl Gr oup, the
name for the primary will be myRepl Gr oup- 001 and the read replicas nyRepl Gr oup- 002 through
myRepl G- oup- 006.

The following command creates the replication group myRepl Gr oup with the following parameter
values.

e ReplicationGoupld nyRepl G oup

e ReplicationG oupDescription "test group”

¢ NumNodeG oups 3

¢ Repl i casPer NodeG oup 2

e CacheNodeType cache. nB. | arge

e CachePar anet er G oup default.redis3.2.cluster.on

e Engine redis

e Engi neVersion 3.2.4

Line breaks are added for readability.

https://el asti cache. us-west -2. amazonaws. com
?Act i on=Cr eat eRepl i cati onG oup
&CacheNodeType=cache. nB. | arge
&CachePar enmet er G oup=def aul t . redi s3. 2. cl uster. on
&Engi ne=redi s
&Engi neVersi on=3.2. 4
&NumNodeG oups=3
&Repl i casPer NodeGr oup=2
&Repl i cati onG oupDescri pti on=t est %20gr oup
&Repl i cati onG oupl d=nyRepl G oup
&\Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnhat ur eMet hod=Hnac SHA256
&Ti mest anp=20150202T192317Z
&X- Anz- Credent i al =<cr edenti al >
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For additional information and parameters you might want to use, see the ElastiCache API topic
CreateReplicationGroup.

Viewing a Replication Group's Detalils

There are times you may want to view the details of a replication group. You can use the ElastiCache
console, the AWS CLI for ElastiCache, or the ElastiCache API. The console process is different for
Redis (cluster mode disabled) and Redis (cluster mode enabled).

Topics

¢ Viewing a Redis (cluster mode disabled) with Replicas Details: Redis (cluster mode
disabled) (p. 221)

¢ Viewing a Replication Group's Details: Redis (cluster mode enabled) (p. 222)
¢ Viewing a Replication Group's Details: (AWS CLI) (p. 222)
¢ Viewing a Replication Group's Details: (ElastiCache API) (p. 224)

Viewing a Redis (cluster mode disabled) with
Replicas Details: Redis (cluster mode disabled)

You can view the details of a Redis (cluster mode disabled) cluster with replicas (called replication
group in the API/CLI) using the ElastiCache console, the AWS CLI for ElastiCache, or the ElastiCache
API.

Topics

¢ Viewing a Redis (cluster mode disabled) Cluster with Replicas Details: Redis (cluster mode
disabled) (Console) (p. 221)

* Viewing a Replication Group's Details: Redis (cluster mode disabled) (AWS CLI) (p. 221)
¢ Viewing a Replication Group's Details: Redis (cluster mode disabled) (ElastiCache API) (p. 221)

Viewing a Redis (cluster mode disabled) Cluster with Replicas
Details: Redis (cluster mode disabled) (Console)

To view the details of a Redis (cluster mode disabled) cluster with replicas using the ElastiCache
console, see the topic Viewing a Redis (cluster mode disabled) Cluster's Details (Console) (p. 144).

Viewing a Replication Group's Details: Redis (cluster mode
disabled) (AWS CLI)

For an AWS CLI example that displays a Redis (cluster mode disabled) replication group's details, see
Viewing a Replication Group's Details: (AWS CLI) (p. 222).

Viewing a Replication Group's Details: Redis (cluster mode
disabled) (ElastiCache API)

For an ElastiCache API example that displays a Redis (cluster mode disabled) replication group's
details, see Viewing a Replication Group's Details: (ElastiCache API) (p. 224).
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Viewing a Replication Group's Details: Redis (cluster
mode enabled)

Viewing a Redis (cluster mode enabled) Cluster with Replicas
Details: Redis (cluster mode disabled) (Console)

To view the details of a Redis (cluster mode enabled) cluster with replicas using the ElastiCache
console, see Viewing a Redis (cluster mode enabled) Cluster's Details (Console) (p. 145).

Viewing a Replication Group's Details: Redis (cluster mode
enabled) (AWS CLI)

For an ElastiCache CLI example that displays a Redis (cluster mode enabled) replication group's
details, see Viewing a Replication Group's Details: (AWS CLI) (p. 222).

Viewing a Replication Group's Details: Redis (cluster mode
enabled) (ElastiCache API)

For an ElastiCache API example that displays a Redis (cluster mode enabled) replication group's
details, see Viewing a Replication Group's Details: (ElastiCache API) (p. 224).

Viewing a Replication Group's Details: (AWS CLI)

You can view the details for a replication using the AWS CLI descri be-repli cati on-groups
command. Use the following optional parameters to refine the listing. Omitting the parameters returns
the details for up to 100 replication groups.

Optional Parameters

e --replication-group-id-— Use this parameter to list the details of a specific replication group. If
the specified replication group has more than one node group, results are returned grouped by node
group.

e --max-itens — Use this parameter to limit the number of replication groups listed. The value of - -
max- i t ens cannot be less than 20 or greater than 100.
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The fnllnwmg code lists the details for up-to-100 replication groups

Example "Status": "avail abl e",
"NodeG oupMenbers": [
{
"CurrentRol e": "primry",
"PreferredAvail abilityZone": "us-west-2a",

"CacheNodel d": "0001",
"ReadEndpoi nt": {
"Port": 6379,
"Address": "rg-
name- 001. 1abc4d. 0001. usw2. cache. amazonaws. cont'
b
"CacheCl usterld": "rg-nane-001"

"CurrentRol e": "replica",
"PreferredAvail abilityZone": "us-west-2b",
" CacheNodel d": "0001",
"ReadEndpoi nt": {
"Port": 6379,
"Address": "rg-
nane- 002. labc4d. 0001. usw2. cache. amazonaws. cont'
3
"CacheCl usterld": "rg-nanme-002"

"CurrentRol e": "replica",
"PreferredAvail abilityZone": "us-west-2c",
" CacheNodel d": "0001",
"ReadEndpoi nt": {
"Port": 6379,
"Address": "rg-
nane- 003. labc4d. 0001. usw2. cache. amazonaws. cont'
3
"CacheCl usterld": "rg-nane-003"

}
1.

"NodeGroupl d": "0001",
"Pri maryEndpoi nt": {
"Port": 6379,
"Address": "rg-
nane. labc4d. ng. 0001. usw2. cache. amazonaws. cont'

}
}
I,
"ReplicationGoupld": "rg-name",
"Aut omati cFai |l over": "enabl ed",

"SnapshottingC usterld": "rg-name-002",
"MenmberC usters": |

"rg-nane- 001",
"rg- nane- 002",
"rg- nane- 003"
1,
"Pendi nghodi fi edVal ues": {}
}
{
... sone output omtted for previty
}
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For more information, see the AWS CLI for ElastiCache topic descri be-repl i cati on-groups.

Viewing a Replication Group's Details: (ElastiCache
API)

You can view the details for a replication using the AWS CLI Descri beRepl i cati onG oups
operation. Use the following optional parameters to refine the listing. Omitting the parameters returns
the details for up to 100 replication groups.

Optional Parameters

¢ ReplicationG oupl d - Use this parameter to list the details of a specific replication group. If the
specified replication group has more than one node group, results are returned grouped by node
group.

¢ MaxRecor ds — Use this parameter to limit the number of replication groups listed. The value of
MaxRecor ds cannot be less than 20 or greater than 100. The default is 100.

Example

The following code list the details for up to 100 replication groups.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Descri beRepl i cati onG oups
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnhat ur eMet hod=Hnac SHA256
&Ti mest anp=20150202T192317Z
&X- Anz- Credent i al =<cr edenti al >

The following code lists the details for myRepl Gr oup.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Descri beRepl i cati onG oups
&Repl i cati onG oupl d=nyRepl G oup
&\Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnhat ur eMet hod=Hnac SHA256
&Ti mest anp=20150202T192317Z
&X- Anz- Cr edent i al =<cr edenti al >

The following code list the details for up to 25 clusters.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Descri beReplicati onG oups
&VaxRecor ds=25
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnhat ur eMet hod=Hnac SHA256
&Ti mest anp=20150202T192317Z
&X- Anz- Credent i al =<cr edenti al >

For more information, see the ElastiCache API reference topic Descri beRepl i cati onG oups.
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Finding Replication Group Endpoints

An application can connect to any node in a replication group, provided that it has the DNS endpoint
and port number for that node. Depending upon whether you are running a Redis (cluster mode
disabled) or a Redis (cluster mode enabled) replication group, you will be interested in different
endpoints.

Redis (cluster mode disabled)

Redis (cluster mode disabled) clusters with replicas have two types of endpoints; the primary endpoint
and the node endpoints. The primary endpoint is a DNS name that always resolves to the primary
cluster in the cluster. The primary endpoint is immune to changes to your cluster, such as promoting a
read replica to the primary role. For write activity, we recommend that your applications connect to the
primary endpoint instead of connecting directly to the primary.

For read activity, applications can connect to any node in the cluster. Unlike the primary endpoint,
node endpoints resolve to specific endpoints. If you make a change in your cluster, such as adding or
deleting a replica, you must update the node endpoints in your application.

Redis (cluster mode enabled)

Redis (cluster mode enabled) clusters with replicas, because they have multiple shards (called node
groups in the API/CLI), which mean they also have multiple primary nodes, have a different endpoint
structure than Redis (cluster mode disabled). Redis (cluster mode enabled) has a configuration
endpoint which "knows" all the primary and node endpoints in the cluster. Your application connects
to the configuration endpoint. Whenever your application writes to or reads from the cluster's
configuration endpoint, Redis, behind the scenes, determines which shard the key belongs to and
which endpoint in that shard to use. It is all quite transparent to your application.

You can find the endpoints for a cluster using the ElastiCache console, the AWS CLI, or the
ElastiCache API.

Finding Replication Group Endpoints
To find the endpoints for your replication group, see one of the following topics:

¢ Finding the Endpoints for a Redis (cluster mode disabled) Cluster (Console) (p. 51)
¢ Finding the Endpoints for a Redis (cluster mode enabled) Cluster (Console) (p. 52)
¢ Finding the Endpoints for Replication Groups (AWS CLI) (p. 56)

¢ Finding Endpoints for Replication Groups (ElastiCache API) (p. 58)
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Modifying a Cluster with Replicas

Important Constraints

¢ Currently, ElastiCache does not support modifying a Redis (cluster mode enabled)
cluster. If you need to modify such a cluster, create the cluster anew with the new cluster
incorporating the changes.

¢ You can upgrade to newer engine versions, but you cannot downgrade to earlier engine
versions except by deleting the existing cache cluster or replication group and creating it
anew. For more information, see Upgrading Engine Versions (p. 41).

You can modify a Redis (cluster mode disabled) cluster's settings using the ElastiCache console, the
AWS CLlI, or the ElastiCache API. Currently, ElastiCache does not support modifying a Redis (cluster
mode enabled) replication group.

Topics
* Modifying a Redis Cluster (Console) (p. 226)
¢ Modifying a Replication Group (AWS CLI) (p. 226)
« Modifying a Replication Group (ElastiCache API) (p. 226)

Modifying a Redis Cluster (Console)

To modify a Redis (cluster mode disabled) cluster, see Modifying an ElastiCache Cluster (p. 149).

Modifying a Replication Group (AWS CLI)

The following AWS CLI command enables Multi-AZ on an existing Redis replication group. You can
use the same command to make other modifications to a replication group.

For Linux, OS X, or Unix:

aws el asticache nodi fy-replication-group \
--replication-group-id nyRepl Goup \
--automatic-fail over-enabl ed

For Windows:

aws el asticache nodify-replication-group
--replication-group-id nyRepl Goup *
--automatic-fail over-enabl ed

For more information on the AWS CLI nodi fy-repl i cati on- gr oup command, see modify-
replication-group.

Modifying a Replication Group (ElastiCache API)

The following ElastiCache API operation enables Multi-AZ on an existing Redis replication group. You
can use the same operation to make other modifications to a replication group.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Mbdi f yRepl i cati onG oup
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&Aut omat i cFai | over Enabl ed=tr ue
&Repl i cati onG oupl d=nyRepl G oup
&Si gnat ur eVer si on=4

&Si gnat ur eMet hod=Hmrac SHA256

&Ti mest anp=20141201T220302Z
&Ver si on=2014-12-01

&X- Anz- Al gor i t hmeAWS4- HVAC- SHA256
&X- Ane- Dat e=20141201T220302Z
&X- Az - Si gnedHeader s=Host

&X- Az - Expi res=20141201T220302Z
&X- Anz- Cr edent i al =<cr edenti al >
&X- Az - Si gnat ur e=<si gnat ur e>

For more information on the ElastiCache API Modi f yRepl i cat i onGr oup operation, see
ModifyReplicationGroup.
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Deleting a Cluster with Replicas

If you no longer need a one of your clusters with replicas (called replication groups in the API/CLI), you
can delete it. When you delete a replication group, ElastiCache deletes all of the nodes in that group.

Once you have begun this operation, it cannot be interrupted or cancelled.

Deleting a Replication Group (Console)

To delete a cluster that has replicas, see Deleting a Cluster (p. 167).

Deleting a Replication Group (AWS CLI)

Use the command del et e-repl i cati on- gr oup to delete a replication group.

aws el asticache del ete-replication-group --replication-group-id my-repgroup

A prompt asks you to confirm your decision. Enter y (yes) to start the operation immediately. After the
process starts, it is irreversible.

After you begin deleting this replication group, all of its nodes will be
del eted as wel |.
Are you sure you want to delete this replication group? [Ny]y

REPLI CATI ONGROUP ny-repgroup My replication group deleting

Deleting a Replication Group (ElastiCache API)

Call Del et eRepl i cati onG oup with the Repl i cati onGr oup parameter.

Example

https://el asti cache. us-west - 2. amazonaws. com
?Act i on=Del et eRepl i cati onG oup
&Repl i cati onG oupl d=ny-repgroup
&Ver si on=2014-12-01
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20141201T220302Z
&X- Anz- Al gori t hm=AWB4- HVAC- SHA256
&X- Ane- Dat €=20141201T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Ane- Expi r es=201412017220302Z
&X- Anz- Cr edent i al =<cr edenti al >
&X- Az - Si gnat ur e=<si gnat ur e>

Note
If you set the Ret ai nPri mar yC ust er parameter to t r ue, all of the read replicas will be
deleted, but the primary cluster will be retained.
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Adding a Read Replica to a Redis Cluster

Important

Currently, ElastiCache does not support adding read replicas to a Redis (cluster mode
enabled). If you need more read replicas, create the cluster anew with the desired number of
read replicas.

As your read traffic increases, you might want to spread those reads across more nodes thereby
reducing the read pressure on any one node. This topic covers how to add a read replica to a
cluster. You can add a read replica to a cluster using the ElastiCache Console, the AWS CLI, or the
ElastiCache API.

¢ Adding Nodes to a Cluster (p. 154)
¢ Adding a Read Replica to a Replication Group (AWS CLI) (p. 229)
¢ Adding a Read Replica to a Replication Group (ElastiCache API) (p. 230)

Topics
¢ Adding a Read Replica to a Cluster (Console) (p. 229)
¢ Adding a Read Replica to a Replication Group (AWS CLI) (p. 229)
¢ Adding a Read Replica to a Replication Group (ElastiCache API) (p. 230)

Adding a Read Replica to a Cluster (Console)

To add a replica to a Redis (cluster mode disabled) cluster, see Adding Nodes to a Cluster (p. 154).

Adding a Read Replica to a Replication Group
(AWS CLI)

To add a read replica to a replication group, use the AWS CLI cr eat e- cache- cl ust er command,
with the parameter - - r epl i cati on- gr oup- i d to specify which replication group to add the cluster
(node) to.

A replication group can have a maximum of 5 read replicas. If you attempt to add a read replica to a
replication group that already has 5 read replicas, the operation will fail.

The following example creates the cluster my-r ead- r epl i ca and adds it to the replication group ny-
replication-group. The node types, parameter groups, security groups, maintenance window and
other settings for my read replica will be the same as the other nodes in my replication group

For Linux, OS X, or Unix:

aws el asticache create-cache-cluster \
--cache-cluster-id ny-read-replica \
--replicationgroup-id ny-replication-group

For Windows:

aws el asticache create-cache-cluster #
--cache-cluster-id ny-read-replica *
--replicationgroup-id ny-replication-group

For more information, see the AWS CLI topic create-cache-cluster.
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Adding a Read Replica to a Replication Group
(ElastiCache API)

To add a read replica to a replication group, use the ElastiCache Cr eat eCached ust er operation,
with the parameter Repl i cat i onGr oupl d to specify which replication group to add the cluster (node)
to.

A replication group can have a maximum of five read replicas. If you attempt to add a read replica to a
replication group that already has five read replicas, the operation will fail.

The following example creates the cluster nyReadRepl i ca and adds it to the replication group
nmyRepl i cati onG oup. The node types, parameter groups, security groups, maintenance window and
other settings for my read replica will be the same as the other nodes in my replication group

https://el asti cache. us-west - 2. amazonaws. com
?Acti on=Cr eat eCached ust er
&Cached ust er | d=nyReadRepl i ca
&Repl i cati onG oupl d=nyRepl i cati onG oup
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20150202T192317Z
&X- Anz- Credent i al =<cr edenti al >

For more information, see the ElastiCache API topic CreateCacheCluster.
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Promoting a Read-Replica to Primary

Important
Currently, ElastiCache does not support promoting a read replica to primary for a Redis
(cluster mode enabled) replication group.

You can promote a read replica to primary using the ElastiCache console, the AWS CLI, or the
ElastiCache API. However, you cannot promote a read replica to primary while Multi-AZ is enabled on
the replication group. If Multi-AZ is enabled you must:

To promote a read replica node to primary

1.

Modify the replication group to disable Multi-AZ (this does not require that all your clusters be in
the same Availability Zone).

For information on modifying a replication group's settings, see Modifying a Cluster with
Replicas (p. 226).

Promote the read replica to primary.

Modify the replication group to re-enable Multi-AZ.

Multi-AZ with automatic failover is not available on replication groups running Redis 2.6.13.

Topics

¢ Promoting a Read-Replica to Primary (Console) (p. 231)
¢ Promoting a Read-Replica to Primary (AWS CLI) (p. 232)
¢ Promoting a Read-Replica to Primary (ElastiCache API) (p. 232)

Promoting a Read-Replica to Primary (Console)

To promote aread replica to primary (console)

1.

If the replica you want to promote is a member of a Redis (cluster mode disabled) cluster with
replicas where Multi-AZ is enabled, modify the cluster to disable Multi-AZ before you proceed (this
does not require that all your clusters be in the same Availability Zone). For more information on
modifying a cluster, see Modifying a Cluster (Console) (p. 149).

Sign in to the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

Choose Redis.

A list of clusters running Redis appears.

From the list of clusters, choose the name of the cluster you wish to modify. This cluster must be
running the "Redis" engine, not the "Clusterd Redis" engine, and it must have 2 or more nodes.

A list of the cluster's nodes appears.
Choose the box to the left of the name of the replica node you want to promote to Primary.

Choose Promote.

In the Promote Read Replica dialog box:

a. Choose Yes to promote the read replica immediately, or No to promote it at the cluster's next
maintenance window.

b. Choose Promote to promote the read replica or Cancel to cancel the operation.

API Version 2015-02-02
231


https://console.aws.amazon.com/elasticache/
https://console.aws.amazon.com/elasticache/

Amazon ElastiCache User Guide
Promoting a Read-Replica to Primary (AWS CLI)

7. If the cluster had Multi-AZ enabled before you began the promotion process, modify the cluster
to re-enable Multi-AZ. For more information about modifying a cluster, see Modifying a Cluster
(Console) (p. 149)

Promoting a Read-Replica to Primary (AWS CLI)

You cannot promote a read replica to primary if the replication group is Multi-AZ enabled. If the replica
you want to promote is a member of a replication group where Multi-AZ is enabled, you must modify
the replication group to disable Multi-AZ before you proceed (this does not require that all your clusters
be in the same Availability Zone). For more information on modifying a replication group, see Modifying
a Replication Group (AWS CLI) (p. 226).

The following AWS CLI command modifies the replication group ny- r epl - gr oup, making the read
replica ny- r epl i ca- 1 the primary in the replication group.

For Linux, OS X, or Unix:

aws el asticache nodi fy-replication-group \
--replication-group-id ny-repl-group \
--primary-cluster-id nmy-replica-1

For Windows:

aws el asticache nodi fy-replication-group »
--replication-group-id ny-repl-group *
--primary-cluster-id nmy-replica-1

For more information on modifying a replication group, see the AWS CLI topic modify-replication-group

Promoting a Read-Replica to Primary (ElastiCache
API)

You cannot promote a read replica to primary if the replication group is Multi-AZ enabled. If the replica
you want to promote is a member of a replication group where Multi-AZ is enabled, you must modify
the replication group to disable Multi-AZ before you proceed (this does not require that all your clusters
be in the same Availability Zone). For more information on modifying a replication group, see Modifying
a Replication Group (ElastiCache API) (p. 226).

The following ElastiCache API action modifies the replication group nyRepl G oup, making the read
replica myRepl i ca- 1 the primary in the replication group.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Mbdi f yRepl i cati onG oup
&Repl i cati onG oupl d=nyRepl G oup
&Primaryd uster| d=nyReplica-1
&Ver si on=2014-12-01
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmrac SHA256
&Ti mest anp=20141201T220302Z
&X- Ane- Al gori t hmeAWB4- HVAC- SHA256
&X- Ane- Dat e=20141201T220302Z
&X- Az - Si gnedHeader s=Host
&X- Az - Expi res=20141201T220302Z
&X- Anz- Credent i al =<cr edenti al >

API Version 2015-02-02
232



http://docs.aws.amazon.com/cli/latest/reference/elasticache/modify-replication-group.html

Amazon ElastiCache User Guide
Promoting a Read-Replica to Primary (ElastiCache API)

&X- Az - Si gnat ur e=<si gnat ur e>

For more information on modifying a replication group, see the ElastiCache API topic
ModifyReplicationGroup
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Deleting a Read Replica

Important

Currently, ElastiCache does not support deleting a read replica from a Redis (cluster mode
enabled) replication group. If you need to reduce the number of read replicas, create the
cluster anew with the desired number of read replicas.

As read traffic on your replication group changes you might want to add or remove read replicas.
Removing a node from a replication group is the same as just deleting a cluster, though there are some
restrictions.

Restriction on removing nodes from a replication group

¢ You cannot remove the primary from a replication group. If you want to delete the primary, you must
do the following:

1. Promote a read replica to primary. For more information on promoting a read replica to primary,
see Promoting a Read-Replica to Primary (p. 231).

2. Delete the old primary. See the next point for a restriction on this method.

¢ If Multi-AZ is enabled on a replication group, you cannot remove the last read replica from the
replication group. In this case you must:

1. Modify the replication group by disabling Multi-AZ. For more information, see Modifying a
Cluster with Replicas (p. 226).

2. Delete the read-replica.

You can remove a read replica from a replication group using the ElastiCache console, the AWS CLI
for ElastiCache, or the ElastiCache API.

For directions on deleting a cluster see:

¢ Deleting a Cluster (Console) (p. 167)
¢ Deleting a Cache Cluster (AWS CLI) (p. 167)
¢ Deleting a Cache Cluster (ElastiCache API) (p. 167)
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ElastiCache Backup & Restore
(Redis)

Amazon ElastiCache clusters running Redis can back up their data. The backup can be used to restore
a cluster or seed a new cluster. The backup consists of the cluster's metadata, along with all of the
data in the cluster. All backups are written to Amazon Simple Storage Service (Amazon S3), which
provides durable storage. At any time, you can restore your data by creating a new Redis cluster

and populating it with data from a backup. ElastiCache lets you manage backups using the AWS
Management Console, the AWS Command Line Interface (AWS CLI), and the ElastiCache API.

Beginning with Redis version 2.8.22, the backup method is selected based upon available memory. If
there is sufficient available memory, a child process is spawned which writes all changes to the cache's
reserved memory while the cache is being backed up. This child process could, depending on the
number of writes to the cache during the backup process, consume all r eser ved nenory, causing
the backup to fail.

If there is insufficient memory available, a forkless, cooperative background process is employed.
The forkless method can impact both latency and throughput. For more information, see How
Synchronization and Backup are Implemented (p. 203).

For more information about the performance impact of the backup process, see Performance Impact of
Backups (p. 236).

This section provides an overview of working with backup and restore.

Constraints

The following constraints should be considered when planning or making backups.

¢ At this time, backup and restore is supported only for clusters running on Redis.

¢ Backup and restore is not supported on cache. t 1. m cro or cache. t 2. * nodes for Redis (cluster
mode disabled) clusters. All other cache node types are supported.

Fore Redis (cluster mode enabled) clusters, backups and restore is supported for all node types.
« During any contiguous 24-hour period, you can create no more than 20 manual backups per cluster.

¢ Redis (cluster mode enabled) only supports taking backups on the cluster (API/CLI: replication
group) level, not at the shard (API/CLI: node group) level.
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¢ When restoring or seeding from a backup, the number of shards in the cluster group must match the
number of shards in the cluster used to create the backup.

Costs

ElastiCache allows you to store one backup for each active Redis cluster free of charge. Storage space
for additional backups is charged at a rate of $0.085/GB per month for all regions. There are no data
transfer fees for creating a backup, or for restoring data from a backup to a Redis cluster.

Performance Impact of Backups

The backup process depends upon which Redis version you're running. Beginning with Redis 2.8.22,
the process is forkless.

Backups when running Redis 2.8.22 and later

Redis backups, in versions 2.8.22 and later, choose between two backup methods. If there is
insufficient memory to support a forked backup, ElastiCache use a forkless method that employs
cooperative background processing. If there is sufficient memory to support a forked save process, the
same process as in prior Redis versions is employed.

If the write load is high during a forkless backup, writes to the cache are delayed to ensure that you
don't accumulate too many changes and thus prevent a successful backup.

Backups when running Redis versions prior to
2.8.22

Backups are created using Redis' native BGSAVE command: The Redis process on the cache node
spawns a child process to write all the data from the cache to a Redis .rdb file. It can take up to ten
seconds to spawn the child process, and during this time the parent process is unable to accept
incoming application requests. After the child process is running independently, the parent process
resumes normal operations. The child process exits when the backup operation is complete.

While the backup is being written, additional cache node memory is used for new writes. If this
additional memory usage exceeds the node's available memory, processing can become slow due to
excessive paging, or fail.

The following are guidelines for improving backing up performance.

¢ Set the reserved-memory parameter—To mitigate excessive paging, we recommend that you set
the reserved-memory parameter. This parameter prevents Redis from consuming all of the node's
available memory, and can help reduce the amount of paging. You might also see performance
improvements by simply using a larger node. For more information about the reserved-memory
parameter and node memory sizes, see Redis Specific Parameters (p. 292).

¢ Create backups from a read replica—If you are running Redis in a node group with more than one
node, you can take a backup from the primary node or one of the read replicas. Because of the
system resources required during a BGSAVE, we recommend that you create backups from one of
the read replicas, rather than the primary. While the backup is being created from the replica, the
primary node remains unaffected by BGSAVE resource requirements, and can continue serving
requests without slowing down.
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If you delete a replication group and request a final backup, ElastiCache will always take the backup
from the primary node. This ensures that you capture the very latest Redis data, before the replication
group is deleted.
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Scheduling Automatic Backups

For any Redis cluster, you can enable automatic backups. When automatic backups are enabled,
ElastiCache creates a backup of the cluster on a daily basis. Automatic backups can help guard
against data loss: In the event of a failure, you can create a new cluster, restoring all of your data from
the most recent backup. The result is a warm-started cluster, pre-loaded with your data and ready for
use. For more information, go to Restoring From a Backup (p. 255).

When you schedule automatic backups, you should plan the following settings:

¢ Backup window — A period during each day when ElastiCache will begin creating a backup. The
minimum length for the backup window is 60 minutes. You can set the backup window for any time
when it's most convenient for you, or for a time of day that avoids doing backups during particularly
high-utilization periods.

If you do not specify a backup window, ElastiCache will assign one automatically.

¢ Backup retention limit — The number of days the backup will be retained in Amazon S3. For
example, if you set the retention limit to 5, then a backup taken today would be retained for 5 days.
When the retention limit expires, the backup is automatically deleted.

The maximum backup retention limit is 35 days. If the backup retention limit is set to 0, automatic
backups are disabled for the cluster.

You can enable or disable automatic backups on an existing Redis cluster or replication group by
modifying it using the ElastiCache console, the AWS CLI, or the ElastiCache API. For more information
on how to enable or disable automatic backups on an existing cluster or replication group, go to
Modifying an ElastiCache Cluster (p. 149) or Modifying a Cluster with Replicas (p. 226).

You can enable or disable automatic backups when creating a Redis cluster or replication group using
the ElastiCache console, the AWS CLI, or the ElastiCache API. You can enable automatic backups
when you create a Redis cluster by checking the Enable Automatic Backups box in the Advanced
Redis Settings section. For more information, see step 2 of Creating a Redis (cluster mode disabled)
Cluster (Console) (p. 130). You can enable automatic backups when you create a Redis replication
group if you are not using an existing cluster as the primary cluster. For more information, see Creating
a Replication Group from Scratch (p. 209).
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Taking Manual Backups

In addition to automatic backups, you can create a manual backup at any time. Unlike automatic
backups which are automatically deleted after a specified retention period, manual backups do not
have a retention period after which they are automatically deleted. You must manually delete a manual
backup.

Manual backups are useful for testing and archiving. For example, suppose that you've developed

a set of baseline data for testing purposes; you can create a manual backup of the data and restore

it whenever you want. After you test an application that modifies the data, you can reset the data by
creating a new cluster and restoring from your baseline backup. When the cluster is ready, you can test
your applications against the baseline data again—and repeat this process as often as needed.

In addition to creating a manual backup, you can create a manual backup in one of the following ways:

« Copying a Backup (p. 247) It does not matter whether the source backup was created
automatically or manually.

e Taking a Final Backup (p. 242) Create a backup immediately before deleting a cluster or replication
group.

There is a limit in place on the rate of manual backup creation: During any contiguous 24-hour period,
you can create no more than 20 manual backups per cluster.

Manual backups do not have retention limits, therefore ElastiCache does not automatically delete
them. Even if you delete a cluster, any manual backups from that cluster are retained. If you no longer
want to keep a manual backup, you must explicitly delete it yourself.

You can create a manual backup of a cluster using the ElastiCache console, the AWS CLI, or the
ElastiCache API.

Creating a Manual Backup (Console)

To create a backup of a cluster (console)

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. From the left navigation pane, choose Redis.

The Redis clusters screen appears.
3. Choose the box to the left of the name of the Redis cluster you want to backup.
4. Choose Backup.

The Create Backup dialog appears.
5. Inthe Backup name box, type in a name for your backup.

Cluster naming constraints

e Must contain from 1 to 20 alphanumeric characters or hyphens.
¢ Must begin with a letter.
« Cannot contain two consecutive hyphens.
¢ Cannot end with a hyphen.
6. Choose Create Backup.

The status of the cluster changes to snapshotting. When the status returns to available the backup
is complete.
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Creating a Manual Backup (AWS CLI)

To create a manual backup of a cluster using the AWS CLI, use the cr eat e- snapshot AWS CLI
command with the following parameters.

¢ --cache-cl ust er-id—- Name of the cache cluster.
¢ --snapshot - name — Name of the snapshot.

Cluster naming constraints

» Must contain from 1 to 20 alphanumeric characters or hyphens.
* Must begin with a letter.

» Cannot contain two consecutive hyphens.

» Cannot end with a hyphen.

The following AWS CLI command creates the backup bkup- 20150515 from the cluster
myRedi sCl ust er.

For Linux, OS X, or Unix:

aws el asticache create-snapshot \
--cache-cluster-id nyRedi sCl uster \
--snapshot - nane bkup-20150515

For Windows:

aws el asticache create-snapshot *
--cache-cluster-id nyRedi sCl uster ~
- -snapshot - nane bkup- 20150515

For more information, see create-snapshot in the AWS Command Line Interface Reference.

Creating a Manual Backup (ElastiCache API)

To create a manual backup of a cluster using the ElastiCache API, use the Cr eat eSnapshot
ElastiCache API action with the following parameters.

* Cached ust er | d — Name of the cache cluster.
* Snapshot Narme — Name of the backup.

Cluster naming constraints

» Must contain from 1 to 20 alphanumeric characters or hyphens.
* Must begin with a letter.

« Cannot contain two consecutive hyphens.

» Cannot end with a hyphen.

To create a manual backup of a cluster using the ElastiCache API, use the Cr eat eSnapshot
ElastiCache API action, specifying the name of the cluster to backup (Cached ust er | d) and the
name of the backup (bkup- 20150515).

The following ElastiCache API action creates the backup bkup- 20150515 from the cluster
myRedi sCl ust er.
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https://el asti cache. us-west-2. amazonaws. com
?Act i on=Cr eat eSnapshot
&Cached ust er | d=nyRedi sCl ust er
&Snapshot Nane=bkup- 20150515
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hnac SHA256
&Ti mest anp=20150202T192317Z
&X- Anz- Credent i al =<cr edenti al >

For more information, see CreateSnapshot in the Amazon ElastiCache API Reference.
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Taking a Final Backup

You can create a final backup using the ElastiCache console, the AWS CLI, or the ElastiCache API.

Creating a Final Backup (Console)

You can create a final backup when you delete either a Redis cluster (API/CLI: replication group) using
the ElastiCache console.

To create a final backup when deleting a Redis cluster, on the delete dialog (step 5), select Yes and
give the backup a name.

Related Topics

¢ Deleting a Cluster (Console) (p. 167)
¢ Deleting a Replication Group (Console) (p. 228)

Taking a Final Backup (AWS CLI)

You can create a final backup when deleting a Redis cluster (API/CLI: replication group) using the
AWS CLI.

Topics
¢ When Deleting a Redis Cluster (p. 242)
¢ When Deleting a Redis Replication Group (p. 243)

When Deleting a Redis Cluster

To create a final backup, use the del et e- cache- cl ust er AWS CLI command with the following
parameters.

e --cache-cl ust er-id— Name of the cluster being deleted.
e --final -snapshot-identifier —Name of the backup.

The following code creates the final backup bkup-20150515- f i nal when deleting the cluster
myRedi sCl ust er.

For Linux, OS X, or Unix:

aws el asticache del ete-cache-cluster \
--cache-cluster-id nyRedi sCl uster \
--final -snapshot-identifier bkup-20150515-fi nal

For Windows:

aws el asticache del ete-cache-cluster ~
--cache-cluster-id nyRedi sCl uster ~
--final -snapshot-identifier bkup-20150515-fi nal

For more information, see delete-cache-cluster in the AWS Command Line Interface Reference.
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When Deleting a Redis Replication Group

To create a final backup when deleting a replication group, use the del et e-repl i cati on-gr oup
AWS CLI command, with the following parameters.

e --replication-group-i d—Name of the replication group being deleted.
e --final -snapshot-identifier —Name of the final backup.

The following code takes the final backup bkup- 20150515- f i nal when deleting the replication group
myRepl Gr oup.

For Linux, OS X, or Unix:

aws el asticache del ete-replication-group \
--replication-group-id nmyRepl G oup \
--final -snapshot-identifier bkup-20150515-fi nal

For Windows:

aws el asticache delete-replication-group "
--replication-group-id nyRepl G oup »
--final -snapshot-identifier bkup-20150515-fi nal

For more information, see delete-replication-group in the AWS Command Line Interface Reference.

Taking a Final Backup (ElastiCache API)

You can create a final backup when deleting a Redis cluster or replication group using the ElastiCache
API.

Topics
¢ When Deleting a Redis Cluster (p. 243)
¢ When Deleting a Redis Replication Group (p. 244)

When Deleting a Redis Cluster

To create a final backup, use the Del et eCached ust er ElastiCache API action with the following
parameters.

e Cached ust er | d — Name of the cluster being deleted.
« Fi nal Snapshot I denti fi er — Name of the backup.

The following ElastiCache API action creates the backup bkup- 20150515-f i nal when deleting the
cluster nyRedi sd ust er.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Del et eCached ust er
&Cached ust er | d=nyRedi sCl ust er
&Fi nal Snapshot | denti fi er =bkup-20150515-fi nal
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
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&Ti mest anp=20150202T192317Z
&X- Anez- Cr edent i al =<cr edenti al >

For more information, see DeleteCacheCluster in the Amazon ElastiCache API Reference.

When Deleting a Redis Replication Group

To create a final backup when deleting a replication group, use the Del et eRepl i cati onG oup
ElastiCache API action, with the following parameters.

¢ ReplicationG oupl d— Name of the replication group being deleted.
¢ Fi nal Snapshot I dentifier — Name of the final backup.

The following ElastiCache API action creates the backup bkup- 20150515- f i nal when deleting the
replication group nyRepl G- oup.

https://el asti cache. us-west - 2. amazonaws. com
?Act i on=Del et eRepl i cati onG oup
&Fi nal Snapshot | denti fi er =bkup-20150515-fi nal
&Repl i cati onG oupl d=nyRepl G- oup
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20150202T192317Z
&X- Anz- Credent i al =<cr edenti al >

For more information, see DeleteReplicationGroup in the Amazon ElastiCache API Reference.
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Describing Backups

The following procedures show you how to display a list of your backups. If you desire, you can also
view the details of a particular backup.

Describing Backups (Console)

To display backups using the AWS Management Console

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. From the left navigation pane, choose Backups.
3. Use the Filter field to display manual, automatic, or all backups.
4. To see the details of a particular backup, select the box to the left of the backup's name.

Describing Backups (AWS CLI)

To display a list of backups and optionally details about a specific backup, use the descri be-
snapshot s CLI operation.

Examples

The following command uses the parameter - - max- r ecor ds to list up to 20 backups associated with
your account. Omitting the parameter - - max-r ecor ds lists up to 50 backups.

aws el asticache descri be-snapshots --max-records 20

The following command uses the parameter - - cache- cl ust er - i d to list only the backups
associated with the cluster ny- cl uster.

aws el asticache descri be-snapshots --cache-cluster-id my-cluster

The following command uses the parameter - - snapshot - nane to display the details of the backup
nmy- backup.

aws el asticache descri be-snapshots --snapshot-nane ny-backup

For more information, see describe-snapshots in the AWS Command Line Interface Reference.

Describing Backups (ElastiCache API)

To display a list of backups, use the Descri beSnapshot s action.
Examples

The following action uses the parameter MaxRecor ds to list up to 20 backups associated with your
account. Omitting the parameter MaxRecor ds will list up to 50 backups.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Descri beSnapshot s
&VaxRecor ds=20
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&Si gnat ur eMet hod=Hmac SHA256

&Si gnat ur eVer si on=4

&Ti mest anp=20141201T220302Z

&Ver si on=2014-12-01

&X- Anz- Al gor i t hmeAWS4- HVAC- SHA256
&X- Anez- Dat e=20141201T220302Z

&X- Anz- Si gnedHeader s=Host

&X- Anz- Expi res=20141201T220302Z
&X- Anz- Credent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>

The following action uses the parameter CacheC ust er | d to list all backups associated with the
cluster Myl ust er .

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Descri beSnapshot s
&Cached ust er | d=Myd ust er
&Si gnat ur eMet hod=Hmac SHA256
&Si gnat ur eVer si on=4
&Ti mest anp=20141201T220302Z
&Ver si on=2014-12-01
&X- Ane- Al gori t hmeAWB4- HVAC- SHA256
&X- Ane- Dat e=20141201T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Anz- Expi res=20141201T220302Z
&X- Ane- Credent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>

The following action uses the parameter Snapshot Nane to display the details for the backup
MyBackup.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Descri beSnapshot s
&Si gnat ur eMet hod=Hmac SHA256
&Si gnat ur eVer si on=4
&Snapshot Nane=MyBackup
&Ti mest anp=20141201T220302Z
&Ver si on=2014-12-01
&X- Ane- Al gori t hmeAWB4- HVAC- SHA256
&X- Anez- Dat e=20141201T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Anz- Expi res=20141201T220302Z
&X- Ane- Credent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>

For more information, see DescribeSnapshots.
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Copying a Backup

You can make a copy of any backup, whether it was created automatically or manually. You can also
export your backup so you can access it from outside ElastiCache. For guidance on exporting your
backup, see Exporting a Backup (p. 249).

The following procedures show you how to copy a backup.

Copying a Backup (Console)

To copy a backup (console)

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

On the ElastiCache console dashboard, choose Backups.

In the list of backups, choose the box to the left of the name of the backup you want to copy.
Select Copy.

In the Create Copy of the Backup? dialog box:

ok owbn

In the New backup name box, type a name for your new backup.

b. Leave the optional Target S3 Bucket box blank. This field should only be used to export your
backup and requires special S3 permissions. For information on exporting a backup, see
Exporting a Backup (p. 249).

c. Select Copy.

Copying a Backup (AWS CLI)

To copy a backup, use the copy- snapshot command.
Parameters

e --source-snapshot - name — Name of the backup to be copied.
e --target-snapshot - nane — Name of the backup's copy.

e --target-bucket — Reserved for exporting a backup. Do not use this parameter when making a
copy of a backup. For more information, see Exporting a Backup (p. 249).

The following example makes a copy of an automatic backup.

For Linux, OS X, or Unix:

aws el asticache copy-snapshot \
--source-snapshot - nane autonatic. ny-redi s-prinmary-2014-03-27-03-15 \
--target-snapshot - nane ny-backup- copy

For Windows:

aws el asti cache copy-snapshot *
- -sour ce-snapshot - nane autonatic. ny-redi s-prinmary-2014-03-27-03-15 »
--target-snapshot - nane ny-backup- copy

For more information, see copy- snapshot inthe AWS CLI.
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Copying a Backup (ElastiCache API)

To copy a backup, use the CopySnapshot action with the following parameters:
Parameters

* Sour ceSnapshot Narre — Name of the backup to be copied.
e Tar get Snapshot Nane — Name of the backup's copy.

* Tar get Bucket — Reserved for exporting a backup. Do not use this parameter when making a copy
of a backup. For more information, see Exporting a Backup (p. 249).

The following example makes a copy of an automatic backup.

Example

https://el asti cache. us-west - 2. amazonaws. com
?Act i on=CopySnapshot
&Sour ceSnapshot Nane=aut omati c. ny-redi s-pri mary-2014-03-27-03-15
&Tar get Snapshot Name=ny- backup- copy
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20141201T220302Z
&Ver si on=2014-12-01
&X- Anz- Al gori t hneFAWS4- HVAC- SHA256
&X- Ane- Dat €=20141201T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Anz- Expi res=20141201T220302Z
&X- Anz- Credent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>

For more information, see CopySnapshot in the Amazon ElastiCache API Reference.
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Exporting a Backup

Amazon ElastiCache supports exporting your ElastiCache backup to an Amazon Simple Storage
Service (Amazon S3) bucket, which gives you access to it from outside ElastiCache. You can export a
backup using the ElastiCache console, the AWS CLI, or the ElastiCache API.

Exporting a backup can be helpful if you need to launch a cluster in a another region. You can export
your data in one region, copy the .rdb file to the new region, and then use that .rdb file to seed the new
cluster instead of waiting for the new cluster to populate through use. For information about seeding a
new cluster, see Using a Backup to Seed a Cluster (p. 257). Another reason you might want to export
your cluster's data is to use the .rdb file for offline processing.

Important

¢ The backup and the Amazon S3 bucket that you want to copy it to must be in the same
region.

¢ Backups copied to an Amazon S3 bucket are unencrypted. We strongly recommend that
you do not grant others access to the Amazon S3 bucket where you want to store your
backups.

Before you can export a backup to an Amazon S3 bucket you must have an Amazon S3 bucket in the
same region as the backup, and then grant ElastiCache access to the bucket. The first two steps show
you how to do this.

Warning: Data Vulnerability
The following scenarios expose your data in ways you may not want.

¢« When another person has access to the Amazon S3 bucket you exported your
backup to.

To control access to your backups, only allow access to the Amazon S3 bucket to those
who you want to access your data. For information about managing access to an Amazon
S3 bucket, see Managing Access in the Amazon S3 Developer Guide.

¢ When another person has permissions to use the CopySnapshot API.

Users or groups that have permissions to use the CopySnapshot API can create their own
Amazon S3 buckets and copy backups to it. To control access to your backups, use an IAM
policy to control who has the ability to use the CopySnapshot API. For more information
about using IAM to control the use of ElastiCache APls, see Authentication and Access
Control for Amazon ElastiCache (p. 333) in the ElastiCache User Guide.

Topics
e Step 1: Create an Amazon S3 Bucket (p. 249)
e Step 2: Grant ElastiCache Access to Your Amazon S3 Bucket (p. 250)
¢ Step 3: Export an ElastiCache Backup (p. 251)

Step 1: Create an Amazon S3 Bucket

The following procedure creates an Amazon S3 bucket where you can export and store an ElastiCache
backup.

1. Signinto the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.
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2. Choose Create Bucket.
3. InCreate a Bucket - Select a Bucket Name and Region, do the following:

a. InBucket Name, type a name for your Amazon S3 bucket.

The name of your Amazon S3 bucket must be DNS-compliant. Otherwise, ElastiCache cannot
access your backup file. The rules for DNS compliance are:

* Names must be at least 3 and no more than 63 characters long.
« Names must be a series of one or more labels separated by a period (.) where each label:
« Starts with a lowercase letter or a number.
» Ends with a lowercase letter or a number.
< Contains only lowercase letters, numbers, and dashes.
* Names cannot be formatted as an IP address (e.g., 192.0.2.0).
b. In Region, choose the same region that your backup is in.
c. Choose Create.

For more information about creating an Amazon S3 bucket, see Creating a Bucket in the Amazon
Simple Storage Service Console User Guide.

Step 2: Grant ElastiCache Access to Your Amazon
S3 Bucket

The following procedure grants Amazon ElastiCache access to your S3 bucket so it can copy a backup
to the bucket.

Warning

Backups copied to an Amazon S3 bucket are unencrypted. Your data may be accessed by
anyone with access to your Amazon S3 bucket. We strongly recommend that you set up IAM
policies to prevent unauthorized access to this Amazon S3 bucket. For more information, see
Managing Access in the Amazon S3 Developer Guide.

1. Signin to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

2. Choose All Buckets, and then choose the name of the Amazon S3 bucket that you want the
exported backup written to. This should be the S3 bucket you created in Step 1: Create an
Amazon S3 Bucket (p. 249).

3. Choose Properties, and then choose Permissions.

Make sure that the bucket's region is the same as your backup's region. If it isn't, return to Step
1: Create an Amazon S3 Bucket (p. 249) and create a new bucket in the same region as the
backup that you want to export.

5. Choose Add more permissions.
6. In Grantee, type the region's canonical id as shown in the following list:
» China (Beijing) Region —
b1l4d6al25bdf 69854ed8ef 2e71d8a20b7c490f 252229h806e514966e490b8d83
 Asia Pacific (Seoul) Region —
540804c33a284a299d2547575ce1010f 2312ef 3da9b3a053c8bc45bf 2334353

¢ AWS GovCloud (US) Region —
40f a568277ad703bd160f 66ae4f 83f c9df df d06¢c2f 1b5060ca22442ac3ef 8beb

Important
The backup must be exported to an S3 bucket in AWS GovCloud (US).
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« All other regions —
540804c33a284a299d2547575ce1010f 2312ef 3da9b3a053c8bc45bf 233e4353

7. Choose List, Upload/Delete, and View Permissions. ElastiCache must have these permissions
to create an exported backup in the S3 bucket.

8. Choose Save.

Your Amazon S3 bucket is now ready for you to export an ElastiCache backup to using the
ElastiCache console, the AWS CLI, or the ElastiCache API.

Step 3: Export an ElastiCache Backup

Now that you've created your S3 bucket and granted ElastiCache permissions to access it, use one of
the following methods to export your backup.

Topics
¢ Using the AWS Management Console (p. 251)
« Using the AWS CLI (p. 252)
¢ Using the ElastiCache API (p. 253)

Exporting an ElastiCache Backup (Console)

The following process uses the ElastiCache console to export a backup to an Amazon S3 bucket so
that you can access it from outside ElastiCache. The Amazon S3 bucket must be in the same region as
the ElastiCache backup.

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

In the ElastiCache console dashboard, select Backups.

From the list of backups, select the box to the left of the name of the backup you want to export.
Select Copy.

In Create a Copy of the Backup?, do the following:

AN ol

a. In New backup name box, type a name for your new backup.
The name must be between 1 and 1,000 characters and able to be UTF-8 encoded.

ElastiCache adds an instance identifier and . r db to the value that you enter here. For
example, if you enter nmy- expor t ed- backup, ElastiCache creates ny- export ed-
backup-0001. r db.

b. From the Target S3 Location list, select the name of the Amazon S3 bucket that you
want to copy your backup to (the bucket that you created in Step 1: Create an Amazon S3
Bucket (p. 249)).

The Target S3 Location must be an Amazon S3 bucket in the backup's region with List,
Upload/Delete, and View Permissions permissions granted to ElastiCache for the backup
export process to succeed. For more information, see Step 2: Grant ElastiCache Access to
Your Amazon S3 Bucket (p. 250).

c. Choose Copy.

Note

If your S3 bucket does not have the permissions needed for ElastiCache to export a backup
to it, you will receive one of the following error messages. Add the permissions specified and
retry exporting your backup.
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¢ ElastiCache has not been granted READ permissions %s on the S3 Bucket.

Solution: Add List and Read permissions on the bucket.
¢ ElastiCache has not been granted WRITE permissions %s on the S3 Bucket.

Solution: Add Upload/Delete permissions on the bucket.
¢ ElastiCache has not been granted READ_ACP permissions %s on the S3 Bucket.

Solution: Add View Permissions on the bucket.

For information on adding permissions, see Step 2: Grant ElastiCache Access to Your
Amazon S3 Bucket (p. 250)

If you want to copy your backup to another region, use Amazon S3 to copy it. For more information,
see Copying an Object in the Amazon Simple Storage Service Console User Guide.

Exporting an ElastiCache Backup (AWS CLI)

Export the backup to an Amazon S3 bucket using the copy- snapshot CLI operation with the following
parameters:

Parameters

e --source-snapshot - name — Name of the backup to be copied.

e --target-snapshot - nanme — Name of the backup's copy.
The name must be between 1 and 1,000 characters and able to be UTF-8 encoded.

ElastiCache adds an instance identifier and . r db to the value you enter here. For example, if you
enter ny- expor t ed- backup, ElastiCache creates ny- export ed- backup- 0001. r db.

e --target-bucket — Name of the Amazon S3 bucket where you want to export the backup. A copy
of the backup is made in the specified bucket.

The - -t ar get - bucket must be an Amazon S3 bucket in the backup's region with List, Upload/
Delete, and View Permissions permissions granted to ElastiCache for the backup export process
to succeed. For more information, see Step 2: Grant ElastiCache Access to Your Amazon S3
Bucket (p. 250).

The following command copies a backup to my-s3-bucket.

For Linux, OS X, or Unix:

aws el asti cache copy-snapshot \
--sour ce-snapshot - nane aut onatic. ny-redi s-prinmary-2016-06-27-03-15 \
--target-snapshot - nane ny-exported-backup \
--target-bucket ny-s3-bucket

For Windows:

aws el asti cache copy-snapshot *
- -sour ce-snapshot - nane aut onatic. ny-redi s-prinmary-2016-06-27-03-15 »
--target-snapshot - nane ny-exported-backup *
--target-bucket ny-s3-bucket
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Note

If your S3 bucket does not have the permissions needed for ElastiCache to export a backup
to it, you will receive one of the following error messages. Add the permissions specified and
retry exporting your backup.

 ElastiCache has not been granted READ permissions %s on the S3 Bucket.

Solution: Add List and Read permissions on the bucket.
¢ ElastiCache has not been granted WRITE permissions %s on the S3 Bucket.

Solution: Add Upload/Delete permissions on the bucket.
¢ ElastiCache has not been granted READ_ACP permissions %s on the S3 Bucket.

Solution: Add View Permissions on the bucket.

For information on adding permissions, see Step 2: Grant ElastiCache Access to Your
Amazon S3 Bucket (p. 250)

For more information, see copy-snapshot in the AWS Command Line Interface Reference.

If you want to copy your backup to another region, use Amazon S3 copy. For more information, see
Copying an Object in the Amazon Simple Storage Service Console User Guide.

Exporting an ElastiCache Backup (ElastiCache API)

Export the backup to an Amazon S3 bucket using the CopySnapshot API operation with these
parameters.

Parameters

Sour ceSnapshot Nane — Name of the backup to be copied.
Tar get Snapshot Nane — Name of the backup's copy.

The name must be between 1 and 1,000 characters and able to be UTF-8 encoded.

ElastiCache will add an instance identifier and . r db to the value you enter here. For example, if you
enter ny- expor t ed- backup, you will get ny- expor t ed- backup- 0001. r db.

Tar get Bucket — Name of the Amazon S3 bucket where you want to export the backup. A copy of
the backup is made in the specified bucket.

The Tar get Bucket must be an Amazon S3 bucket in the backup's region with List, Upload/
Delete, and View Permissions permissions granted to ElastiCache for the backup export process
to succeed. For more information, see Step 2: Grant ElastiCache Access to Your Amazon S3
Bucket (p. 250).

The following example makes a copy of an automatic backup to the Amazon S3 bucket ny- s3-
bucket .
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Example

https://el asti cache. us-west - 2. amazonaws. com
?Act i on=CopySnapshot
&Sour ceSnapshot Name=aut omati c. ny-redi s-pri mary-2016-06- 27- 03- 15
&Tar get Bucket =nmy- s3- bucket
&Tar get Snapshot Name=ny- backup- copy
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20141201T220302Z
&Ver si on=2016- 01- 01
&X- Ane- Al gori t hmeFAWB4- HVAC- SHA256
&X- Ane- Dat €=20141201T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Ane- Expi r es=20141201T220302Z
&X- Anz- Cr edent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>

Note

If your S3 bucket does not have the permissions needed for ElastiCache to export a snapshot
to it, you will receive one of the following error messages. Add the permissions specified and
retry exporting your backup.

 ElastiCache has not been granted READ permissions %s on the S3 Bucket.

Solution: Add List and Read permissions on the bucket.
¢ ElastiCache has not been granted WRITE permissions %s on the S3 Bucket.

Solution: Add Upload/Delete permissions on the bucket.
¢ ElastiCache has not been granted READ_ACP permissions %s on the S3 Bucket.

Solution: Add View Permissions on the bucket.
For information on adding permissions, see Step 2: Grant ElastiCache Access to Your
Amazon S3 Bucket (p. 250)
For more information, see CopySnapshot in the Amazon ElastiCache API Reference.

If you want to copy your backup to another region, use Amazon S3 copy to copy the exported backup
to the Amazon S3 bucket in another region. For more information, see Copying an Object in the
Amazon Simple Storage Service Console User Guide.
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Restoring From a Backup

You can restore the data from a backup into a new cluster at any time. By default, the new cluster will
have the same configuration that the source cluster did when the backup was created; however, you
can override some of the parameters, such as node size.

During the restore operation, ElastiCache creates the new cluster, and then populates the cache with
data from the backup file. When this process is complete, the Redis cache is warmed up and the
cluster is ready to accept requests.

The following procedures show you how to restore a backup to a new cluster.

Restoring From a Backup (Console)

You can restore a cluster from a backup using the ElastiCache console.

To restore a backup to a new cluster (console)

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

From the left navigation pane, choose Backups.
In the list of backups, select the backup you want to restore from.
Select Restore.

o s DN

Complete the Restore Cluster dialog box.

[Optional] You can customize the new cluster by selecting new values for Instance Type, Cache
Port, and some other properties.

6. When the settings are as you want them, choose Launch Cluster.

Restoring From a Backup (AWS CLI)

To restore data from a backup into a new cluster, use the create-cache-cluster CLI operation with the
following parameters:

¢ --snapshot - nane — Name of the backup to restore from.
e --cache-cl uster-id— Name of the new, restored cache cluster.

The following example creates a new cache cluster named my-restored-redis and restores the data
from my-manual-backup into it.

For Linux, OS X, or Unix:

aws el asticache create-cache-cluster \
--cache-cluster-id ny-restored-redis \
- -snapshot - nane ny- manual - backup

For Windows:

aws el asticache create-cache-cluster ~
--cache-cluster-id ny-restored-redis »
- -snapshot - nane ny- manual - backup
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For more information, see create-cache-cluster in the AWS Command Line Interface Reference.

Restoring From a Backup (ElastiCache API)

To restore data from a backup into a new cluster, use the CreateCacheCluster APl operation with the
following parameter:

¢ Snapshot Nane — Name of the backup to restore from.
e Cached ust er | d — Name of the new, restored cache cluster.

The following example creates a new cluster named my-restored-redis and restores the data from my-
manual-backup.

Example

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Cr eat eCached uster
&CacheC usterl d=ny-restored-redis
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Snapshot Narme=ny- manual - backup
&Ti mest anp=20141201T220302Z
&Ver si on=2015- 02- 02
&X- Ane- Al gori t hmeAWB4- HVAC- SHA256
&X- Ane- Dat e=20141201T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Anz- Expi res=20141201T220302Z
&X- Anz- Credent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>

For more information, see CreateCacheCluster in the Amazon ElastiCache API Reference.
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Using a Backup to Seed a Cluster

When you create a new Redis cluster, you can seed it with data from a Redis .rdb backup file. Seeding
the cluster is useful if you currently manage a Redis instance outside of ElastiCache and want to
populate your new ElastiCache cluster with your existing Redis data.

Important

You must ensure that your Redis backup data does not exceed the resources of the node. For
example, you cannot upload an .rdb file with 5 GB of Redis data to a cache.m3.medium node
that has 2.9 GB of memory.

If the backup is too large, the resulting cluster will have a status of restore-failed. If this
happens, you must delete the cluster and start over.

For a complete listing of node types and specifications, see Redis Node-Type Specific
Parameters (p. 305) and Amazon ElastiCache Product Features and Details.

The following topics walk you through migrating your non-ElastiCache Redis cluster to Amazon
ElastiCache.

Topics

Step 1: Create a Redis Backup (p. 257)

Step 2: Upload Your Backup to Amazon S3 (p. 257)

Step 3: Grant ElastiCache Read Access to the .rdb File (p. 258)
Step 4: Seed the ElastiCache Cluster With the .rdb File Data (p. 258)

Step 1: Create a Redis Backup

To create the Redis backup from which you will seed your ElastiCache Redis instance

1. Connect to your existing Redis instance.
Run either the BGSAVE or SAVE command to create the backup.

BGSAVE is asynchronous and does not block other clients while processing. For more information,
see BGSAVE at the Redis website.

SAVE is synchronous and blocks other processes until finished. For more information, see SAVE at

the Redis website.

For additional information on creating a backup, see Redis Persistence at the Redis website.

Step 2: Upload Your Backup to Amazon S3

Once you have created the backup file, you need to upload it to an Amazon S3 bucket. For more
information on this task, see the Amazon Simple Storage Service Getting Started Guide.

It is important that you note the path to your S3 bucket for the .rdb file. For example, if my bucket name
was nmyBucket and the path was nyFol der/redi s. r db, you would enter nyBucket / nyFol der/
redi s. rdb. You need this path to seed the new cluster with the data in this backup.

The name of your Amazon S3 bucket must be DNS-compliant. Otherwise, ElastiCache cannot access
your backup file. The rules for DNS compliance are:

¢ Names must be at least 3 and no more than 63 characters long.
« Names must be a series of one or more labels separated by a period (.) where each label:
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 Starts with a lowercase letter or a number.
« Ends with a lowercase letter or a number.
» Contains only lowercase letters, numbers, and dashes.
* Names cannot be formatted as an IP address (e.g., 192.0.2.0).

For additional information, see Bucket Restrictions and Limitations in the Amazon Simple Storage
Service Developer Guide.

We strongly recommend that you use an Amazon S3 bucket that is in the same region as your
ElastiCache cluster. This approach will ensure the highest data transfer speed when ElastiCache reads
your .rdb file from Amazon S3.

Step 3: Grant ElastiCache Read Access to the .rdb
File

To grant ElastiCache read access to the backup file

1. Signinto the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

Choose All Buckets, and then choose the name of the S3 bucket that contains your .rdb file.
Choose the name of the folder that contains your .rdb file.

Choose the name of your .rdb backup file.

Choose the Actions drop-down menu, and then choose Properties.

In the Grantee box, type this email address: aws- scs- s3-r eadonl y@nmazon. com The aws-
scs-s3-readonl y@nazon. comaccount is used exclusively for customers uploading Redis
backup data from Amazon S3.

ok oD

Important
For the following regions, connect to the canonical ID rather than aws- scs- s3-
readonl y@nmazon. com

¢ China (Beijing) Region:
b14d6al25bdf 69854ed8ef 2e71d8a20b7¢c490f 252229b806e514966e490b8d83

¢ EU (Frankfurt) Region:
540804c33a284a299d2547575ce1010f 2312ef 3da9b3a053c8bc45bf 233e4353

¢ Asia Pacific (Seoul) Region:

540804c33a284a299d2547575ce1010f 2312ef 3da9b3a053c8bc45bf 233e4353
 AWS GovCloud (US) Region:

40f a568277ad703bd160f 66ae4f 83f c9df df d0O6¢c2f 1b5060ca22442ac3ef 8beb

Note
The backup must be located in an S3 bucket in AWS GovCloud (US) for you
to download it to a Redis cluster in AWS GovCloud (US).

7. Choose Open/Download, and then choose Save.

Step 4: Seed the ElastiCache Cluster With the .rdb
File Data

Now you are ready to create an ElastiCache cluster and seed it with the data from the .rdb file. To
create the cluster, follow the directions at Creating a Cluster (p. 128). Be sure to choose Redis as your
cluster engine.
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The method you use to tell ElastiCache where to find the Redis backup you uploaded to Amazon S3
depends on the method you use to create the cluster:

» Seed the ElastiCache Cluster With the .rdb File Data Using the ElastiCache Console

After you choose the Redis engine, on the Specify Cluster Details page, at the bottom of the
Configuration section, locate S3 Location of the Redis .rdb file and type the Amazon S3 path
for the backup you uploaded to your S3 bucket. The Amazon S3 path will look something like
nmyBucket / myFol der/ myBackupFi | enane. r db.

¢ Seed the ElastiCache Cluster With the .rdb File Data Using the AWS CLI

If you use the aws el asti cache creat e-cache-cl ust er command, use

the - - snapshot - ar ns parameter to specify a fully qualified ARN. For example,

arn: aws: s3: : : myBucket / nyFol der/ nyBackupFi | enane. rdb. The ARN must resolve to the
backup file you stored in Amazon S3.

» Seed the ElastiCache Cluster With the .rdb File Data Using the ElastiCache API

If you use the Cr eat eCached ust er ElastiCache API, use the

Snapshot Ar ns parameter to specify a fully qualified ARN. For example,

arn: aws: s3: : : myBucket / nyFol der/ nmyBackupFi | enane. r db. The ARN must resolve to the
backup file you stored in Amazon S3.

During the process of creating your cluster, the data in your Redis backup will be written to the cluster.
You can monitor the progress by viewing the ElastiCache event messages. To do this, go to the
ElastiCache console and choose Cache Events. You can also use the AWS ElastiCache command
line interface or ElastiCache API to obtain event messages. For more information, see Viewing
ElastiCache Events (p. 367).
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Tagging Backups

Cost allocation tags are a means of tracking your costs across multiple AWS services by grouping your
expenses on invoices by tag values. To learn more about cost allocation tags, see Use Cost Allocation
Tags and Monitoring Costs with Cost Allocation Tags (p. 373).

Using the ElastiCache console, the AWS CLI, or ElastiCache API you can add, list, modify, remove, or
copy cost allocation tags on your backups. For more information, see the following topics.

¢ Adding Tags to Your ElastiCache Resource (p. 375)

e Listing Your ElastiCache Resource's Tags (p. 377)

¢ Modifying Your ElastiCache Resource's Tags (p. 379)

¢ Removing Tags from Your ElastiCache Resource (p. 380)
e Copying Tags to Your ElastiCache Resource (p. 381)
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Deleting a Backup

An automatic backup is automatically deleted when its retention limit expires. If you delete a cluster, all
of its automatic backups are also deleted. If you delete a replication group, all of the automatic backups
from the clusters in that group are also deleted.

ElastiCache provides a deletion API that lets you delete a backup at any time, regardless of whether
the backup was created automatically or manually. (Since manual backups do not have a retention
limit, manual deletion is the only way to remove them.)

You can delete a backup using the ElastiCache console, the AWS CLlI, or the ElastiCache API.

Deleting a Backup (Console)

The following procedure deletes a backup using the ElastiCache console.

To delete a backup

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. In the left navigation pane, choose Backups.

The Backups screen appears with a list of your backups.
3. Choose the box to the lert of the name of the backup you want to delete.
4. Choose Delete.

The Delete Backup confirmation screen appears.
5. If you want to delete this backup, choose Delete. The status changes to deleting.

If you want to keep this backup, choose Cancel.

Deleting a Backup (AWS CLI)

Use the delete-snapshot AWS CLI CLI operation with the following parameter to delete a backup .

¢ --snapshot - nane — Name of the backup to be deleted.

The following code deletes the backup nmyBackup.

aws el asticache del et e-snapshot --snapshot-nane nmyBackup

For more information, see delete-snapshot in the AWS Command Line Interface Reference.

Deleting a Backup (ElastiCache API)

Use the DeleteSnapshot API operation with the following parameter to delete a backup .

¢ Snapshot Nane — Name of the backup to be deleted.

The following code deletes the backup myBackup.

https://el asti cache. us-west - 2. amazonaws. com
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?Act i on=Del et eSnapshot

&Si gnat ur eVer si on=4

&Si gnat ur eMet hod=Hmrac SHA256
&Snapshot | d=nyBackup

&Ti mest anp=20150202T192317Z
&\Ver si on=2015- 02- 02

&X- Anz- Cr edent i al =<cr edenti al >

For more information, see DeleteSnapshot in the Amazon ElastiCache API Reference.

Redis Append Only Files (AOF)

By default, the data in a Redis node on ElastiCache resides only in memory, and is not persistent. If a
node is rebooted, or if the underlying physical server experiences a hardware failure, the data in the
cache is lost.

If you require data durability, you can enable the Redis append-only file feature (AOF). When this
feature is enabled, the node writes all of the commands that change cache data to an append-only
file. When a node is rebooted and the cache engine starts, the AOF is "replayed"”; the result is a warm
Redis cache with all of the data intact.

AOF is disabled by default. To enable AOF for a cluster running Redis, you must create a parameter
group with the appendonl y parameter set to yes, and then assign that parameter group to your
cluster. You can also modify the appendf sync parameter to control how often Redis writes to the AOF
file.

Important

Append-only files (AOF) are not supported for cache.tl.micro and cache.t2.* nodes. For nodes
of these types, the appendonl y parameter value is ignored.

For Multi-AZ replication groups, AOF is disabled.

AOF is not supported on Redis versions 2.8.22 and later.

Warning

AOF cannot protect against all failure scenarios. For example, if a node fails due to a
hardware fault in an underlying physical server, ElastiCache will provision a new node on a
different server. In this case, the AOF file will no longer be available and cannot be used to
recover the data. Thus, Redis will restart with a cold cache.

For greater reliability and faster recovery, we recommend that you create one or more read
replicas in different availability zones for your cluster, and enable Multi-AZ on the replication
group instead of using AOF. AOF is disabled for Multi-AZ replication groups.

For more information on mitigating failures, see Mitigating Failures when Running

Redis (p. 64).

For more information see:

« Redis Specific Parameters (p. 292)
¢ Replication: Multi-AZ with Automatic Failover (Redis) (p. 196)
« Mitigating Failures (p. 62)
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Important

Amazon ElastiCache security groups are only applicable to clusters that are not running in
an Amazon Virtual Private Cloud environment (VPC). If you are running in an Amazon Virtual
Private Cloud, Security Groups is not available in the console navigation pane.

If you are running your ElastiCache nodes in an Amazon VPC, you control access to your
clusters with Amazon VPC security groups, which are different from ElastiCache security
groups. For more information about using ElastiCache in an Amazon VPC, see Amazon
Virtual Private Cloud (Amazon VPC) with ElastiCache (p. 316)

Amazon ElastiCache allows you to control access to your clusters using ElastiCache security groups.
An ElastiCache security group acts like a firewall, controlling network access to your cluster. By default,
network access is turned off to your clusters. If you want your applications to access your cluster, you
must explicitly enable access from hosts in specific Amazon EC2 security groups. Once ingress rules
are configured, the same rules apply to all clusters associated with that security group.

To allow network access to your cluster, create a security group and use the

Aut hori zeCacheSecuri t yG oupl ngr ess APl operaton (CLI: aut hori ze- cache-securi ty-

gr oup- i ngr ess) to authorize the desired Amazon EC2 security group (which in turn specifies the
Amazon EC2 instances allowed). The security group can be associated with your cluster at the time of
creation, or using the Modi f yCached ust er API operation (CLI: nodi f y- cache- cl ust er).

Important

Access control based on IP range is currently not enabled at the individual cluster level. All
clients to a cluster must be within the EC2 network, and authorized via security groups as
described previously.

For more information about using ElastiCache with Amazon VPCs, see Amazon Virtual Private Cloud
(Amazon VPC) with ElastiCache (p. 316).

Note that Amazon EC2 instances running in an Amazon VPC can't connect to ElastiCache clusters in
EC2-Classic.

Topics
¢ Creating a Security Group (p. 264)
e Listing Available Security Groups (p. 266)
« Viewing a Security Group (p. 267)
¢ Authorizing Network Access to an Amazon EC2 Security Group (p. 269)
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Creating a Security Group

This topic is relevant to you only if you are not running in an Amazon VPC. If you are running in an
Amazon VPC, see Amazon Virtual Private Cloud (Amazon VPC) with ElastiCache (p. 316).

To create a security group, you need to provide a name and a description.

The following procedures show you how to create a new security group.

Creating a Security Group (Console)

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticachel/.

In the left navigation pane, choose Security Groups.

Choose Create Security Group.

In Create Security Group, type the name of the new security group in Security Group.
In Description, type a description for the new security group.

Choose Create.

ook WD

Creating a Security Group (AWS CLI)

At a command prompt, use the cr eat e- cache- securi t y- gr oup command with the following
parameters:

¢ --cache-security-group-name — The name of the security group you are creating.

Example: mysecuritygroup
e --description — A description for this security group.

Example: "My new security group"

For Linux, OS X, or Unix:

aws el asticache create-cache-security-group \
--cache-security-group-name nysecuritygroup \
--description "My new security group"

For Windows:

aws el asticache create-cache-security-group *
--cache-security-group-name nysecuritygroup ”
--description "My new security group”

For more information, see create-cache-security-group.

Creating a Security Group (ElastiCache API)

Using the ElastiCache API operation Cr eat eCacheSecuri t yG oup with the following parameters:
e CacheSecurit yG oupNanme — The name of the security group you are creating.

Example: nysecuritygroup
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e Description—AURL encoded description for this security group.

Example: My9%20securi t y%20gr oup

Example

Line breaks in the following code example are added for ease of reading.

https://el asti cache. us-west-2. amazonaws. com /
?Act i on=Cr eat eCacheSecurityG oup
&CacheSecurit yG oupName=mnysecuritygroup
&Descri pti on=My%20securit y¥20gr oup
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20150202T220302Z
&X- Anz- Al gor i t hmrAWS4- HVAC- SHA256
&X- Ane- Dat €=20150202T7220302Z
&X- Anz- Si gnedHeader s=Host
&X- Anz - Expi r es=20150202T2203022
&X- Anz- Credent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>
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Listing Available Security Groups

This topic is relevant to you only if you are not running in an Amazon VPC. If you are running in an
Amazon VPC, see Amazon Virtual Private Cloud (Amazon VPC) with ElastiCache (p. 316).

You can list which security groups have been created for your AWS account.

The following procedures show you how to list the available security groups for your AWS account.

Listing Available Security Groups (Console)

1. Signinto the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

2. In the left navigation pane, choose Security Groups.

The available security groups appear in the Security Groups list.

Listing Available Security Groups (AWS CLI)

At a command prompt, use the descri be- cache-security-groups command to list all available
security groups for your AWS account.

aws el asticache descri be-cache-security-groups

For more information, see describe-cache-security-groups.

Listing Available Security Groups (ElastiCache API)

Using the ElastiCache API, call Descri beCacheSecurit yG oups.

Example

Line breaks in the following code example are added for ease of reading.

https://el asti cache. us-west-2. amazonaws. com
?Act i on=Descri beCacheSecurityG oups
&VaxRecor ds=100
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hnac SHA256
&Ti mest anp=20150202T220302Z
&X- Anz- Al gori t hmrFAWS4- HVAC- SHA256
&X- Anez - Dat e=20150202T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Az - Expi r es=20150202T220302Z2
&X- Anz- Credent i al =<cr edenti al >
&X- Ane- Si gnat ur e=<si gnat ur e>
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Viewing a Security Group

This topic is relevant to you only if you are not running in an Amazon VPC. If you are running in an
Amazon VPC, see Amazon Virtual Private Cloud (Amazon VPC) with ElastiCache (p. 316).

You can view detailed information about your security group.

The following procedures show you how to view the properties of a security group using the
ElastiCache console, AWS CLI, and ElastiCache API.

Viewing a Security Group (Console)

1.

Sign in to the AWS Management Console and open the ElastiCache console at https://
console.aws.amazon.com/elasticache/.

In the left navigation pane, choose Security Groups.

The available cache security groups appear in the Security Groups list.

Select a cache security group from the Security Groups list.

The list of authorizations defined for the security group appears in the detail section at the bottom
of the window.

Viewing a Security Group (AWS CLI)

At the command prompt, use the AWS CLI descri be- cache-securi t y- gr oups command with the
name of the security group you want to view.

e --cache-security-group- nane —the name of the security group to return details for.

aws el asticache descri be-cache-security-groups --cache-security-group-
name nysecuritygroup

For more information, see describe-cache-security-groups.

Viewing a Security Group (ElastiCache API)

Using the ElastiCache API, call Descri beCacheSecuri t yG oups with the name of the security
group you want to view.

e CacheSecurityG oupNane — the name of the cache security group to return details for.
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Example

Line breaks in the following code example are added for ease of reading.

https://el asti cache. anazonaws. conl
?Act i on=Descri beCacheSecurityG oups
&CacheSecurit yG oupName=mnysecuritygroup
&Ver si on=2015- 02- 02
&Si gnat ur eVer si on=4
&Si gnat ur eMet hod=Hmac SHA256
&Ti mest anp=20150202T220302Z
&X- Ane- Al gori t hmeAWB4- HVAC- SHA256
&X- Ane- Dat €=20150202T220302Z
&X- Anz- Si gnedHeader s=Host
&X- Anz- Expi res=20150202T220302Z2
&X- Anz- Credent i al =<cr edenti al >
&X- Anz- Si gnat ur e=<si gnat ur e>
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Authorizing Network Access to an Amazon EC2
Security Group

This topic is relevant to you only if you are not running in an Amazon VPC. If you are running in an
Amazon VPC, see Amazon Virtual Private Cloud (Amazon VPC) with ElastiCache (p. 316).

If you want to access your cluster from an Amazon EC2 instance, you must grant access to the
Amazon EC2 security group that the EC2 instance belongs to. The following procedures show you how
to grant access to an Amazon EC2 Security Group.

Important

¢ Authorizing an Amazon EC2 security group only grants access to your clusters from all EC2
instances belonging to the Amazon EC2 security group.

« It takes approximately one minute for changes to access permissions to take effect.

Authorizing Network Access to an Amazon EC2
Security Group (Console)

1. Signin to the AWS Management Console and open the ElastiCache console at https:/
console.aws.amazon.com/elasticache/.

In the left navigation pane, select Security Groups.

3. Inthe Security Groups list, select the box to the left of the security group that you want to grant
access to.

4. At the bottom of the window, in the EC2 Security Group Name list, select your Amazon EC2
security group.

5. Choose Add.

Authorizing Network Access to an Amazon EC2
Security Group (AWS CLI)

At a command prompt, use the aut hori ze- cache- security-group-i ngress command to grant
access to an Amazon EC2 security group with the following parameters.

e --cache-securi ty-group-nanme —the name of the security group you are granting Amazon EC2
access to.

e --ec2-security-group- nane —the name of the Amazon EC2 security group that the Amazon
EC2 instance belongs to.

e --ec2-security-group-owner-id—theid of the owner of the Amazon EC2 security group.
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Example

For Linux, OS X, or Unix:

aws el asticache authorize-cache-security-group-ingress \
--cache-security-group-nanme default \
--ec2-security-group-nane nmyec2group \
--ec2-security-group-owner-id 987654321021

For Windows:

aws el asticache authorize-cache-security-group-ingress »
--cache-security-group-name default »
--ec2-security-group-nane nyec2group ~
--ec2-security-group-owner-id 987654321021

The command should produce output similar to the following:

SECCROUP  Nane Descri ption
SECCROUP default default
EC2- SECGROUP nyec2group 987654321021 authorizing

For mo