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What Can | Do with Streams?

What Is Amazon Kinesis Streams?

Use Amazon Kinesis Streams to collect and process large streams of data records in real time.

You'll create data-processing applications, known as Amazon Kinesis Streams applications. A typical
Amazon Kinesis Streams application reads data from an Amazon Kinesis stream as data records. These
applications can use the Amazon Kinesis Client Library, and they can run on Amazon EC2 instances.
The processed records can be sent to dashboards, used to generate alerts, dynamically change pricing
and advertising strategies, or send data to a variety of other AWS services. For information about Streams
features and pricing, see Amazon Kinesis Streams.

Streams is part of the Amazon Kinesis streaming data platform, along with Amazon Kinesis Firehose.
For more information, see the Amazon Kinesis Firehose Developer Guide. For more information about
AWS big data solutions, see Big Data. For more information about AWS streaming data solutions, see
What is Streaming Data?.

What Can | Do with Streams?

You can use Streams for rapid and continuous data intake and aggregation. The type of data used includes
IT infrastructure log data, application logs, social media, market data feeds, and web clickstream data.
Because the response time for the data intake and processing is in real time, the processing is typically
lightweight.

The following are typical scenarios for using Streams:

Accelerated log and data feed intake and processing
You can have producers push data directly into a stream. For example, push system and application
logs and they'll be available for processing in seconds. This prevents the log data from being lost if
the front end or application server fails. Streams provides accelerated data feed intake because you
don't batch the data on the servers before you submit it for intake.

Real-time metrics and reporting
You can use data collected into Streams for simple data analysis and reporting in real time. For
example, your data-processing application can work on metrics and reporting for system and
application logs as the data is streaming in, rather than wait to receive batches of data.

Real-time data analytics
This combines the power of parallel processing with the value of real-time data. For example, process
website clickstreams in real time, and then analyze site usability engagement using multiple different
Streams applications running in parallel.



http://aws.amazon.com/streaming-data/
http://aws.amazon.com/kinesis/streams/
http://docs.aws.amazon.com/firehose/latest/dev/
http://aws.amazon.com/big-data/
http://aws.amazon.com/streaming-data/
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Complex stream processing
You can create Directed Acyclic Graphs (DAGs) of Amazon Kinesis Streams applications and data
streams. This typically involves putting data from multiple Amazon Kinesis Streams applications into
another stream for downstream processing by a different Amazon Kinesis Streams application.

Benefits of Using Streams

While you can use Streams to solve a variety of streaming data problems, a common use is the real-time
aggregation of data followed by loading the aggregate data into a data warehouse or map-reduce cluster.

Data is put into Amazon Kinesis streams, which ensures durability and elasticity. The delay between the
time a record is put into the stream and the time it can be retrieved (put-to-get delay) is typically less than
1 second — in other words, an Amazon Kinesis Streams application can start consuming the data from
the stream almost immediately after the data is added. The managed service aspect of Streams relieves
you of the operational burden of creating and running a data intake pipeline. You can create streaming
map-reduce type applications, and the elasticity of Streams enables you to scale the stream up or down,
so that you never lose data records prior to their expiration.

Multiple Amazon Kinesis Streams applications can consume data from a stream, so that multiple actions,
like archiving and processing, can take place concurrently and independently. For example, two applications
can read data from the same stream. The first application calculates running aggregates and updates a
DynamoDB table, and the second application compresses and archives data to a data store like Amazon
S3. The DynamoDB table with running aggregates is then read by a dashboard for up-to-the-minute
reports.

The Amazon Kinesis Client Library enables fault-tolerant consumption of data from streams and provides
scaling support for Amazon Kinesis Streams applications.

Related Services

For examples of how to use Amazon EMR clusters to read and process Amazon Kinesis streams directly,
see Analyze Streams Data in the Amazon EMR Developer Guide.

Amazon Kinesis Streams Key Concepts

As you get started with Amazon Kinesis Streams, you'll benefit from understanding its architecture and
terminology.

Streams High-level Architecture

The following diagram illustrates the high-level architecture of Streams. The producers continually push
data to Streams and the consumers process the data in real time. Consumers can store their results
using an AWS service such as Amazon DynamoDB, Amazon Redshift, or Amazon S3.



http://docs.aws.amazon.com/ElasticMapReduce/latest/DeveloperGuide/emr-kinesis.html
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Streams Terminology

Amazon Kinesis Streams

An Amazon Kinesis stream is an ordered sequence of data records. Each record in the stream has a
sequence number (p. 4) that is assigned by Streams. The data records in the stream are distributed
into shards (p. 4).

Data Records

A data record is the unit of data stored in an Amazon Kinesis stream (p. 3). Data records are composed
of a sequence number (p. 4), partition key (p. 4), and data blob, which is an immutable sequence of
bytes. Streams does not inspect, interpret, or change the data in the blob in any way. A data blob can be
up to 1 MB.

Retention Period

The length of time data records are accessible after they are added to the stream. A stream’s retention
period is set to a default of 24 hours after creation. You can increase the retention period up to 168 hours
(7 days) using the IncreaseStreamRetentionPeriod operation, and decrease the retention period down
to a minimum of 24 hours using the DecreaseStreamRetentionPeriod operation. Additional charges apply
for streams with a retention period set above 24 hours. For more information, see Amazon Kinesis Streams
Pricing.

Producers

Producers put records into Amazon Kinesis Streams. For example, a web server sending log data to a
stream is a producer.

Consumers

Consumers get records from Amazon Kinesis Streams and process them. These consumers are known
as Amazon Kinesis Streams Applications (p. 4).



http://docs.aws.amazon.com/kinesis/latest/APIReference/API_IncreaseStreamRetentionPeriod.html
http://docs.aws.amazon.com/kinesis/latest/APIReference/API_DecreaseStreamRetentionPeriod.html
http://aws.amazon.com/kinesis/pricing/
http://aws.amazon.com/kinesis/pricing/
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Amazon Kinesis Streams Applications

An Amazon Kinesis Streams application is a consumer of a stream that commonly runs on a fleet of EC2
instances.

You can develop an Amazon Kinesis Streams application using the Amazon Kinesis Client Library or
using the Streams API.

The output of an Amazon Kinesis Streams application may be input for another stream, enabling you to
create complex topologies that process data in real time. An application can also send data to a variety
of other AWS services. There can be multiple applications for one stream, and each application can
consume data from the stream independently and concurrently.

Shards

A shard is a uniquely identified group of data records in a stream. A stream is composed of one or more
shards, each of which provides a fixed unit of capacity. Each shard can support up to 5 transactions per
second for reads, up to a maximum total data read rate of 2 MB per second and up to 1,000 records per
second for writes, up to a maximum total data write rate of 1 MB per second (including partition keys).
The data capacity of your stream is a function of the number of shards that you specify for the stream.
The total capacity of the stream is the sum of the capacities of its shards.

If your data rate increases, then you just add more shards to increase the size of your stream. Similarly,
you can remove shards if the data rate decreases.

Partition Keys

A partition key is used to group data by shard within a stream. The Streams service segregates the data
records belonging to a stream into multiple shards, using the partition key associated with each data
record to determine which shard a given data record belongs to. Partition keys are Unicode strings with
a maximum length limit of 256 bytes. An MD5 hash function is used to map partition keys to 128-bit integer
values and to map associated data records to shards. A partition key is specified by the applications
putting the data into a stream.

Sequence Numbers

Each data record has a unique sequence number. The sequence number is assigned by Streams after
you write to the stream with cl i ent . put Records or cl i ent . put Recor d. Sequence numbers for the
same partition key generally increase over time; the longer the time period between write requests, the
larger the sequence numbers become.

Note
Sequence numbers cannot be used as indexes to sets of data within the same stream. To
logically separate sets of data, use partition keys or create a separate stream for each data set.

Amazon Kinesis Client Library

The Amazon Kinesis Client Library is compiled into your application to enable fault-tolerant consumption
of data from the stream. The Amazon Kinesis Client Library ensures that for every shard there is a record
processor running and processing that shard. The library also simplifies reading data from the stream.
The Amazon Kinesis Client Library uses an Amazon DynamoDB table to store control data. It creates
one table per application that is processing data.

Application Name

The name of an Amazon Kinesis Streams application identifies the application. Each of your applications
must have a unique name that is scoped to the AWS account and region used by the application. This
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name is used as a hame for the control table in Amazon DynamoDB and the namespace for Amazon
CloudWatch metrics.

Amazon Kinesis Streams

Amazon Kinesis Streams ingests a large amount of data in real time, durably stores the data, and makes
the data available for consumption. The unit of data stored by the Streams service is a data record. A
stream represents an ordered sequence of data records. The data records in a stream are distributed
into shards.

A shard is a group of data records in a stream. When you create a stream, you specify the number of
shards for the stream. Each shard can support up to 5 transactions per second for reads, up to a maximum
total data read rate of 2 MB per second and up to 1,000 records per second for writes, up to a maximum
total data write rate of 1 MB per second (including partition keys). The total capacity of a stream is the
sum of the capacities of its shards. You can increase or decrease the number of shards in a stream as
needed. However, note that you are charged on a per-shard basis.

A producer (p. 6) puts data records into shards and a consumer (p. 6) gets data records from shards.

Determining the Initial Size of an Amazon Kinesis
Stream

Before you create a stream, you need to determine an initial size for the stream. You can dynamically
resize your stream or add and remove shards after you create the stream and while there is an Amazon
Kinesis Streams application consuming data from the stream.

To determine the initial size of a stream, you'll need the following input values:

« The average size of the data record written to the stream in kilobytes (KB), rounded up to the nearest
1 KB, the data size (aver age_dat a_si ze_i n_KB).

¢ The number of data records written to and read from the stream per second (r ecor ds_per _second).

¢ The number of Amazon Kinesis Streams applications that consume data concurrently and independently
from the stream, that is, the consumers (nunber _of _consuner s).

¢ The incoming write bandwidth in KB (i nconi ng_wri t e_bandw dt h_i n_KB),

which is equal to the aver age_dat a_si ze_i n_KB multiplied by the r ecor ds_per _second.
¢ The outgoing read bandwidth in KB (out goi ng_r ead_bandwi dt h_i n_KB),

which is equal tothe i ncomi ng_wri t e_bandw dt h_i n_KBmultiplied by the nunber _of _consuners.

You can calculate the initial number of shards (nunber _of _shar ds) that your stream will need by using
the input values in the following formula:

nunber _of shards = max(incom ng_wite_bandw dth_i n_KB/ 1000, outgoi ng_read_band
wi dt h_i n_KB/ 2000)

Creating a Stream

You can create a stream using the Streams console, the Streams API, or the AWS CLI.
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To create a stream using the console

Open the Streams console at https://console.aws.amazon.com/kinesis/.
In the navigation bar, expand the region selector and select a region.
Click Create Stream.

On the Create Stream page, enter a name for your stream and the number of shards you need, and
then click Create.

PN PE

On the Stream List page, your stream's Status is CREATI NG while the stream is being created.
When the stream is ready to use, the Status changes to ACTI VE.

5. Click the name of your stream. The Stream Details page displays a summary of your stream
configuration, along with monitoring information.

To create a stream using the Streams API
For information about creating a stream using the Streams API, see Creating a Stream (p. 94).
To create a stream using the AWS CLI

For information about creating a stream using the AWS CLI, see the create-stream command.

Producers for Amazon Kinesis Streams

A producer puts data records into Amazon Kinesis streams. For example, a web server sending log data
to an Amazon Kinesis stream is a producer. A consumer (p. 6) processes the data records from a stream.

Important

Data records are accessible for a default of 24 hours from the time they are added to a stream.
This time frame is called the retention period and is configurable in hourly increments from 24
to 168 hours (1 to 7 days). For more information about a stream’s retention period, see Changing
the Data Retention Period (p. 102).

To put data into the stream, you must specify the name of the stream, a partition key, and the data blob
to be added to the stream. The partition key is used to determine which shard in the stream the data
record is added to.

All the data in the shard is sent to the same worker that is processing the shard. Which partition key you
use depends on your application logic. The number of partition keys should typically be much greater
than the number of shards. This is because the partition key is used to determine how to map a data
record to a particular shard. If you have enough partition keys, the data can be evenly distributed across
the shards in a stream.

For more information, see Adding Data to a Stream (p. 49) (includes Java example code), the PutRecords
and PutRecord operations in the Streams API, or the put-record command.

Consumers for Amazon Kinesis Streams

A consumer (p. 6) gets data records from Amazon Kinesis streams. A consumer, known as an Amazon
Kinesis Streams application, processes the data records from a stream.

Important
Data records are accessible for a default of 24 hours from the time they are added to a stream.
This time frame is called the retention period and is configurable in hourly increments from 24



https://console.aws.amazon.com/kinesis/
http://docs.aws.amazon.com/cli/latest/reference/kinesis/create-stream.html
http://docs.aws.amazon.com/kinesis/latest/APIReference/API_PutRecords.html
http://docs.aws.amazon.com/kinesis/latest/APIReference/API_PutRecord.html
http://docs.aws.amazon.com/cli/latest/reference/kinesis/put-record.html
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to 168 hours (1 to 7 days). For more information about a stream’s retention period, see Changing
the Data Retention Period (p. 102).

Each consumer reads from a particular shard, using a shard iterator. A shard iterator represents the
position in the stream from which the consumer will read. When they start reading from a stream,
consumers get a shard iterator, which can be used to change where the consumers read from the stream.
When the consumer performs a read operation, it receives a batch of data records based on the position
specified by the shard iterator.

Each consumer must have a unigue name that is scoped to the AWS account and region used by the
application. This name is used as a name for the control table in Amazon DynamoDB and the namespace
for Amazon CloudWatch metrics. When your application starts up, it creates an Amazon DynamoDB table
to store the application state, connects to the specified stream, and then starts consuming data from the
stream. You can view the Streams metrics using the CloudWatch console.

You can deploy the consumer to an EC2 instance by adding to one of your AMIs. You can scale the
consumer by running it on multiple EC2 instances under an Auto Scaling group. Using an Auto Scaling
group can help automatically start new instances in the event of an EC2 instance failure and can also
elastically scale the number of instances as the load on the application changes over time. Auto Scaling
groups ensure that a certain number of EC2 instances are always running. To trigger scaling events in
the Auto Scaling group, you can specify metrics such as CPU and memory utilization to scale up or down
the number of EC2 instances processing data from the stream. For more information, see the Auto Scaling
User Guide.

You can use the Amazon Kinesis Client Library (KCL) to simplify parallel processing of the stream by a
fleet of workers running on a fleet of EC2 instances. The KCL simplifies writing code to read from the
shards in the stream and ensures that there is a worker allocated to every shard in the stream. The KCL
also provides help with fault tolerance by providing checkpointing capabilities. The best way to get started
with the KCL is to review the samples in Developing Amazon Kinesis Streams Consumers Using the
Amazon Kinesis Client Library (p. 65).

Amazon Kinesis Streams Limits

Streams has following limits.

¢ The default shard limit is 50 shards for the following regions only:
e US East (N. Virginia)
* US West (Oregon)
e EU (Ireland)

All other regions have a default shard limit of 25.

There is no upper limit to the number of shards in a stream or account. To request an increase to your
shard limit, use the Streams Limits form.

« Data records are accessible for a default of 24 hours from the time they are added to a stream. This
time frame is called the retention period and is configurable in hourly increments from 24 to 168 hours
(1 to 7 days). For more information about a stream’s retention period, see Changing the Data Retention
Period (p. 102).

« The maximum size of a data blob (the data payload before Base64-encoding) is up to 1 MB.
¢ CreateStream, DeleteStream, and ListStreams can provide up to 5 transactions per second.
* MergeShards and SplitShard can provide up to 5 transactions per second.

¢ DescribeStream can provide up to 10 transactions per second.

¢ GetShardlterator can provide up to 5 transactions per second per open shard.

¢ GetRecords can retrieve 10 MB of data.



http://docs.aws.amazon.com/autoscaling/latest/userguide/
http://docs.aws.amazon.com/autoscaling/latest/userguide/
http://aws.amazon.com/support/createCase?serviceLimitIncreaseType=kinesis-limits&type=service_limit_increase
http://docs.aws.amazon.com/kinesis/latest/APIReference/API_CreateStream.html
http://docs.aws.amazon.com/kinesis/latest/APIReference/API_DeleteStream.html
http://docs.aws.amazon.com/kinesis/latest/APIReference/API_ListStreams.html
http://docs.aws.amazon.com/kinesis/latest/APIReference/API_MergeShards.html
http://docs.aws.amazon.com/kinesis/latest/APIReference/API_SplitShard.html
http://docs.aws.amazon.com/kinesis/latest/APIReference/API_DescribeStream.html
http://docs.aws.amazon.com/kinesis/latest/APIReference/API_GetShardIterator.html
http://docs.aws.amazon.com/kinesis/latest/APIReference/API_GetRecords.html
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¢ Each shard can support up to 5 transactions per second for reads, up to a maximum total data read
rate of 2 MB per second.

¢ Each shard can support up to 1,000 records per second for writes, up to a maximum total data write
rate of 1 MB per second (including partition keys). This write limit applies to operations such as PutRecord
and PutRecords.

¢ A shard iterator returned by GetShardlterator times out after 5 minutes if you haven't used it.
Read limits are based on the number of open shards. For more information about shard states, see Data
Routing, Data Persistence, and Shard State after a Reshard (p. 101).

Many of these limits are directly related to API actions. For more information, see the Amazon Kinesis
API| Reference.



http://docs.aws.amazon.com/kinesis/latest/APIReference/API_PutRecord.html
http://docs.aws.amazon.com/kinesis/latest/APIReference/API_PutRecords.html
http://docs.aws.amazon.com/kinesis/latest/APIReference/API_GetShardIterator.html
http://docs.aws.amazon.com/kinesis/latest/APIReference/
http://docs.aws.amazon.com/kinesis/latest/APIReference/
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Getting Started Using Amazon
Kinesis Streams

This documentation helps you get started using Amazon Kinesis Streams. If you are new to Streams,
start by becoming familiar with the concepts and terminology presented in What Is Amazon Kinesis
Streams? (p. 1).

Topics
¢ Setting Up for Amazon Kinesis Streams (p. 9)
¢ Tutorial: Visualizing Web Traffic Using Amazon Kinesis Streams (p. 10)
¢ Tutorial: Getting Started With Amazon Kinesis Streams Using AWS CLI (p. 16)

Setting Up for Amazon Kinesis Streams

Before you use Amazon Kinesis Streams for the first time, complete the following tasks.

Tasks
e Sign Up for AWS (p. 9)
¢ Download Libraries and Tools (p. 10)
» Configure Your Development Environment (p. 10)

Sign Up for AWS

When you sign up for Amazon Web Services (AWS), your AWS account is automatically signed up for
all services in AWS, including Streams. You are charged only for the services that you use.

If you have an AWS account already, skip to the next task. If you don't have an AWS account, use the
following procedure to create one.

To sign up for an AWS account

1. Open http://aws.amazon.com/, and then choose Create an AWS Account.
2. Follow the online instructions.



http://aws.amazon.com/
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Part of the sign-up procedure involves receiving a phone call and entering a PIN using the phone
keypad.

Download Libraries and Tools

The following libraries and tools will help you work with Streams:

« The Amazon Kinesis API Reference is the basic set of operations that Streams supports. For more
information about performing basic operations using Java code, see the following:
» Developing Amazon Kinesis Streams Producers Using the Amazon Kinesis Streams API with the
AWS SDK for Java (p. 48)

» Developing Amazon Kinesis Streams Consumers Using the Amazon Kinesis Streams API with the
AWS SDK for Java (p. 80)
e Managing Amazon Kinesis Streams (p. 93)

¢ The AWS SDKs for Java, JavaScript, .NET, Node.js, PHP, Python, and Ruby include Streams support
and samples. If your version of the AWS SDK for Java does not include samples for Streams, you can
also download them from GitHub.

¢ The Amazon Kinesis Client Library (KCL) provides an easy-to-use programming model for processing
data. The KCL can help you get started quickly with Streams in Java, Node.js, .NET, Python, and Ruby.
For more information see Developing Amazon Kinesis Streams Consumers Using the Amazon Kinesis
Client Library (p. 65).

¢ The AWS Command Line Interface supports Streams. The AWS CLI enables you to control multiple
AWS services from the command line and automate them through scripts.

¢ (Optional) The Amazon Kinesis Connector Library helps you integrate Streams with other AWS services.
For example, you can use the Amazon Kinesis Connector Library, in conjunction with the KCL, to
reliably move data from Streams to Amazon DynamoDB, Amazon Redshift, and Amazon S3.

Configure Your Development Environment

To use the KCL, ensure that your Java development environment meets the following requirements:

¢ Java 1.7 (Java SE 7 JDK) or later. You can download the latest Java software from Java SE Downloads
on the Oracle website.

« Apache Commons package (Code, HTTP Client, and Logging)
¢ Jackson JSON processor

Note that the AWS SDK for Java includes Apache Commons and Jackson in the third-party folder.
However, the SDK for Java works with Java 1.6, while the Amazon Kinesis Client Library requires Java
1.7.

Tutorial: Visualizing Web Traffic Using Amazon
Kinesis Streams

This tutorial helps you get started using Amazon Kinesis Streams by providing an introduction to key
Streams constructs; specifically streams (p. 5), data producers (p. 6), and data consumers (p. 6).

The tutorial uses a sample application based upon a common use case of real-time data analytics, as
introduced in What Is Amazon Kinesis Streams? (p. 1).
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The web application for this sample uses a simple JavaScript application to poll the DynamoDB table
used to store the results of the Top-N analysis over a slide window. The application takes this data and
creates a visualization of the results.

Streams Data Visualization Sample Application

The data visualization sample application for this tutorial demonstrates how to use Streams for real-time
data ingestion and analysis. The sample application creates a data producer that puts simulated visitor

counts from various URLs into a Amazon Kinesis stream. The stream durably stores these data records
in the order they are received. The data consumer gets these records from the stream, and then calculates
how many visitors originated from a particular URL. Finally, a simple web application polls the results in
real time to provide a visualization of the calculations.

The sample application demonstrates the common stream processing use-case of performing a sliding
window analysis over a 10-second period. The data displayed in the above visualization reflects the
results of the sliding window analysis of the stream as a continuously updated graph. In addition, the data
consumer performs Top-K analysis over the data stream to compute the top three referrers by count,
which is displayed in the table immediately below the graph and updated every two seconds.

To get you started quickly, the sample application uses AWS CloudFormation. AWS CloudFormation
allows you to create templates to describe the AWS resources and any associated dependencies or
runtime parameters required to run your application. The sample application uses a template to create
all the necessary resources quickly, including producer and consumer applications running on an Amazon
EC2 instance and a table in Amazon DynamoDB to store the aggregate record counts.

Note

After the sample application starts, it incurs nominal charges for Streams usage. Where possible,
the sample application uses resources that are eligible for the AWS Free Tier. When you are
finished with this tutorial, delete your AWS resources to stop incurring charges. For more
information, see Step 3: Delete Sample Application (p. 15).

Prerequisites

This tutorial helps you set up, run, and view the results of the Streams data visualization sample application.
To get started with the sample application, you first need to do the following:

¢ Set up a computer with a working Internet connection.
* Sign up for an AWS account.

« Additionally, read through the introductory sections to gain a high-level understanding of streams (p. 5),
data producers (p. 6), and data consumers (p. 6).

Step 1. Start the Sample Application

Start the sample application using a AWS CloudFormation template provided by AWS. The sample
application has a stream writer that randomly generates records and sends them to an Amazon Kinesis
stream, a data consumer that counts the number of HTTPS requests to a resource, and a web application
that displays the outputs of the stream processing data as a continuously updated graph.

To start the application

1. Open the AWS CloudFormation template for this tutorial.
2. Onthe Select Template page, the URL for the template is provided. Choose Next.

3. Onthe Specify Details page, note that the default instance type ist 2. mi cr o. However, T2 instances
require a VPC. If your AWS account does not have a default VPC in the us- east - 1 region, you
must change InstanceType another instance type, such as n8. medi um Choose Next.

11


https://console.aws.amazon.com/cloudformation/
http://aws.amazon.com/free
https://console.aws.amazon.com/cloudformation/home?region=us-east-1#/stacks/new?stackName=KinesisDataVisSampleApp&templateURL=https:%2F%2Fs3.amazonaws.com%2Fkinesis-demo-bucket%2Famazon-kinesis-data-visualization-sample%2Fkinesis-data-vis-sample-app.template

Amazon Kinesis Streams Developer Guide
Step 2: View the Components of the Sample Application

4. On the Options page, you can optionally type a tag key and tag value. This tag will be added to the
resources created by the template, such as the EC2 instance. Choose Next.

5. Onthe Review page, select | acknowledge that this template might cause AWS CloudFormation
to create IAM resources, and then choose Create.

Initially, you should see a stack named KinesisDataVisSample with the status CREATE_| N_PROGRESS.
The stack can take several minutes to create. When the status is CREATE_COVWPLETE, continue to the
next step. If the status does not update, refresh the page.

Step 2: View the Components of the Sample
Application

Components
¢ Amazon Kinesis Stream (p. 12)
¢ Data Producer (p. 13)
¢ Data Consumer (p. 14)

Amazon Kinesis Stream

A stream (p. 5) has the ability to ingest data in real-time from a large number of producers, durably store
the data, and provide the data to multiple consumers. A stream represents an ordered sequence of data
records. When you create a stream, you must specify a stream name and a shard count. A stream consists
of one or more shards; each shard is a group of data records.

AWS CloudFormation automatically creates the stream for the sample application. This section of the
AWS CloudFormation template shows the parameters used in the CreateStream operation.

To view the stack details

1. Select the KinesisDataVisSample stack.

2. Onthe Outputs tab, choose the link in URL. The form of the URL should be similar to the following:
http://ec2-xx-xx-xx-xx.compute-1.amazonaws.com.

3. It takes about 10 minutes for the application stack to be created and for meaningful data to show up
in the data analysis graph. The real-time data analysis graph appears on a separate page, titled
Streams Data Visualization Sample. It displays the number of requests sent by the referring URL
over a 10 second span, and the chart is updated every 1 second. The span of the graph is the last
2 minutes.
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To view the stream details

1. Open the Amazon Kinesis console at https://console.aws.amazon.com/kinesis.

2. Select the stream whose name has the following form:
Ki nesi sDat aVi sSanpl eApp- Ki nesi sStream [ randonStri ng].

3. Choose the name of the stream to view the stream details.

4. The graphs display the activity of the data producer putting records into the stream and the data
consumer getting data from the stream.

Put Record Requests (Count) Get Requests (Count)
15,000 500
o 400 -

10,000 300
5,000 200
100
0 0

518 519 519 519

19:30 20:00 19:30 20:00

Data Producer

A data producer (p. 6) submits data records to the Amazon Kinesis stream. To put data into the stream,
producers call the PutRecord operation on a stream.

Each Put Recor d call requires the stream name, partition key, and the data record that the producer is
adding to the stream. The stream name determines the stream in which the record will reside. The partition
key is used to determine the shard in the stream that the data record will be added to.
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Which partition key you use depends on your application logic. The number of partition keys should be
much greater than the number of shards. in most cases. A high number of partition keys relative to shards
allows the stream to distribute data records evenly across the shards in your stream.

The data producer uses six popular URLs as a partition key for each record put into the two-shard stream.
These URLSs represent simulated page visits. Rows 99-136 of the HttpReferrerKinesisPutter code send

the data to Streams. The three required parameters are set before calling Put Recor d. The partition key
is set using pai r. get Resour ce, which randomly selects one of the six URLSs created in rows 85-92 of
the HttpReferrerStreamWriter code.

A data producer can be anything that puts data to Streams, such as an EC2 instance, client browser, or
mobile device. The sample application uses an EC2 instance for its data producer as well as its data
consumer; whereas, most real-life scenarios would have separate EC2 instances for each component of
the application. You can view EC2 instance data from the sample application by following the instructions
below.

To view the instance data in the console

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. On the navigation pane, choose Instances.

3. Select the instance created for the sample application. If you aren't sure which instance this is, it has
a security group with a name that starts with KinesisDataVisSample.

4. Onthe Monitoring tab, you'll see the resource usage of the sample application's data producer and
data consumer.

Data Consumer

Data consumers (p. 6) retrieve and process data records from shards in a Amazon Kinesis stream. Each
consumer reads data from a particular shard. Consumers retrieve data from a shard using the
GetShardlterator and GetRecords operations.

A shard iterator represents the position of the stream and shard from which the consumer will read. A
consumer gets a shard iterator when it starts reading from a stream or changes the position from which
it reads records from a stream. To get a shard iterator, you must provide a stream name, shard ID, and
shard iterator type. The shard iterator type allows the consumer to specify where in the stream it would
like to start reading from, such as from the start of the stream where the data is arriving in real-time. The
stream returns the records in a batch, whose size you can control using the optional limit parameter.

The data consumer creates a table in DynamoDB to maintain state information (such as checkpoints and
worker-shard mapping) for the application. Each application has its own DynamoDB table.

The data consumer counts visitor requests from each particular URL over the last two seconds. This type
of real-time application employs Top-N analysis over a sliding window. In this case, the Top-N are the
top three pages by visitor requests and the sliding window is two seconds. This is a common processing
pattern that is demonstrative of real-world data analyses using Streams. The results of this calculation
are persisted to a DynamoDB table.

To view the Amazon DynamoDB tables

1. Open the DynamoDB console at https://console.aws.amazon.com/dynamodb/.
2. On the navigation pane, select Tables.
3. There are two tables created by the sample application:

 KinesisDataVisSampleApp-KCLDynamoDBTable-[randomString|—Manages state information.

¢ KinesisDataVisSampleApp-CountsDynamoDBTable-[randomString]—Persists the results of the
Top-N analysis over a sliding window.
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4. Select the KinesisDataVisSampleApp-KCLDynamoDBTable-[randomString] table. There are two
entries in the table, indicating the particular shard (leaseKey), position in the stream (checkpoint),
and the application reading the data (leaseOwner).

5. Select the KinesisDataVisSampleApp-CountsDynamoDBTable-[randomString] table. You can see
the aggregated visitor counts (referrerCounts) that the data consumer calculates as part of the sliding
window analysis.

Amazon Kinesis Client Library (KCL)

Consumer applications can use the Amazon Kinesis Client Library (KCL) to simplify parallel processing
of the stream. The KCL takes care of many of the complex tasks associated with distributed computing,
such as load-balancing across multiple instances, responding to instance failures, checkpointing processed
records, and reacting to resharding. The KCL enables you to focus on writing record processing logic.

The data consumer provides the KCL with position of the stream that it wants to read from, in this case

specifying the latest possible data from the beginning of the stream. The library uses this to call

Get Shar dl t er at or on behalf of the consumer. The consumer component also provides the client library
with what to do with the records that are processed using an important KCL interface called

I Recor dProcessor . The KCL calls Get Recor ds on behalf of the consumer and then processes those
records as specified by | Recor dPr ocessor.

* Rows 92-98 of the HttpReferrerCounterApplication sample code configure the KCL. This sets up the
library with its initial configuration, such as the setting the position of the stream in which to read data.

¢ Rows 104-108 of the HttpReferrerCounterApplication sample code inform the KCL of what logic to use
when processing records using an important client library component, | Recor dPr ocessor .

¢ Rows 186-203 of the CountingRecordProcessor sample code include the counting logic for the Top-N
analysis using | Recor dPr ocessor .

Step 3: Delete Sample Application

The sample application creates two shards, which incur shard usage charges while the application runs.
To ensure that your AWS account does not continue to be billed, delete your AWS CloudFormation stack
after you finish with the sample application.

To delete application resources

Open the AWS CloudFormation console at https://console.aws.amazon.com/cloudformation/.
Select the stack.

Choose Actions, Delete Stack

When prompted for confirmation, choose Yes, Delete.

PN PE

The status changes to DELETE_| N_PROGRESS while AWS CloudFormation cleans up the resources
associated with the sample application. When AWS CloudFormation is finished cleaning up the resources,
it removes the stack from the list.

Step 4: Next Steps

¢ You can explore the source code for the Data Visualization Sample Application on GitHub.

¢ You can find more advanced material about using the Streams API in the Developing Amazon Kinesis
Streams Producers Using the Amazon Kinesis Streams AP with the AWS SDK for Java (p. 48),
Developing Amazon Kinesis Streams Consumers Using the Amazon Kinesis Streams API with the
AWS SDK for Java (p. 80), and Managing Amazon Kinesis Streams (p. 93).
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¢ You can find sample application in the AWS SDK for Java that uses the SDK to put and get data from
Streams.

Tutorial: Getting Started With Amazon Kinesis
Streams Using AWS CLI

This tutorial shows you how to perform basic Amazon Kinesis Streams operations using the AWS Command
Line Interface. You will learn fundamental Streams data flow principles and the steps necessary to put
and get data from an Amazon Kinesis stream.

For CLI access, you need an access key ID and secret access key. Use IAM user access keys instead
of AWS root account access keys. IAM lets you securely control access to AWS services and resources
in your AWS account. For more information about creating access keys, see How Do | Get Security
Credentials? in the AWS General Reference.

You can find detailed step-by-step IAM and security key set up instructions at Create an IAM User.

In this tutorial, the specific commands discussed will be given verbatim, except where specific values will
necessarily be different for each run. Also, the examples are using the US West (Oregon) region, but this
tutorial will work on any of the regions that support Streams.

Topics
¢ Install and Configure the AWS CLI (p. 16)
¢ Perform Basic Stream Operations (p. 18)

Install and Configure the AWS CLI
Install AWS CLI

This section describes how to install the AWS CLI for Windows and for Linux, OS X, and Unix operating
systems.

Windows

1. Download the appropriate MSI installer from the Windows section of the full installation instructions
in the AWS Command Line Interface User Guide.

2. Run the downloaded MSI installer.
3. Follow the instructions that appear.

Linux, OS X, or Unix

These steps require Python 2.6.3 or higher. If you have any problems, see the full installation instructions
in the AWS Command Line Interface User Guide.

1. Download and run the installation script from the pip website:

curl "https://bootstrap. pypa.i o/ get-pip.py" -o "get-pip.py"
sudo python get-pip. py

2. Install the AWS CLI Using Pip.
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sudo pip install awscli

Use the following command to list available options and services:

aws hel p

You will be using the Streams service, so you can review the AWS CLI subcommands related to Streams
using the following command:

aws kinesis help

This command results in output that includes the available Streams commands:

AVAI LABLE COMVANDS
0 add-tags-to-stream
0 create-stream
0 del ete-stream
o describe-stream
0 get-records
0 get-shard-iterator
o help
o list-streans
o list-tags-for-stream
0 nerge-shards
0 put-record
0 put-records
0 renpve-tags-fromstream
o split-shard

0 wait

This command list corresponds to the Streams API documented in the Amazon Kinesis Service API
Reference. For example, the cr eat e- st r eamcommand corresponds to the Cr eat eSt r eamAPI action.

The AWS CLlI is now successfully installed, but not configured. This is shown in the next section.
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Configure AWS CLI

For general use, the aws confi gur e command is the fastest way to set up your AWS CLI installation.
This is a one-time setup if your preferences don't change because the AWS CLI remembers your settings
between sessions.

aws configure

AWS Access Key I D [None]: AKI Al OSFODNN7EXAMPLE

AWS Secret Access Key [None]: wlal r XUt nFEM / K7VMDENG bPxRf i CYEXAMPLEKEY
Defaul t regi on name [ None]: us-west-2

Defaul t output format [None]: json

The AWS CLI will prompt you for four pieces of information. The AWS access key ID and the AWS secret
access key are your account credentials. If you don't have keys, see Sign Up for Amazon Web Services.

The default region is the name of the region you want to make calls against by default. This is usually
the region closest to you, but it can be any region.

Note
You must specify an AWS region when using the AWS CLI. For a list of services and available
regions, see Regions and Endpoints.

The default output format can be either json, text, or table. If you don't specify an output format, json will
be used.

For more information about the files that aws conf i gur e creates, additional settings, and named profiles,
see Configuring the AWS Command Line Interface in the AWS Command Line Interface User Guide.

Perform Basic Stream Operations

This section describes basic use of an Amazon Kinesis stream from the command line using the AWS
CLI. Be sure you are familiar with the concepts discussed in Amazon Kinesis Streams Key Concepts (p. 2)
and Tutorial: Visualizing Web Traffic Using Amazon Kinesis Streams (p. 10).

Note

After you create a stream, your account incurs nominal charges for Streams usage because
Streams is not eligible for the AWS free tier. When you are finished with this tutorial, delete your
AWS resources to stop incurring charges. For more information, see Step 4: Clean Up (p. 22).

Topics
¢ Step 1: Create a Stream (p. 18)
e Step 2: Put a Record (p. 20)
¢ Step 3: Get the Record (p. 20)
e Step 4: Clean Up (p. 22)

Step 1: Create a Stream

Your first step is to create a stream and verify that it was successfully created. Use the following command
to create a stream named "Foo":

aws kinesis create-stream--stream nane Foo --shard-count 1

The parameter - - shar d- count is required, and for this part of the tutorial you are using one shard in
your stream. Next, issue the following command to check on the stream's creation progress:
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aws ki nesis describe-stream --stream nane Foo

You should get output that is similar to the following example:

{
"StreanDescription": {
"Streanttatus": "CREATI NG',
"StreanNane": "Foo",
"StreamARN': "arn: aws: ki nesi s: us-west-2: account -i d: st ream Foo",
"Shards": []
}
}

In this example, the stream has a status CREATING, which means it is not quite ready to use. Check
again in a few moments, and you should see output similar to the following example:

"StreanDescription": {
"Streanttatus": "ACTIVE",
"StreanNane": "Foo",
"StreamARN': "arn: aws: ki nesi s: us-west-2: account -i d: stream Foo",
"Shards": [
{
"Shardl d": "shardl d-000000000000",
"HashKeyRange": {
" Endi ngHashKey": "170141183460469231731687303715884105727",

"StartingHashkey": "0"
}
"SequenceNunber Range": {
"StartingSequenceNunber":
" 49546986683135544286507457935754639466300920667981217794"
}
}

There is information in this output that you don't need to be concerned about for this tutorial. The main
thing for now is " St r eanSt at us": " ACTI VE", which tells you that the stream is ready to be used, and
the information on the single shard that you requested. You can also verify the existence of your new
stream by using the | i st - st r eans command, as shown here:

aws kinesis list-streans

Output:

"StreamNanes": |
"Foo"

]
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Step 2: Put a Record

Now that you have an active stream, you are ready to put some data. For this tutorial, you will use the
simplest possible command, put - r ecor d, which puts a single data record containing the text "testdata”
into the stream:

aws kinesis put-record --streamnane Foo --partition-key 123 --data testdata

This command, if successful, will result in output similar to the following example:

"Shardl d": "shardl d- 000000000000",
"SequenceNunber": "49546986683135544286507457936321625675700192471156785154"

Congratulations, you just added data to a stream! Next you will see how to get data out of the stream.

Step 3: Get the Record

Before you can get data from the stream you need to obtain the shard iterator for the shard you are
interested in. A shard iterator represents the position of the stream and shard from which the consumer
(get - recor d command in this case) will read. You'll use the get - shar d-i t er at or command, as
follows:

aws kinesis get-shard-iterator --shard-id shardl d- 000000000000 --shard-iterator-
type TRI M HCRI ZON - - stream nanme Foo

Recall that the aws ki nesi s commands have a Streams API behind them, so if you are curious about
any of the parameters shown, you can read about them in the Get Shar dI t er at or API reference topic.
Successful execution will result in output similar to the following example (scroll horizontally to see the
entire output):

{

"Shardliterator”: "AAAAAAAAAAHSYW j v0zEgPX4NyKdZ5wr y Mz POy ALs8NeK
bUj pll xt Zs1Sp+KEd9l 6AJ9ZGAI NRLEM +9Md/ nHvt Lyxpf hEz Yvk TZ4D9DQVz/ nBY
WROBOTZRKNWgd+ef GN2aHFdkHLr JI 4BLOWr k+ghYG22D2T1Da2Ey NSH1+LAbK33gQue TJADBdy M
w 05r 6PqcP2dzhg="

}

The long string of seemingly random characters is the shard iterator (yours will be different). You will
need to copy/paste the shard iterator into the get command, shown next. Shard iterators have a valid
lifetime of 300 seconds, which should be enough time for you to copy/paste the shard iterator into the
next command. Notice you will need to remove any newlines from your shard iterator before pasting to
the next command. If you get an error message that the shard iterator is no longer valid, simply execute
the get - shar d-i t er at or command again.

The get - r ecor ds command gets data from the stream, and it resolves to a call to Get Recor ds in the
Streams API. The shard iterator specifies the position in the shard from which you want to start reading
data records sequentially. If there are no records available in the portion of the shard that the iterator
points to, Get Recor ds returns an empty list. Note that it might take multiple calls to get to a portion of
the shard that contains records.

In the following example of the get - r ecor ds command (scroll horizontally to see the entire command):
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aws kinesis get-records --shard-iterator AAAAAAAAAAHSYW j vOz EgPX4NyK

dZ5wr yMz P9y ALs8NeKbUj pll xt Zs1Sp+KEd9l 6AJ9ZG4I NRLEM +9MI/ nHvt Ly x pf

hEz Yvk TZ4DODQVz/ nBYWROBOTZRKNWOgd+ef GN2aHFdkH1r JI 4BLOWr k+ghY&22D2T1Da2EyN
SH1+LAbK33gQne TJADBdy MM o5r 6PgcP2dzhg=

If you are running this tutorial from a Unix-type command processor such as bash, you can automate the
acquisition of the shard iterator using a nested command, like this (scroll horizontally to see the entire
command):

SHARD_| TERATOR=$( aws ki nesi s get-shard-iterator --shard-id shardl d- 000000000000
--shard-iterator-type TRIM HORI ZON --stream nane Foo --query 'Shardlterator')

aws ki nesis get-records --shard-iterator $SHARD | TERATOR

If you are running this tutorial from a system that supports Powershell, you can automate acquisition of
the shard iterator using a command such as this (scroll horizontally to see the entire command):

aws kinesis get-records --shard-iterator ((aws kinesis get-shard-iterator --
shard-i d shardl d- 000000000000 --shard-iterator-type TRI M HORI ZON - - st r eam nane
Foo).split('"')[4])

The successful result of the get - r ecor ds command will request records from your stream for the shard
that you specified when you obtained the shard iterator, as in the following example (scroll horizontally
to see the entire output):

{
"Records":[ {
"Dat a":"dGvVzdGRhdGE=",
"PartitionkKey":"123",
" Appr oxi mat eArrival Ti mestamp”: 1.441215410867E9,
" SequenceNurber " : "49544985256907370027570885864065577703022652638596431874"
ol

"M 1 1isBehi ndLat est": 24000,

"Next Shardl t erat or " : " AAMAAAAAAAEDONBUg
seWPE4503kqNLyN1LUaodY8unEOsYs| MUnC6l X9hl i g5+t 4Rt ZMD/ t ALf i | 4QG unVgJv(sj xj h2alLyx
aAaPr +LaoENQ7eVs4EdYXgKy ThTZGPcca2f VXYIW. 3yaf vOdsDws YVedl 66dbMZFC8r PM
W 797zxQkv4pSKvPOZvr Ul udb8UkH3VIVEX 58I s="

}

Note that get - r ecor ds is described above as a request, which means you may receive zero or more
records even if there are records in your stream, and any records returned may not represent all the
records currently in your stream. This is perfectly normal, and production code will simply poll the stream
for records at appropriate intervals (this polling speed will vary depending on your specific application
design requirements).

The first thing you'll likely notice about your record in this part of the tutorial is that the data appears to
be garbage —; it's not the clear text t est dat a we sent. This is due to the way put - r ecor d uses Base64
encoding to allow you to send binary data. However, the Streams support in the AWS CLI does not provide
Base64 decoding because Base64 decoding to raw binary content printed to stdout can lead to undesired
behavior and potential security issues on certain platforms and terminals. If you use a Base64 decoder
(for example, https://www.base64decode.org/) to manually decode dGVzdGRhdGE= you will see that it
is, in fact, t est dat a. This is sufficient for the sake of this tutorial because, in practice, the AWS CLI is
rarely used to consume data, but more often to monitor the state of the stream and obtain information,
as shown previously (descri be- st reamand | i st - st r eans). Future tutorials will show you how to
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build production-quality consumer applications using the Amazon Kinesis Client Library (KCL), where
Base64 is taken care of for you. For more information about the KCL, see Developing Amazon Kinesis
Streams Consumers Using the Amazon Kinesis Client Library (p. 65).

It's not always the case that get - r ecor ds will return all records in the stream/shard specified. When
that happens, use the Next Shar dl t er at or from the last result to get the next set of records. So if more
data were being put into the stream (the normal situation in production applications), you could keep
polling for data using get - r ecor ds each time. However, if you do not call get - r ecor ds using the next
shard iterator within the 300 second shard iterator lifetime, you will get an error message, and you will
need to use the get - shard-i t er at or command to get a fresh shard iterator.

Also provided in this outputis M | | i sBehi ndLat est , which is the number of milliseconds the GetRecords
operation's response is from the tip of the stream, indicating how far behind current time the consumer
is. A value of zero indicates record processing is caught up, and there are no new records to process at
this moment. In the case of this tutorial, you may see a number that's quite large if you've been taking
time to read along as you go. That's not a problem, data records will stay in a stream for 24 hours waiting
for you to retrieve them. This time frame is called the retention period and it is configurable up to 168
hours (7 days).

Note that a successful get - r ecor ds result will always have a Next Shar dl t er at or even if there are
no more records currently in the stream. This is a polling model that assumes a producer is potentially
putting more records into the stream at any given time. Although you can write your own polling routines,
if you use the previously mentioned KCL for developing consumer applications, this polling is taken care
of for you.

If you call get - r ecor ds until there are no more records in the stream and shard you are pulling from,
you will see output with empty records similar to the following example (scroll horizontally to see the entire
output):

"Records": [],

"Next Shardlterator": "AAAAAAAAAAGCIS5) zQNj ndhO6B/ YDI DE56] n¥Zm
rmviV r 1W oHXC/ kPJXc1r ckt 3STFL55dENf e5meNgdky CRpUPGzJpMyYHaJ53C3nCA
j @s7Zupj XeJGoUFs50CuFwhP+Wil / Ehy Ne Ss5DYXLSSC5XCapnCAYGH) YER69QSdQ xMBPE/ hi ybF
Di 5gt kT6/ PsZNz6k Foqt Dk="

}

Step 4: Clean Up

Finally, you'll want to delete your stream to free up resources and avoid unintended charges to your
account, as previously noted. Do this in practice any time you have created a stream and will not be using
it because charges accrue per stream whether you are putting and getting data with it or not. The clean-up
command is simple:

aws ki nesis del ete-stream --stream nane Foo

Success results in no output, so you might want to use descr i be- st r eamto check on deletion progress:

aws ki nesis describe-stream --stream nane Foo

If you execute this command immediately after the delete command, you will likely see output similar to
the following example:

22



http://docs.aws.amazon.com/kinesis/latest/APIReference/API_GetRecords.html

Amazon Kinesis Streams Developer Guide
Perform Basic Stream Operations

{
"StreanDescription": {
"Streanttatus": "DELETING',
"StreanmNane": "Foo",
"StreamARN': "arn: aws: ki nesi s: us-west-2: account -i d: st ream Foo",
"Shards": []
}
}

After the stream is fully deleted, descr i be- st r eamwill result in a "not found" error:

A client error (ResourceNot FoundException) occurred when calling the Describe
Stream operati on:
Stream Foo under account 112233445566 not found.

Congratulations! You have completed this tutorial on Streams basics using the AWS CLI.
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Learning Amazon Kinesis Streams
Development

These modules are designed to teach you what you need to know to become proficient in Streams
development. If you are unsure which streaming service is right for you, see the comparison information
at What is Streaming Data?. Before you begin, be sure you are familiar with the concepts discussed in
Amazon Kinesis Streams Key Concepts (p. 2) and Tutorial: Visualizing Web Traffic Using Amazon
Kinesis Streams (p. 10), particularly streams, shards, producers, and consumers. It is also helpful to have
completed Tutorial: Visualizing Web Traffic Using Amazon Kinesis Streams (p. 10) and Tutorial: Getting
Started With Amazon Kinesis Streams Using AWS CLI (p. 16).

Topics
¢ Part One: Streams, Producers, and Consumers (p. 24)

Part One: Streams, Producers, and Consumers

This is Part One of a multipart series to learn how to develop for Amazon Kinesis Streams in Java. If you
are unsure which streaming service is right for you, see the comparison information at What is Streaming
Data?.

The scenario for this module is to ingest stock trades into a stream and write a simple application that
performs calculations on the stream. In Part One, you'll learn how to send a stream of records to Streams
and implement an application that consumes and processes the records in near real time. In subsequent
parts of this series, the scenario will be extended to include more intermediate and advanced design and
programming considerations for the stock trade analysis model that apply to most Streams business
applications.

Important

After you create a stream, your account incurs nominal charges for Streams usage because
Streams is not eligible for the AWS free tier. After the consumer application starts, it also incurs
nominal charges for DynamoDB usage. DynamoDB is used by the consumer application to track
processing state. When you are finished with this application, delete your AWS resources to
stop incurring charges. For more information, see Step 7: Finishing Up (p. 36).

The code does not access actual stock market data, but instead simulates the stream of stock trades. It
does so by using a random stock trade generator that has a starting point of real market data for the top
25 stocks by market capitalization as of February 2015. If you have access to a real time stream of stock
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trades, you might be interested in deriving useful, timely statistics from that stream. For example, you

might want to perform a sliding window analysis where you determine the most popular stock purchased
in the last 5 minutes. Or you might want a notification whenever there is a sell order that is too large (that
is, it has too many shares). The code shown in this series can be extended to provide such functionality.

You can work through the steps in this module on your desktop or laptop and run both the producer and
consumer code on the same machine or any platform that supports the defined requirements, such as
Amazon EC2.

The examples shown use the US West (Oregon) region, but work on any of the regions that support
Streams.

Topics
¢ Prerequisites (p. 25)
¢ Step 1: Create a Stream (p. 26)
e Step 2: Create IAM Policy and User (p. 26)
¢ Step 3: Download and Build Implementation Code (p. 29)
e Step 4: Implement the Producer (p. 30)
¢ Step 5: Implement the Consumer (p. 33)
« Step 6: (Optional) Extending the Consumer (p. 35)
e Step 7: Finishing Up (p. 36)

Prerequisites

Amazon Web Services Account

Before you begin, be sure you are familiar with the concepts discussed in Amazon Kinesis Streams Key
Concepts (p. 2) and Tutorial: Visualizing Web Traffic Using Amazon Kinesis Streams (p. 10), particularly
streams, shards, producers, and consumers. It is also helpful to have completed Tutorial: Visualizing
Web Traffic Using Amazon Kinesis Streams (p. 10) and Tutorial: Getting Started With Amazon Kinesis
Streams Using AWS CLI (p. 16).

You need an AWS account and a web browser to access the AWS Management Console.

For console access, use your IAM user name and password to sign in to the AWS Management Console
using the IAM sign-in page. IAM lets you securely control access to AWS services and resources in your
AWS account. For more information about creating access keys, see How Do | Get Security Credentials?
in the AWS General Reference.

For more information about IAM and security key set up instructions, see Create an IAM User.

System Software Requirements

The system used to run the application must have Java 7 or higher installed. To download and install the
latest JDK, go to Oracle's Java SE installation site.

If you have a Java IDE, such as Eclipse, you can open the source code, edit, build, and run it.

You need the latest AWS SDK for Java version. If you are using Eclipse as your IDE, you can install the
AWS Toolkit for Eclipse instead.

The consumer app requires the Kinesis Client Library (KCL) version 1.2.1 or higher, which you can obtain
from Github at Amazon Kinesis Client Library (Java).
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Step 1: Create a Stream

In this step, you create the stream you'll be using in subsequent steps.
To create a stream

1. Signin to the AWS Management Console and open the Amazon Kinesis console at https://
console.aws.amazon.com/kinesis.

In the navigation bar, expand the region selector and select a region.
Select Create Stream.
On the Create Stream page, enter a name for your stream; for example, St ockTr adeSt r eam

Enter 1 for the number of shards, but leave the Help me decide how many shards | need field
unchecked for now.

a ks wbd

6. Select Create.

On the Stream List page, your stream's Status value is CREATING while the stream is being created.
When the stream is ready to use, the Status changes to ACTIVE. Select the name of your stream. The
Stream Details page displays a summary of your stream configuration, along with monitoring information.

Additional Information About Shards

When you begin to use Streams outside of this learning module, you may need to plan the stream creation
process more carefully. You should plan for expected maximum demand when you provision shards.

Using this scenario as an example, U.S. stock market trading traffic peaks during the day (Eastern time)
and demand estimates should be sampled from that time of day. You then have a choice to provision for
the maximum expected demand, or scale your stream up and down in response to demand fluctuations.

A shard is a unit of throughput capacity. On the Create Stream console page, select the checkbox labelled
"Help me decide how many shards | need". Enter the average record size, the maximum records written
per second, and the number of consuming applications using the following guidelines:

Average Record Size
An estimate of the calculated average size of your records. If you don't know this value, use the
estimated maximum record size for this value.

Maximum Records Written/Second
Take into account the number of entities providing data and the approximate number of records per
second produced by each. For example, if you are getting stock trade data from 20 trading servers
and each generates 250 trades per second, the total number of trades (records) per second is
5000/second.

Number of Consuming Applications
The number of applications that independently read from the stream to process the stream in a
different way and produce different output. Each application can have multiple instances running on
different machines (i.e. run in a cluster) so that it can keep up with a high volume stream.

If the estimated shards shown exceeds your current shard limit, you may need to submit a request to
increase that limit before you can create a stream with that number of shards. To request an increase to
your shard limit, use the Streams Limits form. For more information about streams and shards, see
Amazon Kinesis Streams (p. 5) and Managing Amazon Kinesis Streams (p. 93).

Step 2: Create IAM Policy and User

Security best practices for AWS dictate the use of fine-grained permissions to control access to different
resources. AWS Identity and Access Management allows you to manage users and user permissions in
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AWS. An IAM policy explicitly lists actions which are allowed and the resources on which the actions are
applicable.

The following are the minimum permissions generally required for a Streams producer and consumer.

Producer:
Actions Resource Purpose
Descri beSt ream Amazon Kinesis | Before attempting to write records, the producer should check if the streat

stream and is active.

Put Recor d, Put Recor ds | Amazon Kinesis | Write records to Streams.

stream
Consumer:
Actions Resource Purpose
Descri beSt ream Amazon Kinesis | Before attempting to read records, the consumer checks if the stream exis
stream active, and if the shards are contained in the stream.
Get Recor ds, Get - Amazon Kinesis | Read records from a Streams shard.
Shardl t er at or stream
Cr eat eTabl e, De- Amazon Dy- If the consumer is developed using the Kinesis Client Library (KCL), it need
scribeTabl e, Get I t emy | namoDB table sions to a DynamoDB table to track the processing state of the application
Put | t em Put Met - consumer started creates the table.
ri cDat a, Scan, Up-
dateltem
Del eteltem Amazon Dy- For when the consumer performs split/merge operations on Streams shar
namoDB table
Put Met ri cDat a Amazon Cloud- | The KCL also uploads metrics to CloudWatch, which are useful for monitc

Watch log application.

For this application, you create a single IAM policy that grants all of the above permissions. In practice,
you might want to consider creating two policies, one for producers and one for consumers. The policies
you set up here are re-usable in subsequent learning modules in this series.

To create an IAM policy

1. Determine the Amazon Resource Name (ARN) for the new stream. The ARN format is:

arn: aws: ki nesi s: regi on: account : streanf nane

regi on
The region code; for example, us-west-2. For more information about region codes, see Region
and Availability Zone Concepts.

account
The AWS account ID, as shown in Account Settings.

nane
The name of the stream from Step 1: Create a Stream (p. 26), which is St ockTr adeSt r eam

27


http://docs.aws.amazon.com/IAM/latest/UserGuide/PoliciesOverview.html
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-regions-availability-zones.html#concepts-regions-availability-zones
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-regions-availability-zones.html#concepts-regions-availability-zones
https://console.aws.amazon.com/billing/home?#/account

Amazon Kinesis Streams Developer Guide
Step 2: Create IAM Policy and User

2. Determine the ARN for the DynamoDB table to be used by the consumer (and created by the first
consumer instance). It should be in the following format:

arn: aws: dynanodb: r egi on: account : t abl e/ nane

The region and account are from the same place as the previous step, but this time nane is the name
of the table created and used by the consumer application. The KCL used by the consumer uses
the application name as the table name. Use St ockTr adesPr ocessor, which is the application
name used later.

3. Inthe IAM console, go to the Policies node (https:/console.aws.amazon.com/iam/home#policies
and select Create Policy. If this is the first time you have worked with IAM policies, select Get
Started. and then Create Policy.

4. Select Select next to Policy Generator.
5. Select Amazon Kinesis as the AWS service.

6. Select Descri beStream Get Shardlterat or, Get Recor ds, Put Recor d, and Put Recor ds as
the allowed actions.

7. Enter the ARN that you created in Step 1.
8. Use Add Statement for each of the following:

AWS Service Actions ARN

Amazon DynamoDB Creat eTabl e, Del etel t em | ARN you created in Step 2
Descri beTabl e, Get | tem
Put |t em Put Metri cDat a,
Scan, Updat el tem

Amazon CloudWatch Put Metri cDat a *

The asterisk (*) is used when specifying an ARN is not required. In this case, it's because there is
no specific resource in CloudWatch on which the Put Met ri cDat a action is invoked.

9. Select Next Step.

10. Rename the Policy Name to St ockTr adeSt r eanPol i cy, review the code, and select Create
Policy.

The resulting Policy Document displayed in the console should look something like the following:

{
"Version": "2012-10-17",

"Statenent": [
{
"Sid': "Stnt123",
"Effect": "Allow',
"Action": [
"ki nesi s: Descri beStreant,
"ki nesi s: Put Record",
"ki nesi s: Put Records",
"ki nesis: Get Shardlterator",
"Kki nesi s: Get Recor ds"
I,
"Resource": [
"arn: aws: ki nesi s: us-west-2: 123: st ream St ockTr adeSt r eant'
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"Sid": "Stnt456",
"Effect": "Allow',
"Action": [
"dynanodb: *"
1,
"Resource": |
"arn: aws: dynanodb: us-west - 2: 123: t abl e/ St ockTr adesPr ocessor "

]

"Sid': "Stnt 789",

"Effect": "Allow',

"Action": [
"cl oudwat ch: Put Met ri cDat a"

1.

"Resource": |
W n

]

}
]
}

To create an IAM user

Open the Identity and Access Management (IAM) console at https://console.aws.amazon.com/iam/.
On the Users page, select Create New Users.
Enter St ockTr adeSt r eanlUser and select Create.

Expand the Show User Security Credentials node and save the access and secret keys to a local
file in a safe place that only you can access. For this application, create a file named
~/ . aws/ credent i al s (with strict permissions). The file should be in the following format:

PwnNPE

aws_access_key_i d=<access key>
aws_secret _access_key=<secret key>

To attach an IAM policy to a user

1. Inthe IAM console, go to the policies page and select Policy Actions.
2. Select St ockTr adeSt r eanPol i cy and Attach.
3. Select St ockTr adeSt r eanUser and Attach Policy.

Step 3: Download and Build Implementation Code

Skeleton code has been provided for you, containing a stub implementation for both the stock trade
stream ingestion (producer) as well as the processing data (consumer). The following procedure shows
how to complete the implementations.

To download and build the implementation code

1. Download the source code on to your computer.

2. Create a project in your favorite IDE with the source code, and the AWS SDK and Kinesis Client
Library added to the project as libraries.
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3. Depending on your IDE, the project might be built automatically. If not, build the project using the
appropriate steps for your IDE.

If you complete these steps successfully, you are now ready to move to the next section. If your build
generates errors at any stage, you need to investigate and fix them before proceeding.

Step 4: Implement the Producer

This application uses the real-world scenario of stock market trade monitoring. The following principles
briefly explain how this scenario maps to the producer and supporting code structure.

Refer to the source code and review the following information.

StockTrade class
An individual stock trade is represented by an instance of the St ockTr ade class, which contains
attributes such as the ticker symbol, price, number of shares, the type of the trade (buy or sell), and
an ID uniquely identifying the trade. This class is implemented for you.

Stream record
A stream is a sequence of records. A record is a serialization of a St ockTr ade instance in JSON
format. For example:

{"tickerSynbol": "AMZN',
"tradeType": "BUY",
"price": 395.87,
"quantity": 16,

"id": 3567129045}

StockTradeGenerator class
St ockTr adeGener at or has a method called get RandomTr ade() that returns a new randomly
generated stock trade every time it is invoked. This class is implemented for you.

StockTradesWriter class
The main class of the producer, St ockTr adesW i t er continuously retrieves a random trade and
then sends it to Streams by performing the following tasks:

1. Read stream name and region name as input

. Read credentials from ~/ . aws/ credenti al s

. Create an AmazonKi nesi sC i ent using those credentials.

. Check that the stream exists and is active (if not, it will exit with an error).

. In a continuous loop, calls St ockTr adeCGener at or . get Randonir ade() and calls the
sendSt ockTr ade method to send the trade to the stream every 100 milliseconds.

a b~ WON

The sendSt ockTr ade method has not been implemented. You will implement this method in the
next section, To implement the producer (p. 30).

To implement the producer

¢ Add the following code to the sendSt ockTr ade method of the St ockTr adesW i t er class:

private static void sendStockTrade( St ockTrade trade, AmazonKi nesis kinesis
Client, String streamName) {

byte[] bytes = trade.toJsonAsBytes();

/1 The bytes could be null if there is an issue with the JSON serializ
ation by the Jackson JSON |ibrary.

if (bytes == null) {

30




Amazon Kinesis Streams Developer Guide
Step 4: Implement the Producer

LOG warn("Coul d not get JSON bytes for stock trade");
return;

}

LOG info("Putting trade: " + trade.toString());

Put Recor dRequest put Record = new Put Recor dRequest () ;

put Recor d. set St r eamNane( st r eanNane) ;

/1 W use the ticker synbol as the partition key, explained in the Sup
pl enental Infornmation section bel ow

put Record. set Partiti onKey(trade. getTi cker Synbol ());

put Recor d. set Dat a( Byt eBuf f er. w ap(bytes));

try {

ki nesi sCl i ent. put Record( put Record);
} catch (Amazondient Exception ex) {

LOG warn("Error sending record to Amazon Kinesis.", ex);
}

Refer to the following code breakdown:

¢ The Put Recor d API expects a byte array, and you need to convert t r ade to JSON format. This single
line of code performs that operation:

byte[] bytes = trade.toJsonAsBytes();

¢ Before you can send the trade, you create a new Put Recor dRequest instance (called put Record
in this case):

Put Recor dRequest put Record = new Put Recor dRequest () ;

Each Put Recor d call requires the stream name, partition key, and data blob. The following code
populates these fields in the put Recor d object using its set Xxxx() methods:

put Recor d. set St r eamNane( st r eamNane) ;
put Record. set PartitionKey(trade. getTi cker Synbol ());
put Recor d. set Dat a( Byt eBuf f er. wr ap(bytes));

The example uses a stock ticket as a partition key which maps the record to a specific shard. In practice,
you should have hundreds or thousands of partition keys per shard such that records are evenly
dispersed across your stream. For more information about how to add data to a stream, see Adding
Data to a Stream (p. 49).

Now put Recor d is ready to send to the client (the put operation):

ki nesi sCl i ent. put Record( put Record);

« Error checking and logging are always useful additions. This code logs error conditions:

if (bytes == null) {
LOG war n(" Coul d not get JSON bytes for stock trade");
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return;

Add the try/catch block around the put operation:

try {

ki nesi sCl i ent. put Record( put Record);
} catch (Amazond i ent Exception ex) {

LOG warn("Error sending record to Amazon Kinesis.", ex);
}

This is because a Streams put operation can fail because of a network error, or due to the stream
reaching its throughput limits and getting throttled. We recommend carefully considering your retry
policy for put operations to avoid data loss, such using as a simple retry.

¢ Status logging is helpful but optional:

LOG i nfo("Putting trade: " + trade.toString());

The producer shown here uses the Streams API single record functionality, Put Recor d. In practice, if
an individual producer is generating a lot of records, it is often more efficient to use the multiple records
functionality of Put Recor ds and send batches of records at a time. For more information, see Adding
Data to a Stream (p. 49).

To run the producer

1. \Verify that the access key and secret key pair retrieved earlier (when creating the IAM user) are
saved in the file ~/ . aws/ cr edenti al s.

2. Runthe St ockTradeW i t er class with the following arguments:

St ockTr adeSt r eam us- west - 2

Note that if you created your stream in a region other than us- west - 2, you'll have to specify that
region here instead.

You should see output similar to the following:

Feb 16, 2015 3:53:00 PM

com amazonaws. servi ces. ki nesi s. sanpl es. stocktrades. witer. StockTradesWiter
sendSt ockTr ade

INFO Putting trade: ID 8: SELL 996 shares of BUD for $124.18

Feb 16, 2015 3:53:00 PM

com amazonaws. servi ces. ki nesi s. sanpl es. stocktrades. witer. StockTradesWiter
sendSt ockTr ade

INFO Putting trade: 1D 9: BUY 159 shares of GE for $20.85

Feb 16, 2015 3:53:01 PM

com amazonaws. servi ces. ki nesi s. sanpl es. st ocktrades. witer. StockTradesWiter
sendSt ockTr ade

INFO Putting trade: 1D 10: BUY 322 shares of WMI for $90.08

Your stock trade stream is now being ingested by Streams.
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Step 5: Implement the Consumer

The consumer application you are developing continuously processes the stock trades stream that you
created in Step 4: Implement the Producer (p. 30), and outputs the most popular stocks being bought
and sold every minute. The application is built on top of the KCL, which does a lot of the heavy lifting
common to consumer apps. For more information, see Developing Amazon Kinesis Streams Consumers
Using the Amazon Kinesis Client Library (p. 65).

Refer to the source code and review the following information.

StockTradesProcessor class
Main class of the consumer, provided for you, which performs the following tasks:

¢ Read the application, stream, and region names, passed in as arguments.
» Read credentials from ~/ . aws/ cr edenti al s.

» Create a Recor dPr ocessor Fact or y instance that serves instances of Recor dPr ocessor,
implemented by a St ockTr adeRecor dPr ocessor instance.

» Create a KCL worker with the Recor dPr ocessor Fact or y instance and a standard configuration
including the stream name, credentials, and application name.

* The worker creates a new thread for each shard (assigned to this consumer instance), which
continuously loops to read records from Streams and then invokes the Recor dPr ocessor instance
to process each batch of records received.

StockTradeRecordProcessor class

Implementation of the Recor dPr ocessor instance, which in turn implements three required methods:

initialize, processRecords, and shut down.

As the names suggest, i ni ti al i ze and shut down are used by KCL to let the record processor
know when it should be ready to start receiving records and when it should expect to stop receiving
records, respectively, so it can do any application-specific setup and termination tasks. The code for
these is provided for you. The main processing happens in the pr ocessRecor ds method, which in
turn uses pr ocessRecor d for each record. This latter method is provided as mostly empty skeleton
code for you to implement in the next step, where it is explained further.

Also of note is the implementation of support methods for pr ocessRecord:report St at s, and
reset St at s, which are empty in the original source code.

The pr ocesssRecor ds method is implemented for you, and performs the following steps:
¢ For each record passed in, call pr ocessRecor d on it.

¢ If at least 1 minute has elapsed since the last report, call r eport St at s() which prints out the
latest stats, and then r eset St at s() which clears the stats so that the next interval includes only
new records.

« Set the next reporting time.
¢ If at least 1 minute has elapsed since the last checkpoint, call checkpoi nt () .
¢ Set the next checkpointing time.

This method uses 60-second intervals for the reporting and checkpointing rate. For more information
about checkpointing, see Additional Information About the Consumer (p. 35).

StockStats class
This class provides data retention and statistics tracking for the most popular stocks over time. This
code is provided for you and contains the following methods:

¢ addSt ockTr ade( St ockTr ade) : Injects the given St ockTr ade into the running statistics.
e toString(): Returns the statistics in a formatted string.
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The way this class keeps track of the most popular stock is that it keeps a running count of the total
number of trades for each stock and the maximum count. It keeps these counts updated whenever
a stock trade arrives.

Add code to the methods of the St ockTr adeRecor dPr ocessor class, as shown in the following steps.

To implement the consumer

1. Implement the pr ocessRecor d method by instantiating a correctly sized St ockTr ade object and
adding the record data to it, logging a warning if there's a problem.

St ockTrade trade = StockTrade. fromlsonAsBytes(record.getData().array());
if (trade == null) {

LOG war n(" Ski ppi ng record. Unable to parse record i nto StockTrade. Par
tition Key: " + record.getPartitionKey());

return;

}
stockSt ats. addSt ockTr ade(trade);

2. Implementasimpler eport St at s method. Feel free to modify the output format to your preferences.

Systemout.println("****** Shard " + kinesisShardld + " stats for last 1
mnute ******\n" +
stockStats + "\n" +

"'k*'k*'k*'k*'k*'k*'k*'k***'k*'k*'k*'k*'k*'k*'k*********************************\n") .
)

3. Finally, implement the r eset St at s method, which creates a new st ockSt at s instance.

stockStats = new StockStats();

To run the consumer

1. Run the producer you wrote in the previous module to inject simulated stock trade records into your
stream.

2. Verify that the access key and secret key pair retrieved earlier (when creating the 1AM user) are
saved in the file ~/ . aws/ credenti al s .

3. Runthe St ockTradesProcessor class with the following arguments:

St ockTr adesProcessor StockTradeStream us-west -2

Note that if you created your stream in a region other than us- west - 2, you'll have to specify that
region here instead.

After a minute, you should see output like the following, refreshed every minute thereafter:

**xxx%* Shard shardl d- 000000000001 stats for last 1 minute ******
Most popul ar stock being bought: WMI, 27 buys.
Most popul ar stock being sold: PTR 14 sells.

Rk I S b R I S O R O O O R R R
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Additional Information About the Consumer

If you are familiar with the advantages of the KCL, discussed in Developing Amazon Kinesis Streams
Consumers Using the Amazon Kinesis Client Library (p. 65) and elsewhere, you may be wondering why
you should use it here. Although you use only a single shard stream and a single consumer instance to
process it, it is still easier to implement the consumer with the KCL. Compare the code implementation
steps in the producer section to the consumer, and you can see the comparative ease of implementing
a consumer. This is largely due to the services that the KCL provides.

In this application, you focus on implementing a record processor class that can process individual records.
You don’t have to worry about how the records are fetched from Streams; The KCL fetches the records
and invoke the record processor whenever there are new records available. Also, you don’t have to worry
about how many shards and consumer instances there are; if the stream is scaled up, you don't have to
rewrite your application to handle more than one shard or one consumer instance.

The term checkpointing means recording the point in the stream up to the data records that have been
consumed and processed thus far, so that if the application crashes, the stream is read from that point
and not from the beginning of the stream. The subject of checkpointing and the various design patterns
and best practices for it are outside the scope of this chapter, but is something you may be confronted

with in production environments.

As you learned in Step 4: Implement the Producer (p. 30), the put operations in the Streams API take a
partition key as input. A partition key is used by Streams as a mechanism to split records across multiple
shards (when there is more than one shard in the stream). The same partition key will always route to
the same shard. This allows the consumer that processes a particular shard to be designed with the
assumption that records with the same partition key would only be sent to that consumer, and no records
with the same partition key would end up at any other consumer. Therefore, a consumer's worker can
aggregate all records with the same partition key without worrying that it might be missing needed data.

In this application, the consumer's processing of records is not intensive, so you can use one shard and
do the processing in the same thread as the KCL thread. In practice, however, consider first scaling up
the number of shards, as the next module in this learning series will demonstrate. In some cases you
may want to switch processing to a different thread, or use a thread pool if your record processing is
expected to be intensive. In this way, the KCL can fetch new records more quickly while the other threads
can process the records in parallel. Note that multithreaded design is not trivial and should be approached
with advanced techniques, so increasing your shard count is usually the most effective and easiest way
to scale up.

Step 6: (Optional) Extending the Consumer

The application shown here may already be sufficient for your purposes. This optional section shows how
you might want to extend the consumer code for a slightly more elaborate scenario.

If you want to know about the biggest sell orders each minute, this is a matter of modifying the St ock St at s
class in three places to accommodate this new priority.

To extend the consumer

1. Add new instance variables:

/1 Ticker synmbol of the stock that had the | argest quantity of shares sold

private String | argestSell O der Stock;
/1l Quantity of shares for the |largest sell order trade
private |long | argestSell OrderQantity;
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2. Add the following code to addSt ockTr ade:

if (type == TradeType. SELL) {
if (largestSell OrderStock == null || trade.getQuantity() > |argest Sel
| OrderQuantity) {
| argest Sel | Order St ock = trade. get Ti cker Synbol () ;
| argest Sel | OrderQuantity = trade.getQuantity();

3. Modify the t oSt ri ng method to print the additional information:

public String toString() {
return String. format(
"Most popul ar stock being bought: %, %l buys. %" +
"Most popul ar stock being sold: %, %l sells.%" +
"Largest sell order: %l shares of %.",
get Most Popul ar St ock( Tr adeType. BUY), get Most Popul ar St ock
Count ( Tr adeType. BUY) ,
get Most Popul ar St ock( Tr adeType. SELL), get Most Popul ar St ock
Count ( Tr adeType. SELL),
| argest Sel | Order Quantity, |argestSell OrderStock);
}

If you run the consumer now (remember to run the producer also), you should see output similar to this:

****x* Shard shardl d- 000000000001 stats for last 1 minute ******
Most popul ar stock being bought: WMI, 27 buys.

Most popul ar stock being sold: PTR 14 sells.

Largest sell order: 996 shares of BUD.

EEE I R R R

Step 7: Finishing Up

Because you are paying to use the Amazon Kinesis stream, make sure you delete it and the corresponding
DynamoDB table once you are done with it. Nominal charges will occur on an active stream even when

you aren't sending and getting records. This is because an active stream is using resources by continuously
"listening" for incoming records and requests to get records.

To delete the stream and table

1. Shut down any producers and consumers that you may still have running.
2. Open the Amazon Kinesis console at https://console.aws.amazon.com/kinesis.

3. Inthe stream list, select the stream you created for this application (St ockTr adeSt r eam) and select
Delete Stream.

4. Open the DynamoDB console at https://console.aws.amazon.com/dynamodb/.
5. Delete the St ockTr adesPr ocessor table.
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Summary

Processing a large amount of data in near real time doesn’t require writing any magical code or developing
a huge infrastructure. It is as simple as writing logic to process a small amount of data (like writing
processRecor d( Recor d) ) but using Streams to scale so that it works for a large amount of streaming
data. You don’t have to worry about how your processing would scale because Streams handles it for
you. All you have to do is send your streaming records to Streams and write the logic to process each
new record received.

Here are some potential enhancements for this application.

Aggregate across all shards
Currently, you get stats resulting from aggregation of the data records received by a single worker
from a single shard (a shard cannot be processed by more than one worker in a single application
at the same time). Of course, when you scale and have more than one shard, you may want to
aggregate across all shards. This can be done by having a pipeline architecture where the output of
each worker is fed into another stream with a single shard, which is processed by a worker that
aggregates the outputs of the first stage. Because the data from the first stage is limited (one sample
per minute per shard), it would easily be handled by one shard.

Scale processing
When the stream scales up to have many shards (because many producers are sending data), the
way to scale the processing is to add more workers. You can run the workers in EC2 instances and
leverage Auto Scaling groups.

Leverage connectors to S3/DynamoDB/Redshift/Storm
As a stream is continuously processed, its output can be sent to other destinations. AWS provides
connectors to integrate Streams with other AWS services and third-party tools.

Next Steps

« For more information about using Streams API operations, see Developing Amazon Kinesis Streams
Producers Using the Amazon Kinesis Streams API with the AWS SDK for Java (p. 48), Developing
Amazon Kinesis Streams Consumers Using the Amazon Kinesis Streams API with the AWS SDK for
Java (p. 80), and Managing Amazon Kinesis Streams (p. 93).

¢ For more information about Kinesis Client Library, see Developing Amazon Kinesis Streams Consumers
Using the Amazon Kinesis Client Library (p. 65).

« For more information about how to optimize your application, see Advanced Topics (p. 87).
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Working With Amazon Kinesis
Streams

This documentation provides information about working with Amazon Kinesis Streams. If you are new to
Streams, start by becoming familiar with the concepts and terminology presented in What Is Amazon
Kinesis Streams? (p. 1) and Getting Started Using Amazon Kinesis Streams (p. 9).

Topics

Writing Data To Amazon Kinesis Streams (p. 38)

Reading Data From Amazon Kinesis Streams (p. 65)

Managing Amazon Kinesis Streams (p. 93)

Monitoring Amazon Kinesis Streams (p. 102)

Tagging Your Streams in Amazon Kinesis Streams (p. 127)

Controlling Access to Amazon Kinesis Streams Resources Using IAM (p. 129)

Writing Data To Amazon Kinesis Streams

A producer is an application that writes data to Amazon Kinesis Streams. You can build producers for
Streams. If you are new to Streams, start by becoming familiar with with the concepts and terminology
presented in What Is Amazon Kinesis Streams? (p. 1) and Getting Started Using Amazon Kinesis
Streams (p. 9).

Topics

Developing Amazon Kinesis Streams Producers Using the Amazon Kinesis Producer Library (p. 39)

Developing Amazon Kinesis Streams Producers Using the Amazon Kinesis Streams API with the
AWS SDK for Java (p. 48)

Writing to Amazon Kinesis Streams Using Amazon Kinesis Agent (p. 53)
Troubleshooting Amazon Kinesis Streams Producers (p. 62)
Advanced Topics for Amazon Kinesis Streams Producers (p. 64)
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Developing Amazon Kinesis Streams Producers
Using the Amazon Kinesis Producer Library

An Amazon Kinesis Streams producer is any application that puts user data records into an Amazon
Kinesis stream (also called data ingestion). The Amazon Kinesis Producer Library (KPL) simplifies producer
application development, allowing developers to achieve high write throughput to a Amazon Kinesis
stream.

You can monitor the KPL with Amazon CloudWatch. For more information, see Monitoring the Amazon
Kinesis Producer Library with Amazon CloudWatch (p. 123).

Contents
¢ Role of the KPL (p. 39)
¢ Advantages of Using the KPL (p. 39)
¢ When Not To Use the KPL (p. 40)
« Installation (p. 40)
e Supported Platforms (p. 41)
¢ Key Concepts (p. 41)
¢ Integration With Producer Code (p. 43)
¢ Writing to your Streams Stream Using the KPL (p. 44)
¢ Configuring the KPL (p. 45)
¢ Consumer De-aggregation (p. 46)

Role of the KPL

The KPL is an easy-to-use, highly configurable library that helps you write to a Amazon Kinesis stream.
It acts as an intermediary between your producer application code and the Streams API actions. The KPL
performs the following primary tasks:

« Writes to one or more Amazon Kinesis streams with an automatic and configurable retry mechanism
¢ Collects records and uses Put Recor ds to write multiple records to multiple shards per request
« Aggregates user records to increase payload size and improve throughput

* Integrates seamlessly with the Amazon Kinesis Client Library (KCL) to de-aggregate batched records
on the consumer

¢ Submits Amazon CloudWatch metrics on your behalf to provide visibility into producer performance

Note that the KPL is different from the Streams API that is available in the AWS SDKs. The Streams API
helps you manage many aspects of Streams (including creating streams, resharding, and putting and
getting records), while the KPL provides a layer of abstraction specifically for ingesting data. For information
about the Streams API, see the Amazon Kinesis API Reference.

Advantages of Using the KPL

The following list represents some of the major advantages to using the KPL for developing Streams
producers.

The KPL can be used in either synchronous or asynchronous use cases. We suggest using the higher
performance of the asynchronous interface unless there is a specific reason to use synchronous behavior.
For more information about these two use cases and example code, see Writing to your Streams Stream
Using the KPL (p. 44).
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Performance Benefits
The KPL can help build high-performance producers. Consider a situation where your Amazon EC2
instances serve as a proxy for collecting 100-byte events from hundreds or thousands of low power
devices and writing records into an Amazon Kinesis stream. These EC2 instances must each write
thousands of events per second to your Amazon Kinesis stream. To achieve the throughput needed,
producers must implement complicated logic such as batching or multithreading, in addition to retry
logic and record de-aggregation at the consumer side. The KPL performs all of these tasks for you.

Consumer-side Ease of Use
For consumer-side developers using the KCL in Java, the KPL integrates without additional effort.
When the KCL retrieves an aggregated Streams record consisting of multiple KPL user records, it
automatically invokes the KPL to extract the individual user records before returning them to the user.

For consumer-side developers who do not use the KCL but instead use the API operation Get Recor ds
directly, a KPL Java library is available to extract the individual user records before returning them
to the user.

Producer Monitoring
You can collect, monitor, and analyze your Streams producers using Amazon CloudWatch and the
KPL. The KPL emits throughput, error, and other metrics to CloudWatch on your behalf, and is
configurable to monitor at the stream, shard, or producer level.

Asynchronous Architecture
Because the KPL may buffer records before sending them to Streams, it does not force the caller
application to block and wait for a confirmation that the record has arrived at the server before
continuing execution. A call to put a record into the KPL always returns immediately and does not
wait for the record to be sent or a response to be received from the server. Instead, a Fut ur e object
is created that receives the result of sending the record to Streams at a later time. This is the same
behavior as asynchronous clients in the AWS SDK.

When Not To Use the KPL

The KPL can incur an additional processing delay of up to Recor dMaxBuf f er edTi ne within the library
(user-configurable). Larger values of Recor dMaxBuf f er edTi nme results in higher packing efficiencies
and better performance. Applications that cannot tolerate this additional delay may need to use the AWS
SDK directly. For more information about using the AWS SDK with Streams, see Developing Amazon
Kinesis Streams Producers Using the Amazon Kinesis Streams API with the AWS SDK for Java (p. 48).
For more information about Recor dMaxBuf f er edTi ne and other user-configurable properties of the
KPL, see Configuring the KPL (p. 45).

Installation

Amazon provides pre-built binaries of the C++ KPL for OS X, Windows, and recent Linux distributions
(for supported platform details, see the next section). These binaries are packaged as part of Java .jar
files and will be automatically invoked and used if you are using Maven to install the package. To locate
the latest versions of the KPL and KCL, use the following Maven search links:

 KPL
« KCL

The Linux binaries have been compiled with GCC and statically linked against libstdc++ on Linux. They
are expected to work on any 64-bit Linux distribution that includes a glibc version 2.5 or higher.

Users of older Linux distributions can build the KPL using the build instructions provided along with the
source on Github. To download the KPL from Github, see Amazon Kinesis Producer Library
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Supported Platforms

The KPL is written in C++ and runs as a child process to the main user process. Precompiled 64-bit native
binaries are bundled with the Java release and are managed by the Java wrapper.

The Java package runs without the need to install any additional libraries on the following operating
systems:

* Linux distributions with kernel 2.6.18 (September 2006) and later
* Apple OS X 10.9 and later
» Windows Server 2008 and later

Note the KPL is 64-bit only.
Source Code

If the binaries provided in the KPL installation are not sufficient for your environment, the core of the KPL
is written as a C++ module. The source code for the C++ module and the Java interface are released
under the Amazon Public License and are available on GitHub at Amazon Kinesis Producer Library.
Although the KPL can be used on any platform for which a recent standards-compliant C++ compiler and
JRE are available, Amazon does not officially support any platform not on the supported platforms list.

Key Concepts

The following sections contain concepts and terminology necessary to understand and benefit from the
KPL.

Topics
¢ Records (p. 41)
e Batching (p. 41)
« Aggregation (p. 42)
¢ Collection (p. 42)

Records

In this guide, we distinguish between KPL user records and Streams records. When we use the term
record without a qualifier, we refer to a KPL user record. When we refer to a Streams record, we will
explicitly say Streams record.

A KPL user record is a blob of data that has particular meaning to the user. Examples include a JSON
blob representing a Ul event on a web site, or a log entry from a web server.

A Streams record is an instance of the Recor d data structure defined by the Streams service API. It
contains a partition key, sequence number, and a blob of data.

Batching

Batching refers to performing a single action on multiple items instead of repeatedly performing the action
on each individual item.

In this context, the "item" is a record, and the action is sending it to Streams. In a non-batching situation,
you would place each record in a separate Streams record and make one HTTP request to send it to
Streams. With batching, each HTTP request can carry multiple records instead of just one.

The KPL supports two types of batching:
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» Aggregation — Storing multiple records within a single Streams record.

¢ Collection — Using the API operation Put Recor ds to send multiple Streams records to one or more
shards in your Amazon Kinesis stream.

The two types of KPL batching are designed to co-exist and can be turned on or off independently of one
another. By default, both are turned on.

Aggregation

Aggregation refers to the storage of multiple records in a Streams record. Aggregation allows customers
to increase the number of records sent per API call, which effectively increases producer throughput.

Streams shards support up to 1,000 Streams records per second, or 1 MB throughput. The Streams
records per second limit binds customers with records smaller than 1 KB. Record aggregation allows
customers to combine multiple records into a single Streams record. This allows customers to improve
their per shard throughput.

Consider the case of one shard in region us-east-1 that is currently running at a constant rate of 1,000
records per second, with records that are 512 bytes each. With KPL aggregation, you can pack one
thousand records into only 10 Streams records, reducing the RPS to 10 (at 50 KB each).

Collection

Collection refers to batching multiple Streams records and sending them in a single HTTP request with
a call to the API operation Put Recor ds, instead of sending each Streams record in its own HTTP request.

This increases throughput compared to using no collection because it reduces the overhead of making
many separate HTTP requests. In fact, Put Recor ds itself was specifically designed for this purpose.

Collection differs from aggregation in that it is working with groups of Streams records. The Streams
records being collected can still contain multiple records from the user. The relationship can be visualized
as such:

record 0 --|
record 1 | [ Aggregation ]
--> Amazon Kinesis record 0 --

I
|
record A --|

record K --
record L [ Collection ]

I
I
I
I
I
I
I I
I I
| --> Amazon Kinesis record C --|--> PutRecords Request
I I
I I
I
I
I
I
I
I

record S --

record AA--|
record BB |
| --> Amazon Kinesis record M --
I
I

record ZZ--
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Integration With Producer Code

The KPL runs in a separate process, and communicates with your parent user process using IPC. This
architecture is sometimes called a microservice, and is chosen for two main reasons:

1) Your user process will not crash even if the KPL crashes

Your process could have tasks unrelated to Streams, and may be able to continue operation even if the
KPL crashes. It is also possible for your parent user process to restart the KPL and recover to a fully
working state (this functionality is in the official wrappers).

An example is a web server that sends metrics to Streams; the server can continue serving pages even
if the Streams part has stopped working. Crashing the whole server because of a bug in the KPL would
therefore cause an unnecessary outage.

2) Arbitrary clients can be supported

There are always customers who use languages other than the ones officially supported. These customers
should also be able to use the KPL easily.

Recommended Usage Matrix
The following usage matrix enumerates the recommended settings for different users and advises you

about whether and how you should use the KPL. Keep in mind that if aggregation is enabled,
de-aggregation must also be used to extract your records on the consumer side.

Producer side | Consumer KCL Version Checkpoint Can you use Caveats
language side logic the KPL?
Language

Anything but | * * * No N/A

Java

Java Java Uses Java SDK | N/A Yes If aggregation is
directly used, you have

to use the

provided de-ag-
gregation library

after Get Re-
cor ds calls.
Java Anything but Uses SDK dir- | N/A Yes Must disable
Java ectly aggregation.
Java Java 1.3.x N/A Yes Must disable
aggregation
Java Java 1.4.x Calls check- Yes None
point without
any arguments
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Java Java 1.4.x Calls check- Yes Either disable
point with an aggregation, or
explicit se- change the
quence num- code to use ex-
ber tended se-

guence num-
bers for check-
pointing

Java Anything but 1.3.x + Multilan- | N/A Yes Must disable

Java guage daemon aggregation
+ language-
specific wrap-
per

Writing to your Streams Stream Using the KPL

The following sections show sample code in a progression from the simplest possible "barebones" producer
on through to fully asynchronous code.

Barebones Producer Code

The following code is all that is needed to write a minimal working producer. The KPL user records are
processed in the background.

/'l KinesisProducer gets credentials automatically |ike
/1 Def aul t AWBCr edent i al sProvi der Chai n.
/1 It also gets region automatically fromthe EC2 netadata service.
Ki nesi sProducer kinesis = new Kinesi sProducer();
/1 Put sone records
for (int i =0; i < 100; ++i) {
Byt eBuf fer data = ByteBuffer.wap("nyData". getBytes("UTF-8"));
/1 doesn't block
ki nesi s. addUser Record("nyStreant', "nyPartiti onKey", data);

}
/! Do other stuff

Responding to Results Synchronously

In the previous example, the code didn't check whether the KPL user records succeeded. The KPL
performs any retries needed to account for failures, but if you want to check on the results, you can
examine them using the Fut ur e objects that are returned from addUser Recor d, as in the following
example (previous example shown for context):

Ki nesi sProducer ki nesis = new Ki nesi sProducer () ;

/1 Put some records and save the Futures
Li st <Fut ur e<User Recor dResul t >> put Fut ures = new Li nkedLi st <Fut ur e<User Re
cordResul t >>();
for (int i =0; i < 100; i++) {

Byt eBuf fer data = ByteBuffer.w ap("nyData". getBytes("UTF-8"));

/1 doesn't bl ock

put Fut ur es. add(

ki nesi s. addUser Record("nyStream', "nyPartitionKey", data));
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}

/1 Wait for puts to finish and check the results
for (Future<UserRecordResult> f : putFutures) {
User RecordResult result = f.get(); // this does bl ock
if (result.isSuccess()) {
Systemout.println("Put record into shard " +
resul t.getShardld());
} else {
for (Attenpt attenpt : result.getAttempts()) {
/1 Analyze and respond to the failure
}

Responding to Results Asynchronously

The previous example is calling get () on a Fut ur e object, which blocks execution. If you don't want to
block execution, you can use an asynchronous callback, as shown in the following example:

Ki nesi sProducer ki nesis = new Ki nesi sProducer () ;
Fut ur eCal | back<User Recor dResul t > nyCal | back =
new Fut ureCal | back<User RecordResul t >() {
@verride public void onFailure(Throwable t) {
/* Anal yze and respond to the failure */
s
@verride
public void onSuccess(User RecordResult result) {
/* Respond to the success */

s
s
for (int i =0; i < 100; ++i) {
Byt eBuf fer data = ByteBuffer.wap("nyData". getBytes("UTF-8"));
Li st enabl eFut ur e<User RecordResul t> f =
ki nesi s. addUser Record("nyStreanm', "nyPartiti onKey", data);
/1 If the Future is conplete by the tinme we call addCall back,
//the callback will be invoked inmedi ately.
Fut ur es. addCal | back(f, mnyCal | back);
}

Configuring the KPL

Although the default settings should work well for most use cases, you may want to change some of the
default settings to tailor the behavior of the Ki nesi sPr oducer to your needs. An instance of the

Ki nesi sProducer Confi gurati on class can be passed to the Ki nesi sPr oducer constructor to do
so, for example:

Ki nesi sProducer Confi guration config = new Ki nesi sProducer Confi guration()
. set Recor dvaxBuf f er edTi me(3000)
. set MaxConnecti ons(1)
. set Request Ti neout (60000)
. set Regi on("us-west-1");

final KinesisProducer kinesisProducer = new Ki nesi sProducer(config);
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You can also load a configuration from a properties file:

Ki nesi sProducer Confi guration config = Ki nesi sProducer Confi guration.fronProper
tiesFile("default_config.properties");

You can substitute any path and file name that the user process has access to. You can additionally call
set methods on the Ki nesi sPr oducer Conf i gur ati on instance created this way to customize the
config.

The properties file should specify parameters using their names in PascalCase. The names match those
used in the set methods in the Ki nesi sProducer Confi gur ati on class. For example:

Recor dvaxBuf f er edTi nre = 100
MaxConnections = 4
Request Ti meout = 6000

Regi on = us-west-1

For more information about configuration parameter usage rules and value limits, see the sample
configuration properties file on GitHub.

Note that after Ki nesi sPr oducer is initialized, changing the Ki nesi sProducer Confi gurati on
instance that was used has no further effect. Ki nesi sPr oducer does not currently support dynamic
reconfiguration.

Consumer De-aggregation

Beginning with release 1.4.0, the KCL supports automatic de-aggregation of KPL user records. Consumer
application code written with previous versions of the KCL will compile without any modification after you
update the KCL. However, if KPL aggregation is being used on the producer side, there is a subtlety
involving checkpointing: all subrecords within an aggregated record have the same sequence number,
so additional data has to be stored with the checkpoint if you need to distinguish between subrecords.
This additional data is referred to as the subsequence number.

Migration From Previous Versions of the KCL

You are not required to change your existing calls to do checkpointing in conjunction with aggregation.
Itis still guaranteed that you can retrieve all records successfully stored in Streams. The KCL now provide
two new checkpoint operations to support particular use cases, described below.

In the event that your existing code was written for the KCL prior to KPL support, and your checkpoint
operation is called without arguments, it is equivalent to checkpointing the sequence number of the last
KPL user record in the batch. If your checkpoint operation is called with a sequence number string, it is
equivalent to checkpointing the given sequence number of the batch along with the implicit subsequence
number O (zero).

Calling the new KCL checkpoint operation checkpoi nt () without any arguments is semantically equivalent
to checkpointing the sequence number of the last Recor d call in the batch, along with the implicit
subsequence number 0 (zero).

Calling the new KCL checkpoint operation checkpoi nt (Record record) is semantically equivalent
to checkpointing the given Recor d’s sequence number along with the implicit subsequence number 0
(zero). If the Recor d call is actually a User Recor d, the User Recor d sequence humber and subsequence
number are checkpointed.

Calling the new KCL checkpoint operation checkpoi nt (Stri ng sequenceNunber, |ong
subSequenceNunber) explicitly checkpoints the given sequence number along with the given
subsequence number.
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In any of these cases, after the checkpoint is stored in the Amazon DynamoDB checkpoint table, the KCL
can correctly resume retrieving records even when the application crashes and restarts. If more records
are contained within the sequence, retrieval occurs starting with the next subsequence number record
within the record with the most recently checkpointed sequence number. If the most recent checkpoint
included the very last subsequence number of the previous sequence number record, retrieval occurs
starting with the record with the next sequence number.

The next section discusses details of sequence and subsequence checkpointing for consumers that need
to avoid skipping and duplication of records. If skipping (or duplication) of records when stopping and
restarting your consumer’s record processing is not important, you can run your existing code with no
modification.

KCL Extensions for KPL De-aggregation

As previously discussed, KPL de-aggregation can involve subsequence checkpointing. To facilitate using
subsequence checkpointing, a User Recor d class has been added to the KCL:

public class UserRecord extends Record {
public | ong get SubSequenceNunber () {

[* ... %
}
@verride

public int hashCode() {

/* contract-satisfying inplenentation */
}

@verride

public bool ean equal s(Cbject obj) {

/* contract-satisfying inplenentation */

}

This class is now used instead of Recor d. This does not break existing code because it is a subclass of
Recor d. The User Recor d class represents both actual subrecords and standard, non-aggregated
records. Non-aggregated records can be thought of as aggregated records with exactly one subrecord.

In addition, two new operations are added tol Recor dPr ocessor Checkpoi nt er:

public void checkpoi nt (Record record);
public void checkpoint(String sequenceNunber, |ong subSequenceNunber);

To begin using subsequence number checkpointing, you can perform the following conversion. Change
the following form code:

checkpoi nt er. checkpoi nt (recor d. get SequenceNurber ());

New form code:

checkpoi nt er. checkpoi nt (record);

We recommend that you use the checkpoi nt (Record record) form for subsequence checkpointing.
However, if you are already storing sequenceNunber s in strings to use for checkpointing, you should
now also store subSequenceNunber , as shown in the following example:

47




Amazon Kinesis Streams Developer Guide
Using the API

String sequenceNunber = record. get SequenceNunber () ;

| ong subSequenceNunber = ((UserRecord) record). get SubSequenceNunber(); //
do ot her processing

checkpoi nt er. checkpoi nt (sequenceNunber, subSequenceNunber);

The cast from Recor dtoUser Recor d always succeeds because the implementation always uses
User Recor d under the hood. Unless there is a need to perform arithmetic on the sequence numbers,
this approach is not recommended.

While processing KPL user records, the KCL writes the subsequence number into Amazon DynamoDB
as an extra field for each row. Previous versions of the KCL used AFTER_SEQUENCE_NUMBER to fetch
records when resuming checkpoints. The current KCL with KPL support uses AT_SEQUENCE_NUMBER
instead. When the record at the checkpointed sequence number is retrieved, the checkpointed subsequence
number is checked, and subrecords are dropped as appropriate (which may be all of them, if the last
subrecord is the one checkpointed). Again, non-aggregated records can be thought of as aggregated
records with a single subrecord, so the same algorithm works for both aggregated and non-aggregated
records.

Using GetRecords Directly

You can also choose not to use the KCL but instead invoke the API operation Get Recor ds directly to
retrieve Streams records. To unpack these retrieved records into your original KPL user records, call one
of the following static operations in User Recor d. j ava:

public static List<Record> deaggregate(List<Record> records)

public static List<UserRecord> deaggregat e(Li st<UserRecord> records, Biglnteger
startingHashKey, Biglnteger endi ngHashKey)

The first operation uses the default value 0 (zero) for st art i ngHashKey and the default value 22128
- 1 for endi ngHashKey.

Each of these operations de-aggregates the given list of Streams records into a list of KPL user records.
Any KPL user records whose explicit hash key or partition key falls outside the range of the

st arti ngHashKey (inclusive) and the endi ngHashKey (inclusive) are discarded from the returned list
of records.

Developing Amazon Kinesis Streams Producers
Using the Amazon Kinesis Streams APl with the
AWS SDK for Java

You can develop producers using the Amazon Kinesis Streams API with the AWS SDK for Java. If you
are new to Streams, start by becoming familiar with the concepts and terminology presented in What Is
Amazon Kinesis Streams? (p. 1) and Getting Started Using Amazon Kinesis Streams (p. 9).

These examples discuss the Streams API and use the AWS SDK for Java to add (put) data to a stream.
However, for most use cases, you should prefer the Streams KPL library. For more information, see
Developing Amazon Kinesis Streams Producers Using the Amazon Kinesis Producer Library (p. 39).

The Java example code in this chapter demonstrates how to perform basic Streams API operations, and
is divided up logically by operation type. These examples do not represent production-ready code, in that
they do not check for all possible exceptions, or account for all possible security or performance
considerations. Also, you can call the Streams API using other different programming languages. For
more information about all available AWS SDKs, see Start Developing with Amazon Web Services.
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Each task has prerequisites; for example, you cannot add data to a stream until you have created a
stream, which requires you to create a client . For more information, see Managing Amazon Kinesis
Streams (p. 93).

Adding Data to a Stream

Once a stream is created, you can add data to it in the form of records. A record is a data structure that
contains the data to be processed in the form of a data blob. After you store the data in the record, Streams
does not inspect, interpret, or change the data in any way. Each record also has an associated sequence
number and partition key.

There are two different operations in the Streams API that add data to a stream, Put Recor ds and

Put Recor d. The Put Recor ds operation sends multiple records to your stream per HTTP request, and
the singular Put Recor d operation sends records to your stream one at a time (a separate HTTP request
is required for each record). You should prefer using Put Recor ds for most applications because it will
achieve higher throughput per data producer. For more information about each of these operations, see
the separate subsections below.

Topics
¢ Adding Multiple Records with PutRecords (p. 49)
¢ Adding a Single Record with PutRecord (p. 52)

Always keep in mind that, as your source application is adding data to the stream using the Streams API,
there are most likely one or more consumer applications that are simultaneously processing data off the
stream. For information about how consumers get data using the Streams API, see Getting Data from a
Stream (p. 81).

Important

Data records are accessible for a default of 24 hours from the time they are added to a stream.
This time frame is called the retention period and is configurable in hourly increments from 24
to 168 hours (1 to 7 days). For more information about a stream’s retention period, see Changing
the Data Retention Period (p. 102).

Adding Multiple Records with PutRecords

The Put Recor ds operation sends multiple records to Streams in a single request. By using Put Recor ds,
producers can achieve higher throughput when sending data their Amazon Kinesis stream. Each

Put Recor ds request can support up to 500 records. Each record in the request can be as large as 1
MB, up to a limit of 5 MB for the entire request, including partition keys. As with the single Put Recor d
operation described below, Put Recor ds uses sequence numbers and partition keys. However, the

Put Recor d parameter SequenceNunber For Or deri ng is not included in a Put Recor ds call. The

Put Recor ds operation attempts to process all records in the natural order of the request.

Each data record has a unique sequence number. The sequence number is assigned by Streams after

you call cl i ent . put Recor ds to add the data records to the stream. Sequence numbers for the same

partition key generally increase over time; the longer the time period between Put Recor ds requests, the
larger the sequence numbers become.

Note
Sequence numbers cannot be used as indexes to sets of data within the same stream. To
logically separate sets of data, use partition keys or create a separate stream for each data set.

A Put Recor ds request can include records with different partition keys. The scope of the request is a
stream; each request may include any combination of partition keys and records up to the request limits.
Requests made with many different partition keys to streams with many different shards are generally
faster than requests with a small number of partition keys to a small number of shards. The number of
partition keys should be much larger than the number of shards to reduce latency and maximize throughput.
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PutRecords Example

The following code creates 100 data records with sequential partition keys and puts them in a stream
called Dat aStream

AmazonKi nesi sd i ent amazonKi nesi sd i ent = new AmazonKi nesi sd i ent (credenti al sPro
vi der);

Put Recor dsRequest put Recor dsRequest = new Put Recor dsRequest () ;

put Recor dsRequest . set St r eanNane( " Dat aSt r eant') ;

Li st <Put Recor dsRequest Entry> put RecordsRequest EntryLi st = new ArraylLi st<>();
for (int i =0; i < 100; i++) {

Put Recor dsRequest Entry put Recor dsRequestEntry = new Put Record
sRequestEntry();

put Recor dsRequest Entry. set Dat a( Byt eBuf fer. wap(String. val ueO (i) . get
Bytes())):

put Recor dsRequest Entry. set Partiti onKey(String.format("partitionKey-%l",
i));

put Recor dsRequest EntryLi st. add( put Recor dsRequest Entry) ;

}

put Recor dsRequest . set Recor ds( put Recor dsRequest EntryLi st);

Put RecordsResul t put RecordsResult = amazonKi nesi s i ent. put Records(putRecord
sRequest);

Systemout.println("Put Result" + putRecordsResult);

The Put Recor ds response includes an array of response Recor ds. Each record in the response array
directly correlates with a record in the request array using natural ordering, from the top to the bottom of
the request and response. The response Recor ds array always includes the same number of records
as the request array.

Handling failures when using PutRecords

By default, failure of individual records within a request does not stop the processing of subsequent
records in a Put Recor ds request. This means that a response Recor ds array includes both successfully
and unsuccessfully processed records. You must detect unsuccessfully processed records and include
them in a subsequent call.

Successful records include SequenceNunber and Shar dl D values, and unsuccessful records include
Er r or Code and Err or Message values. The Err or Code parameter reflects the type of error and can
be one of the following values: Pr ovi si onedThr oughput ExceededExcepti onorl nternal Fai |l ure
. Error Message provides more detailed information about the

Provi si onedThr oughput ExceededExcept i on exception including the account ID, stream name, and
shard ID of the record that was throttled. The example below has three records in a Put Recor ds request.
The second record fails and is reflected in the response.
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Example PutRecords Request Syntax

{
"Records": [
{
"Data": "XzxkYXrRhPl 8w',
"PartitionKey": "partitionKeyl"
I8
{
"Data": "AbceddeRFfgl2asd",
"PartitionKey": "partitionKeyl"
I8
{
"Data": "KFpcd98*7ndl",
"PartitionKey": "partitionKey3"
}
"StreamName": "nyStreant
}

Example PutRecords Response Syntax

"Fai | edRecordCount”: 1,
"Records": [
{
" SequenceNunmber": "21269319989900637946712965403778482371",
"Shardl d": "shardl d-000000000001"

8
{
“ErrorCode": " Provi si onedThr oughput ExceededExcepti on”,
“Error Message": "Rate exceeded for shard shardl d- 000000000001 in stream
exanpl eStreamNane under account 111111111111."

b

{
" SequenceNunber": "21269319989999637946712965403778482985",
"Shardl d": "shardl d-000000000002"

}

Records that were unsuccessfully processed can be included in subsequent Put Recor ds requests. First,
check the Fai | edRecor dCount parameter in the put Recor dsResul t to confirm if there are failed
records in the request. If so, each put Recor dsEnt ry that has an Er r or Code that is not nul | should
be added to a subsequent request. For an example of this type of handler, refer to the following code.
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Example PutRecords failure handler

Put Recor dsRequest put Recor dsRequest = new Put Recor dsRequest () ;
put Recor dsRequest . set St r eamName( my St r eanmNan®) ;
Li st <Put Recor dsRequest Entry> put Recor dsRequest EntryLi st = new ArrayList<>();
for (int j =0; j < 100; j++) {
Put Recor dsRequest Entry put Recor dsRequest Entry = new Put Recor dsRequest Entry();

put Recor dsRequest Entry. set Dat a( Byt eBuf f er. wap(String. val ued (j). get

Bytes())):

put Recor dsRequest Entry. setPartiti onKey(String.format("partitionKey-%d",
IDDE

put Recor dsRequest Ent ryLi st. add( put Recor dsRequest Entry);
}

put Recor dsRequest . set Recor ds( put Recor dsRequest EntryLi st);
Put RecordsResul t put RecordsResult = amazonKi nesi sC i ent. put Recor ds( put Record
sRequest);

whil e (put RecordsResult. get Fail edRecordCount () > 0) {
final List<PutRecordsRequestEntry> fail edRecordsList = new ArrayList<>();
final List<PutRecordsResultEntry> put RecordsResul t EntryLi st = put RecordsRes
ul t.get Records();
for (int i = 0; i < putRecordsResultEntryList.size(); i++) {
final Put RecordsRequest Entry put RecordRequest Entry = put Record
sRequest EntrylList.get(i);
final PutRecordsResultEntry putRecordsResultEntry = put RecordsResul
tEntryList.get(i);
if (putRecordsResultEntry.getErrorCode() != null) {
fail edRecordsLi st. add( put Recor dRequest Entry);
}

}
put Recor dsRequest EntryLi st = fail edRecordsLi st;

put Recor dsRequest . set Recor ds( put Recor dsRequest EntryLi st);
put RecordsResult = anmazonKi nesi sCl i ent. put Recor ds( put Recor dsRequest) ;

Adding a Single Record with PutRecord

Each call to Put Recor d operates on a single record. Prefer the Put Recor ds operation described in
Adding Multiple Records with PutRecords (p. 49) unless your application specifically needs to always
send single records per request, or some other reason Put Recor ds can't be used.

Each data record has a unique sequence number. The sequence number is assigned by Streams after
you call cl i ent . put Recor d to add the data record to the stream. Sequence humbers for the same
partition key generally increase over time; the longer the time period between Put Recor d requests, the
larger the sequence numbers become.

When puts occur in quick succession, the returned sequence numbers are not guaranteed to increase
because the put operations appear essentially as simultaneous to Streams. To guarantee strictly increasing
sequence numbers for the same partition key, use the SequenceNunber For Or der i ng parameter, as
shown in the PutRecord Example (p. 53) code sample.

Whether or not you use SequenceNurber For Or der i ng, records that Streams receives through a
Get Recor ds call are strictly ordered by sequence number.
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Note
Sequence numbers cannot be used as indexes to sets of data within the same stream. To
logically separate sets of data, use partition keys or create a separate stream for each data set.

A partition key is used to group data within the stream. A data record is assigned to a shard within the
stream based on its partition key. Specifically, Streams uses the partition key as input to a hash function
that maps the partition key (and associated data) to a specific shard.

As aresult of this hashing mechanism, all data records with the same partition key map to the same shard
within the stream. However, if the number of partition keys exceeds the number of shards, some shards
necessarily contain records with different partition keys. From a design standpoint, to ensure that all your
shards are well utilized, the number of shards (specified by the set Shar dCount method of

Cr eat eSt r eanRequest ) should be substantially less than the number of unique partition keys, and the
amount of data flowing to a single partition key should be substantially less than the capacity of the shard.

PutRecord Example

The following code creates ten data records, distributed across two partition keys, and puts them in a
stream called my St r eanmNane.

for (int j =0; j < 10; j++)
{

Put Recor dRequest put Recor dRequest = new Put Recor dRequest () ;

put Recor dRequest . set St r eamNane( nyStreanmNane );

put Recor dRequest . set Dat a( Byt eBuf fer. wap( String.format( "testData-%", j
). getBytes() ));

put Recor dRequest . set Partiti onKey( String.format( "partiti onKey-%", j/5));

put Recor dRequest . set SequenceNunber For Or deri ng( sequenceNunber O Pr evi ousRecor d

)
Put RecordResul t put RecordResult = client. put Record( putRecordRequest );

sequenceNunber O Previ ousRecord = put Recor dResul t. get SequenceNunber () ;

}

The preceding code sample uses set SequenceNunber For Or der i ng to guarantee strictly increasing
ordering within each partition key. To use this parameter effectively, set the

SequenceNunber For O der i ng of the current record (record n) to the sequence number of the preceding
record (record n-1). To get the sequence number of a record that has been added to the stream, call
get SequenceNunber on the result of put Recor d.

The SequenceNunber For Or der i ng parameter ensures strictly increasing sequence numbers for the
same partition key, when the same client calls Put Recor d. SequenceNunber For Or der i ng does not
provide ordering guarantees across records that are added from multiple concurrent applications, or
across multiple partition keys.

Writing to Amazon Kinesis Streams Using Amazon
Kinesis Agent

Amazon Kinesis Agent is a stand-alone Java software application that offers an easy way to collect and
send data to Streams. The agent continuously monitors a set of files and sends new data to your stream.
The agent handles file rotation, checkpointing, and retry upon failures. It delivers all of your data in a
reliable, timely, and simple manner. It also emits Amazon CloudWatch metrics to help you better monitor
and troubleshoot the streaming process.
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By default, records are parsed from each file based on the newline (' \ n' ) character. However, the agent
can also be configured to parse multi-line records (see the section called “Optional Agent Configuration
Settings” (p. 56)).

You can install the agent on Linux-based server environments such as web servers, log servers, and
database servers. After installing (see the section called “Install and Configure Amazon Kinesis

Agent” (p. 54) ), configure the agent by specifying the files to monitor and the stream to which to send
data. After it is configured, the agent durably collects data from the files and reliably sends it to the stream.

Topics
 Install and Configure Amazon Kinesis Agent (p. 54)
¢ Optional Agent Configuration Settings (p. 56)
¢ Monitor Multiple File Directories and Write to Multiple Streams (p. 58)
¢ Use the Agent to Pre-process Data (p. 58)
¢ Agent CLI Commands (p. 62)

Install and Configure Amazon Kinesis Agent

This section provides the steps necessary to install the agent.

Prerequisites

Your operating system must be either Amazon Linux AMI with version 2015.09 or later, or Red Hat
Enterprise Linux version 7 or later.

AWS Credentials

If you are using Amazon EC2 to run your agent, you must have an EC2 instance, preferably with an IAM
role configured. For more information, see IAM Roles for Amazon EC2.

If you are not using an EC2 instance, or your EC2 instance doesn't have an IAM role, you can manage
your AWS credentials using one of the following methods, after you've installed the agent:

¢ See the section called “Optional Agent Configuration Settings” (p. 56) and specify your AWS credentials
when configuring the agent.

e Edit/ et c/sysconfi g/ aws- ki nesi s- agent to specify your region and AWS access key pairs.

The specified IAM role or AWS credentials needs to have permission to perform the Streams PutRecords
operation for the agent to send data to your stream. If you enable CloudWatch monitoring for the agent,
permission to perform the CloudWatch PutMetricData operation is also needed. For more information,
see the section called “Controlling Access” (p. 129), the section called “Monitoring the Agent with
CloudWatch” (p. 111), and CloudWatch Access Control.

Set Up the Agent
You must install and configure the agent using one of the following procedures.

Topics
¢ Download and Install the Agent (p. 54)
¢ Configure and Start the Agent (p. 55)

Download and Install the Agent

Choose one of the following options:
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To set up the agent using the Amazon Linux AMI

1. Connect to your Amazon Linux instance. For more information, see Connect to Your Instance in the
Amazon EC2 User Guide for Linux Instances. If you have trouble connecting, see Troubleshooting
Connecting to Your Instance in the Amazon EC2 User Guide for Linux Instances.

2. Download and install the agent:

sudo yuminstall -y aws-kinesis-agent

To set up the agent using Red Hat Enterprise Linux

¢ Download and install the agent:

sudo yuminstall -y https://s3. amazonaws. coni st ream ng- dat a- agent / aws- ki nesi s-
agent -1 at est. anenl. noarch. rpm

To set up the agent using GitHub

1. Download the agent from awlabs/amazon-kinesis-agent.
2. Install the agent by navigating to the download directory and issuing the following command:

sudo ./setup --install

Configure and Start the Agent
You must use the following procedures to configure and start the agent.

To configure the agent

« Open and edit the configuration file (as superuser if using default file access permissions):
/ et c/ aws- ki nesi s/ agent . j son

In this configuration file, specify the files (" fi | ePat t er n" ) from which the agent collects data, and
the name of the stream (" ki nesi sSt r eant' ) to which the agent sends data. Note that the file name
is a pattern, and the agent recognizes file rotations. You can rotate files or create new files no more
than once per second. The agent uses the file creation timestamp to determine which files to track
and tail into your stream; creating new files or rotating files more frequently than once per second
does not allow the agent to differentiate properly between them.

{
"flows": [
{
"filePattern": "/tnp/app.log*",
"Kki nesi sStreant': "yourKkinesi sstreant
}
]
}

55


http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-connect-to-instance-linux.html
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/TroubleshootingInstancesConnecting.html
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/TroubleshootingInstancesConnecting.html
https://github.com/awslabs/amazon-kinesis-agent

Amazon Kinesis Streams Developer Guide
Using the Agent

To start the agent

1. Start the agent manually:

sudo service aws- ki nesi s-agent start

2. (Optional) Configure the agent to start on system startup:

sudo chkconfi g aws- ki nesi s-agent on

The agent is now running as a system service in the background. It continuously monitors the specified
files and sends data to the specified stream. Agent activity is logged in
/var /| og/ aws- ki nesi s- agent / aws- ki nesi s- agent . | og.

Optional Agent Configuration Settings

The agent supports the two mandatory configuration settings, f i | ePat t er n and ki nesi sSt r eam plus
optional configuration settings for additional features. You can specify both mandatory and optional
configuration in / et ¢/ aws- ki nesi s/ agent . j son.

Whenever you change the configuration file, you must stop and start the agent, using the following
commands:

sudo service aws- ki nesi s-agent stop
sudo service aws-Ki nesi s-agent start

Alternatively, you could use the following command:

sudo service aws- ki nesi s-agent restart

The following are the general configuration settings.

Configuration Setting | Description

awsAccessKeyl d AWS access key ID that overrides the default credentials. This setting takes
precedence over all other credential providers.

awsSecr et AccessKey | AWS secret key that overrides the default credentials. This setting takes
precedence over all other credential providers.

cl oudwat ch. em t Met - | Enables the agent to emit metrics to CloudWatch if set (true).
rics
Default: true
cl oudwat ch. end- The regional endpoint for CloudWatch.
poi nt
Default: noni t ori ng. us- east - 1. amazonaws. com
ki nesi s. endpoi nt The regional endpoint for Streams.

Default: ki nesi s. us-east - 1. anazonaws. com

The following are the flow configuration settings.
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Configuration Setting

dat aPr ocessi ngOp-
tions

ki nesi sStream

filePattern

initial Position

maxBuf fer AgeM I |is

maxBuf f er Si zeByt es

maxBuf f er Si zeRe-
cords

m nTi neBet weenFi | e-
PollsMIlis

mul ti Li neStart Pat -
tern

partitionKeyOption

Description

The list of processing options applied to each parsed record before it is sent
to the stream. The processing options are performed in the specified order.

For more information, see the section called “Use the Agent to Pre-process
Data” (p. 58).

[Required] The name of the stream.

[Required] A glob for the files that must be monitored by the agent. Any file
that matches this pattern is picked up by the agent automatically and mon-
itored. For all files matching this pattern, read permission must be granted to
aws- ki nesi s- agent - user . For the directory containing the files, read and
execute permissions must be granted to aws- ki nesi s- agent - user .

The initial position from which the file started to be parsed. Valid values are
START_OF_FI LE and END_OF_FI LE.

Default: END_OF_FI LE

The maximum time, in milliseconds, for which the agent buffers data before
sending it to the stream.

Value range: 1,000 to 900,000 (1 second to 15 minutes)

Default: 60,000 (1 minute)

The maximum size, in bytes, for which the agent buffers data before sending
it to the stream.

Value range: 1 to 4,194,304 (4 MB)
Default: 4,194,304 (4 MB)

The maximum number of records for which the agent buffers data before
sending it to the stream.

Value range: 1 to 500
Default: 500

The time interval, in milliseconds, at which the agent polls and parses the
monitored files for new data.

Value range: 1 or more
Default: 100

The pattern for identifying the start of a record. A record is made of a line that
matches the pattern and any following lines that don't match the pattern. The
valid values are regular expressions. By default, each new line in the log files
is parsed as one record.

The method for generating the partition key. Valid values are RANDOM(rando-
monly generated integer) and DETERM NI STI C (a hash value computed from
the data).

Default: RANDOM
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Configuration Setting | Description

ski pHeader Li nes The number of lines for the agent to skip parsing at the beginning of monitored
files.

Value range: 0 or more

Default: O (zero)

truncat edRecor dTer - | The string that the agent uses to truncate a parsed record when the record
m nat or size exceeds the Streams record size limit. (1,000 KB)

Default: ' \ n' (newline)

Monitor Multiple File Directories and Write to Multiple
Streams

By specifying multiple flow configuration settings, you can configure the agent to monitor multiple file
directories and send data to multiple streams. In the following configuration example, the agent monitors
two file directories and sends data to an Amazon Kinesis stream and a Firehose delivery stream
respectively. Note that you can specify different endpoints for Streams and Firehose so that your Amazon
Kinesis stream and Firehose delivery stream don’t need to be in the same region.

{
"cl oudwat ch. em t Metrics": true,
"ki nesis.endpoint": "https://your/kinesis/endpoint",
"firehose. endpoint": "https://your/firehose/ endpoint",
"flows": [
{
"filePattern": "/tnp/appl.log*",
"ki nesisStreant: "yourkinesisstreant
}
{
"filePattern": "/tnp/app2.log*",
"deliveryStreant: "yourfirehosedeliverystreant
}
]
}

For more detailed information about using the agent with Firehose, see Writing to Amazon Kinesis Firehose
with Amazon Kinesis Agent.

Use the Agent to Pre-process Data

The agent can pre-process the records parsed from monitored files before sending them to your stream.
You can enable this feature by adding the dat aPr ocessi ngOpt i ons configuration setting to your file
flow. One or more processing options can be added and they will be performed in the specified order.

The agent supports the following processing options listed. Because the agent is open-source, you can
further develop and extend its processing options. You can download the agent from Amazon Kinesis
Agent.
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Processing Options

SI NGLELI NE
Converts a multi-line record to a single line record by removing newline characters, leading spaces,
and trailing spaces.

{
"optionNanme": "SI NGLELI NE"

}

CSVTQISON

Converts a record from delimiter separated format to JSON format.

{
"optionNane": "CSVTQISON',
"custonti el dNames": [ "fieldl", "field2", ... ],
"delimter": "yourdelimter"

}

cust onFi el dNanes
[Required] The field names used as keys in each JSON key value pair. For example, if you
specify ["f1", "f2"],therecord "v1, v2" will be converted to {"f1":"v1","f2":"v2"}.

delimter
The string used as the delimiter in the record. The default is a comma (,).
LOGTQISON

Converts a record from a log format to JSON format. The supported log formats are Apache Common
Log, Apache Combined Log, Apache Error Log, and RFC3164 Syslog.

{
"optionNane": "LOGTQIJSON',
"l ogFormat": "l ogformat",
"matchPattern": "yourregexpattern",
"custontiel dNanmes": [ "fieldl", "field2", ..]
}
| ogFor nat

[Required] The log entry format. The following are possible values:

* COMMONAPACHEL OG— The Apache Common Log format. Each log entry has the following
pattern by default: "% host} % i dent} % authuser} [%datetime}] \"%request}\"
% response} % bytes}".

« COMVBI NEDAPACHEL OG— The Apache Combined Log format. Each log entry has the following
pattern by default: "% host} % i dent} % authuser} [% datetime}] \"%request}\"
% response} % bytes} %referrer} %agent}".

¢ APACHEERRORLOG— The Apache Error Log format. Each log entry has the following pattern
by default: "[ 9%t i mestanp}] [ % nodul e}: % severity}] [pid Y processid}:tid
%threadid}] [client: %client}] % nmessage}".

¢ SYSLOG— The RFC3164 Syslog format. Each log entry has the following pattern by default:
"4 ti mestanp} % hostnane} 9% progran}[ % processid}]: % nessage}".

mat chPattern

The regular expression pattern used to extract values from log entries. This setting is used if

your log entry is not in one of the predefined log formats. If this setting is used, you must also

specify cust onFi el dNares.
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cust onFi el dNanes
The custom field names used as keys in each JSON key value pair. You can use this setting to
define field names for values extracted from mat chPat t er n, or override the default field names
of predefined log formats.

Example : LOGTOJSON Configuration

Here is one example of a LOGTQJ SON configuration for an Apache Common Log entry converted to JSON
format:

"optionNane": "LOGTQJSON',
"l ogFormat": " COMMONAPACHELOG

Before conversion:

64.242. 88.10 - - [07/Mar/2004: 16: 10: 02 -0800] "GET /mail man/li stinfo/ hsdi vi sion
HTTP/ 1. 1" 200 6291

After conversion:

{"host":"64.242.88.10","ident":null,"authuser": null,"date
time":"07/ Mar/2004: 16: 10: 02 -0800", "request": "GET /mai | man/ | i stinf o/ hsdi vi si on
HTTP/ 1. 1", "response": "200", "bytes": "6291"}

Example : LOGTOJSON Configuration With Custom Fields

Here is another example LOGTQJ SON configuration:

{

"optionNane": "LOGTQISON',

"] ogFor mat": " COMMONAPACHELOG',

"cust onFi el dNanes": ["f1", “"f2", "f3", "f4", "f5", "fe6", "f7"]
}

With this configuration setting, the same Apache Common Log entry from the previous example is
converted to JSON format as follows:

{"f1":"64.242.88.10","f2":null,"f3":null,"f4":"07/ Mar/2004: 16: 10: 02 -
0800", "f5": "GET /mai |l man/ | i sti nfo/ hsdivision HTTP/1.1","f6":"200","f7":"6291"}

Example : Convert Apache Common Log Entry

The following flow configuration converts an Apache Common Log entry to a single line record in JSON
format:

"flows": [
{
"filePattern": "/tnp/app.log*",
"kinesisStreant': "my-streant,

60




Amazon Kinesis Streams Developer Guide
Using the Agent

"dat aProcessi ngOptions": [
{
"optionNane": "LOGTQISON',
"] ogFor mat": " COMMONAPACHELOG

Example : Convert Multi-Line Records

The following flow configuration parses multi-line records whose first line starts with "[ SEQUENCE=". Each
record is first converted to a single line record. Then, values are extracted from the record based on a
tab delimiter. Extracted values are mapped to specified cust onFi el dNanmes values to form a single-line
record in JSON format.

{
"flows": [
{
"filePattern": "/tnp/app.log*",
"kinesisStreant': "my-streant,
"mul tiLineStartPattern": "\\[SEQUENCE=",
"dat aProcessi ngOptions": [
{
"optionNane": "SI NGLELI NE"
}
{
"optionNane": "CSVTQISON',
"cust onFi el dNames": [ "fieldl", "field2", "field3" ],
"delimter": "\\t"
}
]
}
]
}

Example : LOGTOJSON Configuration with Match Pattern

Here is one example of a LOGTQJ SON configuration for an Apache Common Log entry converted to JSON
format, with the last field (bytes) omitted:

"optionNane": "LOGTQISON',

"l ogFormat ": " COVMONAPACHELOG',

"matchPattern”: "A([\\d.]+) (\\S+) (\\S+) W[ ([\\w/]+H\s[HN\-]\\d{4})\\]
VU2 (W d{3h) ",

"custonti el dNanmes": ["host", "ident", "authuser", "datetine", "request",
"response"]

}

Before conversion:

123.45.67.89 - - [27/ Cct/2000:09: 27: 09 -0400] "GET /javaljavaResources. htm
HTTP/ 1. 0" 200
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After conversion:

{"host":"123.45.67.89","ident":null,"authuser": null,"date
time":"27/ Cct/2000: 09: 27: 09 -0400", "request": " GET /javaljavaResources. htm HT
TP/ 1. 0", "response": "200"}

Agent CLI Commands

There are a few command line functions you may want to use with the agent.

Automatically start the agent on system startup:

sudo chkconfi g aws- ki nesi s-agent on

Check the status of the agent:

sudo service aws-ki nesi s-agent status

Stop the agent:

sudo service aws-ki nesi s-agent stop

Read the agent’s log file from this location:

/var /| og/ aws- ki nesi s- agent / aws- ki nesi s-agent . | og

Uninstall the agent:

sudo yum renove aws-Kki nesi s-agent

Troubleshooting Amazon Kinesis Streams
Producers

The following sections offer solutions to some common problems you may find while working
with Amazon Kinesis Streams producers.

* Producer Application is Writing at a Slower Rate Than Expected (p. 62)

Producer Application is Writing at a Slower Rate Than
Expected
The most common reasons for write throughput being slower than expected are as follows.

¢ Service Limits Exceeded (p. 63)
¢ Producer Optimization (p. 63)
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Service Limits Exceeded

To find out if service limits are being exceeded, check to see if your producer is throwing throughput
exceptions from the service, and validate what API operations are being throttled. Keep in mind that there
are different limits based on the call, see Amazon Kinesis Streams Limits (p. 7). For example, in addition
to the shard-level limits for writes and reads that are most commonly known, there are the following
stream-level limits:

¢ CreateStream

¢ DeleteStream

¢ ListStreams

¢ GetShardlterator
¢ MergeShards

¢ DescribeStream

The operations Cr eat eSt r eam Del et eSt r eam Li st St r eans, Get Shar dl t er at or , and Mer geShar ds
are limited to 5 calls per second. The Descr i beSt r eamoperation is limited to 10 calls per second.

If these calls aren't the issue, make sure you've selected a partition key that allows you to distribute put
operations evenly across all shards, and that you don't have a particular partition key that's bumping into
the service limits when the rest are not. This requires that you measure peak throughput and take into
account the number of shards in your stream. For more information about managing streams, see Managing
Amazon Kinesis Streams (p. 93).

Tip

Remember to round up to the nearest kilobyte for throughput throttling calculations when using

the single-record operation PutRecord, while the multi-record operation PutRecords rounds on

the cumulative sum of the records in each call. For example, a Put Recor ds request with 600

records that are 1.1 KB in size will not get throttled.

Producer Optimization

Before you begin optimizing your producer, there are some key tasks to be completed. First, identify your
desired peak throughput in terms of record size and records per second. Next, rule out stream capacity
as the limiting factor (Service Limits Exceeded (p. 63)). If you've ruled out stream capacity, use the
following troubleshooting tips and optimization guidelines for the two common types of producers.

Large Producer

A large producer is usually running from an on-premises server or Amazon EC2 instance. Customers
who need higher throughput from a large producer typically care about per-record latency. Strategies for
dealing with latency include the following: If the customer can micro-batch/buffer records, use the Amazon
Kinesis Producer Library (which has advanced aggregation logic), the multi-record operation PutRecords,
or aggregate records into a larger file before using the single-record operation PutRecord. If you are
unable to batch/buffer, use multiple threads to write to the Streams service at the same time. The AWS
SDK for Java and other SDKs include async clients that can do this with very little code.

Small Producer

A small producer is usually a mobile app, 0T device, or web client. If it's a mobile app, we recommend
using the Put Recor ds operation or the Amazon Kinesis Recorder in the AWS Mobile SDKs. For more
information, see AWS Mobile SDK for Android Getting Started Guide and AWS Mobile SDK for iOS
Getting Started Guide. Mobile apps must handle intermittent connections inherently and need some sort
of batch put, such as Put Recor ds. If you are unable to batch for some reason, see the Large Producer
information above. If your producer is a browser, the amount of data being generated is typically very
small. However, you are putting the put operations on the critical path of the application, which we don’t
recommend.
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Advanced Topics for Amazon Kinesis Streams
Producers

This section discusses how to optimize your Amazon Kinesis Streams producers.

Contents
¢ KPL Retries and Rate Limiting (p. 64)
¢ Considerations When Using KPL Aggregation (p. 65)

KPL Retries and Rate Limiting

When you add KPL user records using the KPL addUser Recor d() operation, a record is given a
timestamp and added to a buffer with a deadline set by the Recor dMaxBuf f er edTi e configuration
parameter. This timestamp/deadline combination sets the buffer priority. Records are flushed from the
buffer based on the following criteria:

« Buffer priority
¢ Aggregation configuration
¢ Collection configuration

The aggregation and collection configuration parameters affecting buffer behavior are as follows:

e Aggr egat i onMaxCount
e Aggregati onMaxSi ze
e Col | ecti onMaxCount
e Col | ecti onMaxSi ze

Records flushed are then sent to your Amazon Kinesis stream as Amazon Kinesis Streams records using
a call to the Streams API operation Put Recor ds. The Put Recor ds operation sends requests to your
stream that occasionally exhibit full or partial failures. Records that fail are automatically added back to
the KPL buffer. The new deadline is set based on the minimum of these two values:

¢ Half the current Recor dMaxBuf f er edTi ne configuration
e The record’s time-to-live value

This strategy allows retried KPL user records to be included in subsequent Streams API calls, to improve
throughput and reduce complexity while enforcing the Streams record’s time-to-live value. There is no
backoff algorithm, making this a relatively aggressive retry strategy. Spamming due to excessive retries
is prevented by rate limiting, discussed in the next section.

Rate Limiting

The KPL includes a rate limiting feature, which limits per-shard throughput sent from a single producer.
Rate limiting is implemented using a token bucket algorithm with separate buckets for both Streams
records and bytes. Each successful write to an Amazon Kinesis stream adds a token (or multiple tokens)
to each bucket, up to a certain threshold. This threshold is configurable but by default is set 50% higher
than the actual shard limit, to allow shard saturation from a single producer.

You can lower this limit to reduce spamming due to excessive retires. However, the best practice is for
each producer is to retry for maximum throughput aggressively and to handle any resulting throttling
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determined as excessive by expanding the capacity of the stream and implementing an appropriate
partition key strategy.

Considerations When Using KPL Aggregation

While the sequence number scheme of the resulting Amazon Kinesis Streams records remains the same,
aggregation causes the indexing of KPL user records contained within an aggregated Streams record to
start at 0 (zero); however, as long as you do not rely on sequence numbers to uniquely identify your KPL
user records, your code can ignore this, as the aggregation (of your KPL user records into a Streams
record) and subsequent de-aggregation (of a Streams record into your KPL user records) automatically
takes care of this for you. This applies whether your consumer is using the KCL or the AWS SDK. To use
this aggregation functionality, you'll need to pull the Java part of the KPL into your build if your consumer
is written using the API provided in the AWS SDK.

If you intend to use sequence numbers as unique identifiers for your KPL user records, we recommend
that you use the contract-abiding publ i ¢ i nt hashCode() and publ i ¢ bool ean equal s( Qoj ect
obj ) operations provided in Recor d and User Recor d to enable the comparison of your KPL user
records. Additionally, if you wish to examine the subsequence number of your KPL user record, you can
cast it to a User Recor d instance and retrieve its subsequence number.

For more information, see Consumer De-aggregation (p. 46).

Reading Data From Amazon Kinesis Streams

A consumer is an application that reads and processes data from Amazon Kinesis Streams. You can
build consumers for Streams. If you are new to Streams, start by becoming familiar with the concepts
and terminology presented in What Is Amazon Kinesis Streams? (p. 1) and Getting Started Using
Amazon Kinesis Streams (p. 9).

Topics
¢ Developing Amazon Kinesis Streams Consumers Using the Amazon Kinesis Client Library (p. 65)

¢ Developing Amazon Kinesis Streams Consumers Using the Amazon Kinesis Streams API with the
AWS SDK for Java (p. 80)

¢ Troubleshooting Amazon Kinesis Streams Consumers (p. 84)
¢ Advanced Topics for Amazon Kinesis Streams Consumers (p. 87)

Developing Amazon Kinesis Streams Consumers
Using the Amazon Kinesis Client Library

You can develop a consumer application for Amazon Kinesis Streams using the Amazon Kinesis Client
Library (KCL). Although you can use the Streams API to get data from an Amazon Kinesis stream, we
recommend using the design patterns and code for consumer applications provided by the KCL.

You can monitor the KCL with Amazon CloudWatch. For more information, see Monitoring the Amazon
Kinesis Client Library with Amazon CloudWatch (p. 115).

Contents
¢ Amazon Kinesis Client Library (p. 66)
* Role of the KCL (p. 66)
¢ Developing an Amazon Kinesis Client Library Consumer in Java (p. 67)
* Developing an Amazon Kinesis Client Library Consumer in Node.js (p. 72)
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¢ Developing an Amazon Kinesis Client Library Consumer in .NET (p. 75)
¢ Developing an Amazon Kinesis Client Library Consumer in Python (p. 77)
¢ Developing an Amazon Kinesis Client Library Consumer in Ruby (p. 80)

Amazon Kinesis Client Library

The Amazon Kinesis Client Library (KCL) helps you consume and process data from an Amazon Kinesis
stream. This type of application is also referred to as a consumer. The KCL takes care of many of the
complex tasks associated with distributed computing, such as load-balancing across multiple instances,
responding to instance failures, checkpointing processed records, and reacting to resharding. The KCL
enables you to focus on writing record processing logic.

Note that the KCL is different from the Streams API that is available in the AWS SDKs. The Streams API
helps you manage many aspects of Streams (including creating streams, resharding, and putting and
getting records), while the KCL provides a layer of abstraction specifically for processing data in a consumer
role. For information about the Streams API, see the Amazon Kinesis API Reference.

The KCL is a Java library; support for languages other than Java is provided using a multi-language
interface called the MultiLangDaemon. This daemon is Java-based and runs in the background when
you are using a KCL language other than Java. For example, if you install the KCL for Python and write
your consumer app entirely in Python, you still need Java installed on your system because of the
MultiLangDaemon. Further, MultiLangDaemon has some default settings you may need to customize for
your use case, for example the AWS region it connects to. For more information about the
MultiLangDaemon, go to the KCL MultiLangDaemon project page on GitHub.

Atrun time, a KCL application instantiates a worker with configuration information, and then uses a record
processor to process the data received from an Amazon Kinesis stream. You can run a KCL application
on any number of instances. Multiple instances of the same application coordinate on failures and
load-balance dynamically. You can also have multiple KCL applications working on the same stream,
subject to throughput limits.

Role of the KCL

The KCL acts as an intermediary between your record processing logic and Streams.

When you start a KCL application, it calls the KCL to instantiate a worker. This call provides the KCL with
configuration information for the application, such as the stream name and AWS credentials.

The KCL performs the following tasks:

¢ Connects to the stream

¢ Enumerates the shards

« Coordinates shard associations with other workers (if any)

 Instantiates a record processor for every shard it manages

¢ Pulls data records from the stream

¢ Pushes the records to the corresponding record processor

¢ Checkpoints processed records

¢ Balances shard-worker associations when the worker instance count changes
¢ Balances shard-worker associations when shards are split or merged
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Developing an Amazon Kinesis Client Library Consumer in
Java

You can use the Amazon Kinesis Client Library (KCL) to build applications that process data from your
Amazon Kinesis streams. The Amazon Kinesis Client Library is available in multiple languages. This topic
discusses Java. To view the javadoc reference, go to the AWS javadoc topic for Class
AmazonKinesisClient.

To download the Java KCL from GitHub, go to Amazon Kinesis Client Library (Java). To locate the Java
KCL on Maven, go to the KCL search results page. To download sample code for a Java KCL consumer
application from GitHub, go to the KCL for Java sample project page on GitHub.

The sample application uses Apache Commons Logging. You can change the logging configuration in
the static conf i gur e method defined in the file AmazonKi nesi sAppl i cat i onSanpl e. j ava. For more
information about how to use Apache Commons Logging with Log4j and AWS Java applications, see
Logging with Log4j in the AWS SDK for Java Developer Guide.

You must complete the following tasks when implementing a KCL consumer application in Java:

Tasks
¢ Implement the IRecordProcessor Methods (p. 67)
¢ Implement a Class Factory for the IRecordProcessor Interface (p. 69)
¢ Create a Worker (p. 70)
« Modify the Configuration Properties (p. 70)
« Migrating to Version 2 of the Record Processor Interface (p. 71)

Implement the IRecordProcessor Methods

The KCL currently supports two versions of the | Recor dPr ocessor interface — the original interface
available with the first version of the KCL, and version 2 available starting with KCL version 1.5.0. Both
interfaces are fully supported; your choice depends on your specific scenario requirements. Refer to your
locally-built Javadocs or the source code to see all the differences. The following sections outline the
minimal implementation for getting started.

IRecordProcessor Versions
¢ Original Interface (Version 1) (p. 67)
¢ Updated Interface (Version 2) (p. 69)

Original Interface (Version 1)

The original | Recor dPr ocessor interface (package

com amazonaws. servi ces. kinesis.clientlibrary.interfaces) exposes the following record
processor methods that your consumer must implement. The sample provides implementations that you
can use as a starting point (see AmazonKi nesi sAppl i cati onSanpl eRecor dPr ocessor. j ava).

public void initialize(String shardld)

public void processRecords(List<Record> records, |RecordProcessorCheckpoi nter

checkpoi nter)

public voi d shutdown(l Recor dProcessor Checkpoi nter checkpoi nter, ShutdownReason
reason)
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initialize

public void initialize(String shardld)

The KCL calls the i ni ti al i ze method when the record processor is instantiated, passing a specific
shard ID as a parameter. This record processor processes only this shard and typically, the reverse is
also true (this shard is processed only by this record processor). However, your consumer should account
for the possibility that a data record might be processed more than one time. Streams has "at least once"
semantics, meaning that every data record from a shard is processed at least one time by a worker in
your consumer. For more information about cases in which a particular shard may be processed by more
than one worker, see Resharding, Scaling, and Parallel Processing (p. 89).

processRecords

public void processRecords(Li st<Record> records, |RecordProcessor Checkpoi nter
checkpoi nter)

The KCL calls the pr ocessRecor ds method, passing a list of data record from the shard specified by
theinitialize(shardld) method.The record processor processes the data in these records according
to the semantics of the consumer. For example, the worker might perform a transformation on the data
and then store the result in an Amazon S3 bucket.

In addition to the data itself, the record also contains a sequence number and partition key. The worker

can use these values when processing the data. For example, the worker could choose the S3 bucket in
which to store the data based on the value of the partition key. The Recor d class exposes the following
methods that provide access to the record's data, sequence number, and partition key.

record. get Dat a()
record. get SequenceNunber ()
record. getPartitionKey()

In the sample, the private method pr ocessRecor dsW t hRet ri es has code that shows how a worker
can access the record's data, sequence number, and partition key.

Streams requires the record processor to keep track of the records that have already been processed in
a shard. The KCL takes care of this tracking for you by passing a checkpointer

(I Recor dPr ocessor Checkpoi nt er ) to pr ocessRecor ds. The record processor calls the checkpoi nt
method on this interface to inform the KCL of how far it has progressed in processing the records in the
shard. In the event that the worker fails, the KCL uses this information to restart the processing of the
shard at the last known processed record.

In the case of a split or merge operation, the KCL won't start processing the new shards until the processors
for the original shards have called checkpoi nt to signal that all processing on the original shards is
complete.

If you don't pass a parameter, the KCL assumes that the call to checkpoi nt means that all records have
been processed, up to the last record that was passed to the record processor. Therefore, the record
processor should call checkpoi nt only after it has processed all the records in the list that was passed
to it. Record processors do not need to call checkpoi nt on each call to pr ocessRecor ds. A processor
could, for example, call checkpoi nt on every third call to pr ocessRecor ds. You can optionally specify
the exact sequence number of a record as a parameter to checkpoi nt . In this case, the KCL assumes
that all records have been processed up to that record only.

In the sample, the private method checkpoi nt shows how to call
I Recor dProcessor Checkpoi nt er. checkpoi nt using the appropriate exception handling and retry
logic.
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The KCL relies on pr ocessRecor ds to handle any exceptions that arise from processing the data records.
If an exception is thrown from pr ocessRecor ds, the KCL skips over the data records that were passed
prior to the exception; that is, these records are not re-sent to the record processor that threw the exception
or to any other record processor in the consumer.

shutdown

public void shutdown(l Recor dProcessor Checkpoi nter checkpoi nter, ShutdownReason
reason)

The KCL calls the shut down method either when processing ends (the shutdown reason is TERM NATE)
or the worker is no longer responding (the shutdown reason is ZOVBI E).

Processing ends when the record processor does not receive any further records from the shard, because
either the shard was split or merged, or the stream was deleted.

The KCL also passes a | Recor dPr ocessor Checkpoi nt er interface to shut down. If the shutdown
reason is TERM NATE, the record processor should finish processing any data records, and then call the
checkpoi nt method on this interface.

Updated Interface (Version 2)

The updated | Recor dPr ocessor interface (package
com amazonaws. servi ces. ki nesis.clientlibrary.interfaces. v2) exposes the following
record processor methods that your consumer must implement:

void initialize(lnitializationlnput initializationlnput)
voi d processRecor ds(ProcessRecordsl nput processRecordsl nput)
voi d shut down( Shut downl nput shut downl nput)

All of the arguments from the original version of the interface are accessible through get methods on the
container objects. For example, to retrieve the list of records in pr ocessRecor ds(), you can use
processRecor dsl nput . get Records() .

As of version 2 of this interface (KCL 1.5.0 and later), the following new inputs are available in addition
to the inputs provided by the original interface:

starting sequence number
Inthel ni tializationl nput objectpassedtotheinitialize() operation, the starting sequence
number from which records would be provided to the record processor instance. This is the sequence
number that was last checkpointed by the record processor instance previously processing the same
shard. This is provided in case your application needs this information.

pending checkpoint sequence number
Inthel nitializationl nput objectpassedtotheinitialize() operation, the pending checkpoint
sequence number (if any) that could not be committed before the previous record processor instance
stopped.

Implement a Class Factory for the | RecordProcessor Interface

You'll also need to implement a factory for the class that implements the record processor methods. When
your consumer instantiates the worker, it passes a reference to this factory.

The sample implements the factory class in the file

AmazonKi nesi sAppl i cati onSanpl eRecor dPr ocessor Fact ory. j ava using the original record
processor interface. If you want the class factory to create version 2 record processors, use the package
name com amazonaws. servi ces. kinesis.clientlibrary.interfaces.v2.
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public class Sanpl eRecor dProcessor Factory i nplenments | RecordProcessorFactory

{

/**

* Constructor.

*/

publ i ¢ Sanpl eRecor dProcessor Factory() {
super();

}

/**

* {@nheritDoc}

*/

@verride

public | RecordProcessor createProcessor() {
return new Sanpl eRecor dProcessor();

}

Create a Worker

As discussed in Implement the IRecordProcessor Methods (p. 67), there are two versions of the KCL
record processor interface to choose from, which affects how you would create a worker. The original
record processor interface uses the following code structure to create a worker:

final KinesisdientLibConfiguration config = new Kinesisd ientLibConfigura

tion(...)
final |RecordProcessorFactory recordProcessorFactory = new Recor dProcessor Fact
ory();

final Worker worker = new Wbrker (recordProcessor Factory, config);

With version 2 of the record processor interface, you can use Wor ker . Bui | der to create a worker without
needing to worry about which constructor to use and the order of the arguments. The updated record
processor interface uses the following code structure to create a worker:

final KinesisdientLibConfiguration config = new Kinesisd ientLibConfigura

tion(...)
final | RecordProcessorFactory recordProcessorFactory = new Recor dProcessor Fact
ory();

final Worker worker = new Worker. Buil der ()
.recordProcessor Fact ory(recordProcessor Fact ory)
.config(config)
Lbui I d();

Modify the Configuration Properties

The sample provides default values for configuration properties. This configuration data for the worker is
then consolidated in a Ki nesi sC i ent Li bConf i gur at i on object. This object and a reference to the

class factory for | Recor dPr ocessor are passed in the call that instantiates the worker. You can override
any of these properties with your own values using a Java properties file (see

AmazonKi nesi sAppl i cati onSanpl e. j ava).

Application Name

The KCL requires an application name that is unique across your applications, and across DynamoDB
tables in the same region. It uses the application name configuration value in the following ways:
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< All workers associated with this application name are assumed to be working together on the same
stream. These workers may be distributed on multiple instances. If you run an additional instance of
the same application code, but with a different application name, the KCL treats the second instance
as an entirely separate application that is also operating on the same stream.

¢ The KCL creates a DynamoDB table with the application name and uses the table to maintain state
information (such as checkpoints and worker-shard mapping) for the application. Each application has
its own DynamoDB table. For more information, see Tracking Amazon Kinesis Streams Application
State (p. 87).

Set Up Credentials

You must make your AWS credentials available to one of the credential providers in the default credential
providers chain. For example, if you are running your consumer on an EC2 instance, we recommend that
you launch the instance with an IAM role. AWS credentials that reflect the permissions associated with
this IAM role are made available to applications on the instance through its instance metadata. This is
the most secure way to manage credentials for a consumer running on an EC2 instance.

The sample application first attempts to retrieve IAM credentials from instance metadata:

credenti al sProvi der = new I nstanceProfil eCredenti al sProvider();

If the sample application cannot obtain credentials from the instance metadata, it attempts to retrieve
credentials from a properties file:

credenti al sProvi der = new C asspat hPropertiesFil eCredenti al sProvider();

For more information about instance metadata, see Instance Metadata in the Amazon EC2 User Guide
for Linux Instances.

Use Worker ID for Multiple Instances

The sample initialization code creates an ID for the worker, wor ker | d, using the name of the local
computer and appending a globally unique identifier as shown in the following code snippet. This approach
supports the scenario of multiple instances of the consumer application running on a single computer.

String workerld = | net Address. get Local Host (). get Canoni cal Host Nane() + ":" +
UUI D. randonUUl () ;

Migrating to Version 2 of the Record Processor Interface

If you would like to migrate code that uses the original interface, in addition to the steps described above,
the following steps are required:

1. Change your record processor class to import the version 2 record processor interface:

i mport com amazonaws. servi ces. kinesis.clientlibrary.interfaces.v2.1Record
Processor;

2. Change the references to inputs to use get methods on the container objects. For example, in the
shut down() operation, change "checkpoi nt er " to "shut downl nput . get Checkpoi nter () ".

3. Change your record processor factory class to import the version 2 record processor factory interface:
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i mport com anmzonaws. servi ces. kinesis.clientlibrary.interfaces.v2.1Record
Processor Factory;

4. Change the construction of the worker to use Wor ker . Bui | der . For example:

final Worker worker = new Worker. Bui | der ()
.recordProcessor Factory(recordProcessor Fact ory)
.config(config)
.build();

Developing an Amazon Kinesis Client Library Consumer in
Node.js

You can use the Amazon Kinesis Client Library (KCL) to build applications that process data from your
Amazon Kinesis streams. The Amazon Kinesis Client Library is available in multiple languages. This topic
discusses Node.js.

The KCL is a Java library; support for languages other than Java is provided using a multi-language
interface called the MultiLangDaemon. This daemon is Java-based and runs in the background when
you are using a KCL language other than Java. Therefore, if you install the KCL for Node.js and write
your consumer app entirely in Node.js, you still need Java installed on your system because of the
MultiLangDaemon. Further, MultiLangDaemon has some default settings you may need to customize for
your use case, for example the AWS region it connects to. For more information about the
MultiLangDaemon on GitHub, go to the KCL MultiLangDaemon project page.

To download the Node.js KCL from GitHub, go to Amazon Kinesis Client Library (Node.js).
Sample Code Downloads

There are two code samples available for KCL in Node.js:

¢ basic-sample

Used in the following sections to illustrate the fundamentals of building a KCL consumer application in
Node.js.

¢ click-stream-sample
Slightly more advanced and uses a real-world scenario, after you have familiarized yourself with the
basic sample code. This sample is not discussed here but has a README file with more information.
You must complete the following tasks when implementing a KCL consumer application in Node.js:

Tasks
¢ Implement the Record Processor (p. 72)
¢ Modify the Configuration Properties (p. 74)

Implement the Record Processor

The simplest possible consumer using the KCL for Node.js must implement ar ecor dPr ocessor function,
which in turn contains the functionsi ni ti al i ze, pr ocessRecor ds, and shut down. The sample provides
an implementation that you can use as a starting point (see sanpl e_kcl _app.j s).
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function recordProcessor() {
/1l return an object that inplenents initialize, processRecords and shut down
functions.}

initialize

initialize: function(initializelnput, conpleteCall back)

The KCL callsthei ni ti al i ze function when the record processor starts. This record processor processes
only the shard ID passed asi ni ti al i zel nput. shar dl d, and typically, the reverse is also true (this
shard is processed only by this record processor). However, your consumer should account for the
possibility that a data record might be processed more than one time.This is because Streams has "at
least once" semantics, meaning that every data record from a shard is processed at least one time by a
worker in your consumer. For more information about cases in which a particular shard may be processed
by more than one worker, see Resharding, Scaling, and Parallel Processing (p. 89).

processRecords

processRecords : function (processRecordslnput, conpleteCall back)

The KCL calls this function with input that contains a list of data records from the shard specified to the
i nitialize function. The record processor that you implement processes the data in these records
according to the semantics of your consumer. For example, the worker might perform a transformation
on the data and then store the result in an S3 bucket.

In addition to the data itself, the record also contains a sequence number and partition key, which the
worker can use when processing the data. For example, the worker could choose the S3 bucket in which
to store the data based on the value of the partition key. The r ecor d dictionary exposes the following
key-value pairs to access the record's data, sequence number, and partition key:

record. dat a
record. sequenceNunber
record. partitionKey

Note that the data is Base64-encoded.

In the basic sample, the function pr ocessRecor ds has code that shows how a worker can access the
record's data, sequence number, and partition key.

Streams requires the record processor to keep track of the records that have already been processed in
a shard. The KCL takes care of this tracking for with a checkpoi nt er object passed as
processRecor dsl nput . checkpoi nt er . Your record processor calls the checkpoi nt er . checkpoi nt
function to inform the KCL how far it has progressed in processing the records in the shard. In the event
that the worker fails, the KCL uses this information when you restart the processing of the shard so that
it continues from the last known processed record.

In the case of a split or merge operation, the KCL won't start processing the new shards until the processors
for the original shards have called checkpoi nt to signal that all processing on the original shards is
complete.

If you don't pass the sequence number to the checkpoi nt function, the KCL assumes that the call to
checkpoi nt means that all records have been processed, up to the last record that was passed to the
record processor. Therefore, the record processor should call checkpoi nt only after it has processed
all the records in the list that was passed to it. Record processors do not need to call checkpoi nt on
each call to pr ocessRecor ds. A processor could, for example, call checkpoi nt on every third call, or
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some event external to your record processor, such as a custom verification/validation service you've
implemented.

You can optionally specify the exact sequence number of a record as a parameter to checkpoi nt . In
this case, the KCL assumes that all records have been processed up to that record only.

The basic sample application shows the simplest possible call to the checkpoi nt er. checkpoi nt
function. You can add other checkpointing logic you need for your consumer at this point in the function.

shutdown

shut down: functi on(shutdownl nput, conpl eteCall back)

The KCL calls the shut down function either when processing ends (shut downl nput . r eason is
TERM NATE) or the worker is no longer responding (shut downl nput . r eason is ZOVBI E).

Processing ends when the record processor does not receive any further records from the shard, because
either the shard was split or merged, or the stream was deleted.

The KCL also passes a shut downl nput . checkpoi nt er object to shut down. If the shutdown reason
is TERM NATE, you should make sure the record processor has finished processing any data records,
and then call the checkpoi nt function on this interface.

Modify the Configuration Properties

The sample provides default values for the configuration properties. You can override any of these
properties with your own values (see sanpl e. properti es in the basic sample).

Application Name

The KCL requires an application that this is unique among your applications, and among DynamoDB
tables in the same region. It uses the application name configuration value in the following ways:

 All workers associated with this application name are assumed to be working together on the same
stream. These workers may be distributed on multiple instances. If you run an additional instance of
the same application code, but with a different application name, the KCL treats the second instance
as an entirely separate application that is also operating on the same stream.

¢ The KCL creates a DynamoDB table with the application name and uses the table to maintain state
information (such as checkpoints and worker-shard mapping) for the application. Each application has
its own DynamoDB table. For more information, see Tracking Amazon Kinesis Streams Application
State (p. 87).

Set Up Credentials

You must make your AWS credentials available to one of the credential providers in the default credential
providers chain. You can you use AWSCr edent i al sProvi der property to set a credentials provider.
The sanpl e. properti es file will need to make your credentials available to one of the credentials
providers in the default credential providers chain. If you are running your consumer on an EC2 instance,
we recommend that you configure the instance with an IAM role. AWS credentials that reflect the
permissions associated with this IAM role are made available to applications on the instance through its
instance metadata. This is the most secure way to manage credentials for a consumer application running
on an EC2 instance.

The following example configures KCL to process an Amazon Kinesis stream called "kclnodejssample”
using the record processor supplied in sanpl e_kcl _app.j s:
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# The Node.js executabl e

script

execut abl eName = node sanpl e_kcl _app.js

# The nanme of an Amazon Kinesis streamto process
streanmNane = kcl nodej ssanpl e

# Uni que KCL application nane

appl i cati onNane = kcl nodej ssanpl e

# Use default AWS credentials provider chain
AWECr edent i al sProvi der = Def aul t AWSCr edent i al sProvi der Chai n
# Read fromthe begi nning of the stream

initial PositionlnStream= TRl M_HORI ZON

Developing an Amazon Kinesis Client Library Consumer in
NET

You can use the Amazon Kinesis Client Library (KCL) to build applications that process data from your
Amazon Kinesis streams. The Amazon Kinesis Client Library is available in multiple languages. This topic
discusses .NET.

The KCL is a Java library; support for languages other than Java is provided using a multi-language
interface called the MultiLangDaemon. This daemon is Java-based and runs in the background when
you are using a KCL language other than Java. Therefore, if you install the KCL for .NET and write your
consumer app entirely in .NET, you still need Java installed on your system because of the
MultiLangDaemon. Further, MultiLangDaemon has some default settings you may need to customize for
your use case, for example the AWS region it connects to. For more information about the
MultiLangDaemon, go to the KCL MultiLangDaemon project page on GitHub.

To download the .NET KCL from GitHub, go to Amazon Kinesis Client Library (.NET). To download sample
code for a .NET KCL consumer application, go to the KCL for .NET sample consumer project page on
GitHub.

You must complete the following tasks when implementing a KCL consumer application in .NET:

Tasks
¢ Implement the IRecordProcessor Class Methods (p. 75)
« Modify the Configuration Properties (p. 77)

Implement the IRecordProcessor Class Methods

The consumer must implement the following methods for | Recor dPr ocessor . The sample consumer
provides implementations that you can use as a starting point (see the Sanpl eRecor dPr ocessor class
in Sanpl eConsuner/ AmazonKi nesi sSanpl eConsuner . cs).

public void Initialize(lnitializationlnput input)
public void ProcessRecords(ProcessRecordsl nput input)
public void Shutdown(Shut downl nput i nput)

Initialize

public void Initialize(lnitializationlnput input)

The KCL calls this method when the record processor is instantiated, passing a specific shard ID in the
i nput parameter (i nput . Shar dI d). This record processor processes only this shard, and typically, the
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reverse is also true (this shard is processed only by this record processor). However, your consumer
should account for the possibility that a data record might be processed more than one time. This is
because Streams has "at least once" semantics, meaning that every data record from a shard is processed
at least one time by a worker in your consumer. For more information about cases in which a particular
shard may be processed by more than one worker, see Resharding, Scaling, and Parallel

Processing (p. 89).

ProcessRecords

public void ProcessRecords(ProcessRecordsl nput input)

The KCL calls this method, passing a list of data records in the i nput parameter (i nput . Recor ds) from
the shard specified by the | ni ti al i ze method. The record processor that you implement processes
the data in these records according to the semantics of your consumer. For example, the worker might
perform a transformation on the data and then store the result in an S3 bucket.

In addition to the data itself, the record also contains a sequence number and partition key. The worker

can use these values when processing the data. For example, the worker could choose the S3 bucket in
which to store the data based on the value of the partition key. The Recor d class exposes the following
to access the record's data, sequence number, and partition key:

byte[] Record. Data
string Record. SequenceNumnber
string Record. PartitionKey

In the sample, the method Pr ocessRecor dsW t hRet ri es has code that shows how a worker can
access the record's data, sequence number, and partition key.

Streams requires the record processor to keep track of the records that have already been processed in
a shard. The KCL takes care of this tracking for you by passing a Checkpoi nt er object to
ProcessRecor ds (i nput . Checkpoi nt er).The record processor calls the Checkpoi nt er. Checkpoi nt
method to inform the KCL of how far it has progressed in processing the records in the shard. In the event
that the worker fails, the KCL uses this information to restart the processing of the shard at the last known
processed record.

In the case of a split or merge operation, the KCL won't start processing the new shards until the processors
for the original shards have called Checkpoi nt er . Checkpoi nt to signal that all processing on the
original shards is complete.

If you don't pass a parameter, the KCL assumes that the call to Checkpoi nt er. Checkpoi nt signifies
that all records have been processed, up to the last record that was passed to the record processor.
Therefore, the record processor should call Checkpoi nt er . Checkpoi nt only after it has processed all
the records in the list that was passed to it. Record processors do not need to call

Checkpoi nt er. Checkpoi nt on each call to ProcessRecor ds. A processor could, for example, call
Checkpoi nt er . Checkpoi nt on every third or fourth call. You can optionally specify the exact sequence
number of a record as a parameter to Checkpoi nt er . Checkpoi nt . In this case, the KCL assumes that
records have been processed only up to that record.

In the sample, the private method Checkpoi nt (Checkpoi nt er checkpoi nt er) shows how to call
the Checkpoi nt er. Checkpoi nt method using appropriate exception handling and retry logic.

The KCL for .NET handles exceptions differently than other KCL language libraries in that it does not
handle any exceptions that arise from processing the data records. Any uncaught exceptions from user
code will crash the program.
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Shutdown

public void Shutdown(Shut downl nput i nput)

The KCL calls the Shut down method either when processing ends (the shutdown reason is TERM NATE)
or the worker is no longer responding (the shutdown i nput . Reason value is ZOVBI E).

Processing ends when the record processor does not receive any further records from the shard, because
the shard was split or merged, or the stream was deleted.

The KCL also passes a Checkpoi nt er object to shut down. If the shutdown reason is TERM NATE, the
record processor should finish processing any data records, and then call the checkpoi nt method on
this interface.

Modify the Configuration Properties

The sample consumer provides default values for the configuration properties. You can override any of
these properties with your own values (see Sanpl eConsuner/ kcl . properti es).

Application Name

The KCL requires an application that this is unique among your applications, and among DynamoDB
tables in the same region. It uses the application name configuration value in the following ways:

¢ All workers associated with this application name are assumed to be working together on the same
stream. These workers may be distributed on multiple instances. If you run an additional instance of
the same application code, but with a different application name, the KCL treats the second instance
as an entirely separate application that is also operating on the same stream.

¢ The KCL creates a DynamoDB table with the application name and uses the table to maintain state
information (such as checkpoints and worker-shard mapping) for the application. Each application has
its own DynamoDB table. For more information, see Tracking Amazon Kinesis Streams Application
State (p. 87).

Set Up Credentials

You must make your AWS credentials available to one of the credential providers in the default credential
providers chain. You can you use AWSCr edent i al sProvi der property to set a credentials provider.
The sample.properties will need to make your credentials available to one of the credentials providers in
the default credential providers chain. If you are running your consumer application on an EC2 instance,
we recommend that you configure the instance with an IAM role. AWS credentials that reflect the
permissions associated with this IAM role are made available to applications on the instance through its
instance metadata. This is the most secure way to manage credentials for a consumer running on an
EC2 instance.

The sample's properties file configures KCL to process an Amazon Kinesis stream called "words" using
the record processor supplied in AmazonKi nesi sSanpl eConsuner . cs.

Developing an Amazon Kinesis Client Library Consumer in
Python
You can use the Amazon Kinesis Client Library (KCL) to build applications that process data from your

Amazon Kinesis streams. The Amazon Kinesis Client Library is available in multiple languages. This topic
discusses Python.

The KCL is a Java library; support for languages other than Java is provided using a multi-language
interface called the MultiLangDaemon. This daemon is Java-based and runs in the background when
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you are using a KCL language other than Java. Therefore, if you install the KCL for Python and write your
consumer app entirely in Python, you still need Java installed on your system because of the
MultiLangDaemon. Further, MultiLangDaemon has some default settings you may need to customize for
your use case, for example the AWS region it connects to. For more information about the
MultiLangDaemon, go to the KCL MultiLangDaemon project page on GitHub.

To download the Python KCL from GitHub, go to Amazon Kinesis Client Library (Python). To download
sample code for a Python KCL consumer application, go to the KCL for Python sample project page on
GitHub.

You must complete the following tasks when implementing a KCL consumer application in Python:

Tasks
¢ Implement the RecordProcessor Class Methods (p. 78)
« Modify the Configuration Properties (p. 79)

Implement the RecordProcessor Class Methods

The Recor dPr ocess class must extend the Recor dPr ocessor Base to implement the following methods.
The sample provides implementations that you can use as a starting point (see sanpl e_kcl py_app. py).

def initialize(self, shard_id)
def process_records(self, records, checkpointer)
def shutdown(self, checkpointer, reason)

initialize

def initialize(self, shard_id)

The KCL calls the i ni ti al i ze method when the record processor is instantiated, passing a specific
shard ID as a parameter. This record processor processes only this shard, and typically, the reverse is
also true (this shard is processed only by this record processor). However, your consumer should account
for the possibility that a data record might be processed more than one time. This is because Streams
has "at least once" semantics, meaning that every data record from a shard is processed at least one
time by a worker in your consumer. For more information about cases in which a particular shard may
be processed by more than one worker, see Resharding, Scaling, and Parallel Processing (p. 89).

process_records

def process_records(self, records, checkpointer)

The KCL calls this method, passing a list of data record from the shard specified by the i niti al i ze
method. The record processor you implement processes the data in these records according to the
semantics of your consumer. For example, the worker might perform a transformation on the data and
then store the result in an S3 bucket.

In addition to the data itself, the record also contains a sequence number and partition key. The worker
can use these values when processing the data. For example, the worker could choose the S3 bucket in
which to store the data based on the value of the partition key. The r ecor d dictionary exposes the
following key-value pairs to access the record's data, sequence number, and partition key:

record.get('data')
record. get (' sequenceNumnber ')
record.get (' partitionKey")
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Note that the data is Base64-encoded.

In the sample, the method pr ocess_r ecor ds has code that shows how a worker can access the record's
data, sequence number, and partition key.

Streams requires the record processor to keep track of the records that have already been processed in
a shard. The KCL takes care of this tracking for you by passing a Checkpoi nt er object to
process_records. The record processor calls the checkpoi nt method on this object to inform the
KCL of how far it has progressed in processing the records in the shard. In the event that the worker fails,
the KCL uses this information to restart the processing of the shard at the last known processed record.

In the case of a split or merge operation, the KCL won't start processing the new shards until the processors
for the original shards have called checkpoi nt to signal that all processing on the original shards is
complete.

If you don't pass a parameter, the KCL assumes that the call to checkpoi nt means that all records have
been processed, up to the last record that was passed to the record processor. Therefore, the record
processor should call checkpoi nt only after it has processed all the records in the list that was passed
to it. Record processors do not need to call checkpoi nt on each call to pr ocess_r ecor ds. A processor
could, for example, call checkpoi nt on every third call. You can optionally specify the exact sequence
number of a record as a parameter to checkpoi nt . In this case, the KCL assumes that all records have
been processed up to that record only.

In the sample, the private method checkpoi nt shows how to call the Checkpoi nt er. checkpoi nt
method using appropriate exception handling and retry logic.

The KCL relies on process_r ecor ds to handle any exceptions that arise from processing the data
records. If an exception is thrown from pr ocess_r ecor ds, the KCL skips over the data records that
were passed to process_r ecor ds prior to the exception; that is, these records are not re-sent to the
record processor that threw the exception or to any other record processor in the consumer.

shutdown

def shutdown(self, checkpointer, reason)

The KCL calls the shut down method either when processing ends (the shutdown reason is TERM NATE)
or the worker is no longer responding (the shutdown r eason is ZOVBI E).

Processing ends when the record processor does not receive any further records from the shard, because
either the shard was split or merged, or the stream was deleted.

The KCL also passes a Checkpoi nt er object to shut down. If the shutdown r eason is TERM NATE, the
record processor should finish processing any data records, and then call the checkpoi nt method on
this interface.

Modify the Configuration Properties

The sample provides default values for the configuration properties. You can override any of these
properties with your own values (see sanpl e. properti es).

Application Name

The KCL requires an application that this is unique among your applications, and among DynamoDB
tables in the same region. It uses the application name configuration value in the following ways:

« All workers associated with this application name are assumed to be working together on the same
stream. These workers may be distributed on multiple instances. If you run an additional instance of
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the same application code, but with a different application name, the KCL treats the second instance
as an entirely separate application that is also operating on the same stream.

¢ The KCL creates a DynamoDB table with the application name and uses the table to maintain state
information (such as checkpoints and worker-shard mapping) for the application. Each application has
its own DynamoDB table. For more information, see Tracking Amazon Kinesis Streams Application
State (p. 87).

Set Up Credentials

You must make your AWS credentials available to one of the credential providers in the default credential
providers chain. You can you use AWBCr edent i al sProvi der property to set a credentials provider.
The sample.propertieswill need to make your credentials available to one of the credentials providers in
the default credential providers chain. If you are running your consumer application on an EC2 instance,
we recommend that you configure the instance with an 1AM role. AWS credentials that reflect the
permissions associated with this IAM role are made available to applications on the instance through its
instance metadata. This is the most secure way to manage credentials for a consumer application running
on an EC2 instance.

The sample's properties file configures KCL to process an Amazon Kinesis stream called "words" using
the record processor supplied in sanpl e_kcl py_app. py.

Developing an Amazon Kinesis Client Library Consumer in
Ruby

You can use the Amazon Kinesis Client Library (KCL) to build applications that process data from your
Amazon Kinesis streams. The Amazon Kinesis Client Library is available in multiple languages. This topic
discusses Ruby.

The KCL is a Java library; support for languages other than Java is provided using a multi-language
interface called the MultiLangDaemon. This daemon is Java-based and runs in the background when
you are using a KCL language other than Java. Therefore, if you install the KCL for Ruby and write your
consumer app entirely in Ruby, you still need Java installed on your system because of the
MultiLangDaemon. Further, MultiLangDaemon has some default settings you may need to customize for
your use case, for example the AWS region it connects to. For more information about the
MultiLangDaemon, go to the KCL MultiLangDaemon project page on GitHub.

To download the Ruby KCL from GitHub, go to Amazon Kinesis Client Library (Ruby). To download
sample code for a Ruby KCL consumer application, go to the KCL for Ruby sample project page on
GitHub.

For more information about the KCL Ruby support library, see KCL Ruby Gems Documentation.

Developing Amazon Kinesis Streams Consumers
Using the Amazon Kinesis Streams API with the
AWS SDK for Java

You can develop consumers using the Amazon Kinesis Streams AP with the AWS SDK for Java. If you
are new to Streams, start by becoming familiar with the concepts and terminology presented in What Is
Amazon Kinesis Streams? (p. 1) and Getting Started Using Amazon Kinesis Streams (p. 9).

These examples discuss the Streams API and use the AWS SDK for Java to get data from a stream.
However, for most use cases, you should prefer the Streams KCL library. For more information, see
Developing Amazon Kinesis Streams Consumers Using the Amazon Kinesis Client Library (p. 65).
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The Java example code in this chapter demonstrates how to perform basic Streams API operations, and
is divided up logically by operation type. These examples do not represent production-ready code, in that
they do not check for all possible exceptions, or account for all possible security or performance
considerations. Also, you can call the Streams API| using other different programming languages. For
more information about all available AWS SDKs, see Start Developing with Amazon Web Services.

Each task has prerequisites; for example, you cannot add data to a stream until you have created a
stream, which requires you to create a client. For more information, see Managing Amazon Kinesis
Streams (p. 93).

Getting Data from a Stream

The Streams API provides the get Shar dl t er at or and get Recor ds methods to retrieve data from a
stream. This is a pull model, where your code draws data directly from the shards of the stream.

We recommend that you use the record processor support provided by the Amazon Kinesis Client Library
(KCL) to retrieve stream data in consumer applications. This is a push model, where you implement the
code that processes the data. The KCL retrieves data records from the stream and delivers them to your
application code. In addition, the KCL provides failover, recovery, and load balancing functionality. For
more information, see Developing Amazon Kinesis Streams Consumers Using the Amazon Kinesis Client
Library (p. 65).

However, in some cases you might prefer to use the Streams API with the AWS SDK for Java. For
example, to implement custom tools for monitoring or debugging your streams.

Important

Data records are accessible for a default of 24 hours from the time they are added to a stream.
This time frame is called the retention period and is configurable in hourly increments from 24
to 168 hours (1 to 7 days). For more information about a stream’s retention period, see Changing
the Data Retention Period (p. 102).

Using Shard Iterators

You retrieve records from the stream on a per-shard basis. For each shard, and for each batch of records
that you retrieve from that shard, you need to obtain a shard iterator. The shard iterator is used in the
get Recor dsRequest object to specify the shard from which records are to be retrieved. The type
associated with the shard iterator determines the point in the shard from which the records should be
retrieved (see below for more details). Before you can work with the shard iterator, you'll need to retrieve
the shard, discussed in Retrieving Shards from a Stream (p. 96).

Obtain the initial shard iterator using the get Shar dl t er at or method. Obtain shard iterators for additional
batches of records using the get Next Shar dl t er at or method of the get Recor dsResul t object
returned by the get Recor ds method. A shard iterator is valid for five minutes. If you use a shard iterator
while it is valid, you will get a new one. Note that each shard iterator remains valid for five minutes, even
after it is used.

To obtain the initial shard iterator, instantiate Get Shar dl t er at or Request and pass it to the

get Shar dl t er at or method. To configure the request, specify the stream and the shard ID. For
information about how to obtain the streams in your AWS account, see Listing Streams (p. 95). For
information about how to obtain the shards in a stream, see Retrieving Shards from a Stream (p. 96).

String shardlterator;

Get Shar dl t er at or Request get Shardl t er at or Request = new Get Shardl t er at or Request () ;
get Shardl t er at or Request . set St r eamNane( ny St r eanNane) ;

get Shardl t er at or Request . set Shardl d(shard. get Shardl d());

get Shardl t er at or Request . set Shardl t er at or Type(" TRI M_HORI ZON'") ;
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Get Shardl teratorResult getSharditeratorResult = client.getShardlterator(get
Shar dl t er at or Request) ;
shardlterator = getShardlteratorResult.getShardlterator();

This sample code specifies TRI M_HORI ZON as the iterator type when obtaining the initial shard iterator.
This iterator type means that records should be returned beginning with the first record added to the shard
— rather than beginning with the most recently added record, also known as the tip. The possible iterator
types are the following:

« AT_SEQUENCE_NUMBER
« AFTER SEQUENCE_NUMBER
« AT _TI MESTAWP

« TR M _HORI ZON

« LATEST

For more information, see ShardlteratorType.

Some iterator types require that you specify a sequence number in addition to the type. For example:

get Shardl t er at or Request . set Shardl t er at or Type(" AT_SEQUENCE_NUMBER") ;
get Shardl t er at or Request . set St art i ngSequenceNunber (speci al SequenceNunber) ;

After you've obtained a record using get Recor ds, you can get the sequence number for the record by
calling the record's get SequenceNunber method.

record. get SequenceNunber ()

In addition, the code that adds records to the data stream can get the sequence number for an added
record by calling get SequenceNunber on the result of put Recor d.

| ast SequenceNunber = put Recor dResul t. get SequenceNunber () ;

You can use sequence numbers to guarantee strictly increasing ordering of records. For more information,
see the code sample in PutRecord Example (p. 53).

Using GetRecords

After you've obtained the shard iterator, instantiate a Get Recor dsRequest object. Specify the iterator
for the request using the set Shar dl t er at or method.

Optionally, you can also set the number of records to retrieve using the set Li mi t method. The number
of records returned by get Recor ds is always equal to or less than this limit. If you do not specify this
limit, get Recor ds returns 10 MB of retrieved records. The sample code below sets this limit to 25 records.

If no records are returned, that means no data records are currently available from this shard at the
sequence number referenced by the shard iterator. When this situation occurs, your application should
wait for an amount of time that's appropriate for the data sources for the stream, but at least one second.
Then try to get data from the shard again using the shard iterator returned by the preceding call to

get Recor ds. Note that there is about a three-second latency from the time that a record is added to the
stream to the time that it is available from get Recor ds.
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Pass the get Recor dsRequest to the get Recor ds method and capture the returned value as a
get Recor dsResul t object. To get the data records, call the get Recor ds method on the
get Recor dsResul t object.

Get Recor dsRequest get Recor dsRequest = new Get Recor dsRequest () ;
get Recor dsRequest . set Shardl terat or(shardlterator);
get Recor dsRequest . set Li mi t (25);

Get RecordsResult get RecordsResult = client. get Records(get RecordsRequest);
Li st <Record> records = get RecordsResul t. get Records();

To prepare for another call to get Recor ds, obtain the next shard iterator from get Recor dsResul t .

shardlterator = get RecordsResul t. get Next Shardlterator();

For best results, sleep for at least one second (1000 milliseconds) between calls to get Recor ds to avoid
exceeding the limit on get Recor ds frequency.

try {
Thr ead. sl eep(1000) ;
}

catch (InterruptedException e) {}

Typically, you should call get Recor ds in a loop, even when you're retrieving a single record in a test
scenario. A single call to get Recor ds might return an empty record list, even when the shard contains
more records at later sequence numbers. When this occurs, the Next Shar dl t er at or returned along
with the empty record list references a later sequence number in the shard, and successive get Recor ds
calls will eventually return the records. The following sample demonstrates the use of a loop.

Example: getRecords

The following code sample reflects the get Recor ds tips in this section, including making calls in a loop.

/1 Continuously read data records froma shard
Li st <Record> records;

while (true) {

/1 Create a new get RecordsRequest with an existing shardlterator
/1 Set the maxinumrecords to return to 25

Get Recor dsRequest get Recor dsRequest = new Get Recor dsRequest () ;
get Recor dsRequest . set Shardl terat or(shardlterator);

get Recor dsRequest . set Limi t (25);

Get RecordsResult result = client. get Records(get RecordsRequest);

/1 Put the result into record list. The result can be enpty.
records = result.getRecords();

try {
Thr ead. sl eep(1000) ;

}

catch (InterruptedException exception) {
t hrow new Runti neExcepti on(exception);

}
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shardlterator = result.getNextShardlterator();

}

If you are using the Amazon Kinesis Client Library, note that the KCL might make multiple calls before
returning data. This behavior is by design and does not indicate a problem with the KCL or your data.

Adapting to a Reshard

If get Recor dsResul t . get Next Shar dl t er at or returns nul | , it indicates the following: a shard split
or merge has occurred that involved this shard, this shard is now in a CLOSED state, and you have read
all available data records from this shard.

In this scenario, you should re-enumerate the shards in the stream to pick up the new shards that were
created by the split or merge.

In the case of a split, the two new shards both have par ent Shar dI d equal to the shard ID of the shard
that you were processing previously. The value of adj acent Par ent Shar dl d for both of these shards
isnull.

In the case of a merge, the single new shard created by the merge has par ent Shar dI d equal to shard
ID of one of the parent shards and adj acent Par ent Shar dl d equal to the shard ID of the other parent
shard. Your application has already read all the data from one of these shards; this is the shard for which
get Recor dsResul t. get Next Shardl t er at or returned nul | . If the order of the data is important to

your application, you should ensure that it reads all the data from the other parent shard as well, before
reading any new data from the child shard created by the merge.

If you are using multiple processors to retrieve data from the stream, say one processor per shard, and
a shard split or merge occurs, you should adjust the number of processors up or down to adapt to the
change in the number of shards.

For more information about resharding, including a discussion of shards states—such as CLOSED—see
Resharding a Stream (p. 97).

Troubleshooting Amazon Kinesis Streams
Consumers

The following sections offer solutions to some common problems you may find while working
with Amazon Kinesis Streams consumers.

¢ Some Streams Records are Skipped When Using the Kinesis Client Library (p. 84)

¢ Records Belonging to the Same Shard are Processed by Different Record Processors at the Same
Time (p. 85)

¢ Consumer Application is Reading at a Slower Rate Than Expected (p. 85)

¢ GetRecords Returns Empty Records Array Even When There is Data in the Stream (p. 86)
¢ Shard Iterator Expires Unexpectedly (p. 86)

¢ Consumer Record Processing Falling Behind (p. 86)

Some Streams Records are Skipped When Using the Kinesis
Client Library

The most common cause of skipped records is an unhandled exception thrown from pr ocessRecor ds.
The Amazon Kinesis Client Library (KCL) relies on your pr ocessRecor ds code to handle any exceptions

84



Amazon Kinesis Streams Developer Guide
Troubleshooting

that arise from processing the data records. Any exception thrown from pr ocessRecor ds is absorbed

by the KCL. To avoid infinite retries on a recurring failure, the KCL does not resend the batch of records
processed at the time of the exception. The KCL then calls pr ocessRecor ds for the next batch of data
records without restarting the record processor. This effectively results in consumer applications observing
skipped records. To prevent skipped records, handle all exceptions within pr ocessRecor ds appropriately.

Records Belonging to the Same Shard are Processed by
Different Record Processors at the Same Time

For any running Amazon Kinesis Client Library (KCL) application, a shard only has one owner. However,
multiple record processors may temporarily process the same shard. In the case of a worker instance
that loses network connectivity, the KCL assumes that the unreachable worker is no longer processing
records, after the failover time expires, and directs other worker instances to take over. For a brief period,
new record processors and record processors from the unreachable worker may process data from the
same shard.

You should set a failover time that is appropriate for your application. For low-latency applications, the
10-second default may represent the maximum time you want to wait. However, in cases where you
expect connectivity issues such as making calls across geographical areas where connectivity could be
lost more frequently, this number may be too low.

Your application should anticipate and handle this scenario, especially because network connectivity is
usually restored to the previously unreachable worker. If a record processor has its shards taken by
another record processor, it must handle the following two cases to perform graceful shutdown:

1. After the current call to pr ocessRecor ds is completed, the KCL invokes the shutdown method on
the record processor with shutdown reason 'ZOMBIE'. Your record processors are expected to clean
up any resources as appropriate and then exit.

2. When you attempt to checkpoint from a 'zombie' worker, the KCL throws Shut downExcept i on. After
receiving this exception, your code is expected to exit the current method cleanly.

For more information, see Handling Duplicate Records (p. 90).

Consumer Application is Reading at a Slower Rate Than
Expected

The most common reasons for read throughput being slower than expected are as follows:

1. Multiple consumer applications have total reads exceeding the per-shard limits. For more information,
see Amazon Kinesis Streams Limits (p. 7). In this case, increase the number of shards in the Amazon
Kinesis stream.

2. The limit that specifies the maximum number of GetRecords per call may have been configured with
a low value. If you are using the KCL, you may have configured the worker with a low value for the
maxRecor ds property. In general, we recommend using the system defaults for this property.

3. The logic inside your pr ocessRecor ds call may be taking longer than expected for a number of
possible reasons; the logic may be CPU intensive, 1/O blocking, or bottlenecked on synchronization.
To test if this is true, test run empty record processors and compare the read throughput. For information
about how to keep up with the incoming data, see Resharding, Scaling, and Parallel Processing (p. 89).

If you have only one consumer application, it is always possible to read at least two times faster than the
put rate. That’s because you can write up to 1,000 records per second for writes, up to a maximum total
data write rate of 1 MB per second (including partition keys). Each open shard can support up to 5
transactions per second for reads, up to a maximum total data read rate of 2 MB per second. Note that
each read (GetRecords call) gets a batch of records. The size of the data returned by GetRecords varies
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depending on the utilization of the shard. The maximum size of data that GetRecords can return is 10
MB. If a call returns that limit, subsequent calls made within the next 5 seconds throw
Pr ovi si onedThr oughput ExceededExcept i on.

GetRecords Returns Empty Records Array Even When There
Is Data in the Stream

Consuming, or getting records is a pull model. Developers are expected to call GetRecords in a continuous
loop with no back-offs. Every call to GetRecords also returns a Shar dl t er at or value, which must be
used in the next iteration of the loop.

The GetRecords operation does not block. Instead, it returns immediately; with either relevant data
records or with an empty Recor ds element. An empty Recor ds element is returned under two conditions:

1. There is no more data currently in the shard.
2. There is no data near the part of the shard pointed to by the Shar dl t er at or.

The latter condition is subtle, but is a necessary design tradeoff to avoid unbounded seek time (latency)
when retrieving records. Thus, the stream-consuming application should loop and call GetRecords,
handling empty records as a matter of course.

In a production scenario, the only time the continuous loop should be exited is when the

Next Shar dl t er at or value is NULL. When Next Shar dl t er at or is NULL, it means that the current
shard has been closed and the Shar dl t er at or value would otherwise point past the last record. If the
consuming application never calls SplitShard or MergeShards, the shard remains open and the calls
to GetRecords never return a Next Shar dl t er at or value that is NULL.

If you use the Amazon Kinesis Client Library (KCL), the above consumption pattern is abstracted for you.
This includes automatic handling of a set of shards that dynamically change. With the KCL, the developer
only supplies the logic to process incoming records. This is possible because the library makes continuous
calls to GetRecords for you.

Shard Iterator Expires Unexpectedly

A new shard iterator is returned by every GetRecords request (as Next Shar dl t er at or ), which you
then use in the next GetRecords request (as Shar dl t er at or ). Typically, this shard iterator does not
expire before you use it. However, you may find that shard iterators expire because you have not called
GetRecords for more than 5 minutes, or because you've performed a restart of your consumer application.

If the shard iterator expires immediately, before you can use it, this might indicate that the DynamoDB
table used by Amazon Kinesis does not have enough capacity to store the lease data. This situation is
more likely to happen if you have a large number of shards. To solve this problem, increase the write
capacity assigned to the shard table. For more information, see Tracking Amazon Kinesis Streams
Application State (p. 87).

Consumer Record Processing Falling Behind

For most use cases, consumer applications are reading the latest data from the stream. In certain
circumstances, consumer reads may fall behind, which may not be desired. After you identify how far
behind your consumers are reading, look at the most common reasons why consumers fall behind.

Start with the Get Recor ds. | t er at or AgeM | | i seconds metric, which tracks the read position across
all shards and consumers in the stream. Note that if an iterator's age passes 50% of the retention period
(by default 24 hours, configurable up to 7 days), there is risk for data loss due to record expiration. A

quick stopgap solution is to increase the retention period. This stops the loss of important data while you
troubleshoot the issue further. For more information, see Monitoring the Amazon Kinesis Streams Service
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with Amazon CloudWatch (p. 103). Next, identify how far behind your consumer application is reading
from each shard using a custom CloudWatch metric emitted by the Amazon Kinesis Client Library (KCL),
M I 1i sBehi ndLat est . For more information, see Monitoring the Amazon Kinesis Client Library with
Amazon CloudWatch (p. 115).

Here are the most common reasons consumers can fall behind:

¢ Sudden large increases to Get Records. | terat or AgeM | | i seconds or M | | i sBehi ndLat est
usually indicate a transient problem, such as API operation failures to a downstream application. You
should investigate these sudden increases if either of the metrics consistently display this behavior.

¢ Agradual increase to these metrics indicates that a consumer is not keeping up with the stream because
it is not processing records fast enough. The most common root causes for this behavior are insufficient
physical resources or record processing logic that has not scaled with an increase in stream throughput.
You can verify this behavior by looking at the other custom CloudWatch metrics that the KCL emits
associated with the pr ocessTask operation, including Recor dPr ocessor . processRecor ds. Ti ne,
Success, and Recor dsPr ocessed.

« Ifyou see anincrease in the pr ocessRecor ds. Ti e metric that correlates with increased throughput,
you should analyze your record processing logic to identify why it is not scaling with the increased
throughput.

« If you see an increase to the pr ocessRecor ds. Ti e values that are not correlated with increased
throughput, check to see if you are making any blocking calls in the critical path, which are often the
cause of slowdowns in record processing. An alternative approach is to increase your parallelism by
increasing the number of shards. Finally, confirm you have an adequate amount of physical resources
(memory, CPU utilization, etc.) on the underlying processing nodes during peak demand.

Advanced Topics for Amazon Kinesis Streams
Consumers

This section discusses how to optimize your Amazon Kinesis Streams consumer.

Contents
e Tracking Amazon Kinesis Streams Application State (p. 87)
¢ Low-Latency Processing (p. 88)
¢ Using AWS Lambda with the Amazon Kinesis Producer Library (p. 89)
¢ Resharding, Scaling, and Parallel Processing (p. 89)
¢ Handling Duplicate Records (p. 90)
¢ Recovering from Failures in Amazon Kinesis Streams (p. 92)
¢ Handling Startup, Shutdown, and Throttling (p. 92)

Tracking Amazon Kinesis Streams Application State

For each Amazon Kinesis Streams application, the KCL uses a unique Amazon DynamoDB table to keep
track of the application's state. Because the KCL uses the name of the Amazon Kinesis Streams application
to create the name of the table, each application name must be unique.

You can view the table using the Amazon DynamoDB console while the application is running.

If the Amazon DynamoDB table for your Amazon Kinesis Streams application does not exist when the
application starts up, one of the workers creates the table and calls the descr i beSt r eammethod to
populate the table. For more information, see Application State Data (p. 88).
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Important
Your account is charged for the costs associated with the DynamoDB table, in addition to the
costs associated with Streams itself.

Throughput

If your Amazon Kinesis Streams application receives provisioned-throughput exceptions, you should
increase the provisioned throughput for the DynamoDB table. The KCL creates the table with a provisioned
throughput of 10 reads per second and 10 writes per second, but this might not be sufficient for your
application. For example, if your Amazon Kinesis Streams application does frequent checkpointing or
operates on a stream that is composed of many shards, you might need more throughput.

For information about provisioned throughput in DynamoDB, see Provisioned Throughput in Amazon
DynamoDB and Working with Tables in the Amazon DynamoDB Developer Guide.

Application State Data

Each row in the DynamoDB table represents a shard that is being processed by your application. The
hash key for the table is the shard ID.

In addition to the shard ID, each row also includes the following data:

« checkpoint: The most recent checkpoint sequence number for the shard. This value is unique across
all shards in the stream.

¢ checkpointSubSequenceNumber: When using the Kinesis Producer Library's aggregation feature,
this is an extension to checkpoint that tracks individual user records within the Amazon Kinesis record.

¢ leaseCounter: Used for lease versioning so that workers can detect that their lease has been taken
by another worker.

¢ leaseKey: A unique identifier for a lease. Each lease is particular to a shard in the stream and is held
by one worker at a time.

* leaseOwner: The worker that is holding this lease.

« ownerSwitchesSinceCheckpoint: How many times this lease has changed workers since the last
time a checkpoint was written.

¢ parentShardld: Used to ensure that the parent shard is fully processed before processing starts on
the child shards. This ensures that records are processed in the same order they were put into the
stream.

Low-Latency Processing

Propagation delay is defined as the end-to-end latency from the moment a record is written to the stream
until it is read by a consumer application. This delay varies depending upon a number of factors, but it is
primarily affected by the polling interval of consumer applications.

For most applications, we recommend polling each shard one time per second per application. This
enables you to have multiple consumer applications processing a stream concurrently without hitting
Amazon Kinesis Streams limits of 5 Get Recor ds calls per second. Additionally, processing larger batches
of data tends to be more efficient at reducing network and other downstream latencies in your application.

The KCL defaults are set to follow the best practice of polling every 1 second. This default results in
average propagation delays that are typically below 1 second.

Streams records are available to be read immediately after they are written. There are some use cases
that need to take advantage of this and require consuming data from the stream as soon as it is available.
You can significantly reduce the propagation delay by overriding the KCL default settings to poll more
frequently, as shown in the following examples.
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Java KCL configuration code:

ki nesi sCl i ent Li bConfi guration = new

Ki nesi sC i ent Li bConfi gurati on(applicati onNane,

st r eanName,

credenti al sProvi der,

workerld).withlnitial PositionlnStrean(initial PositionlnStream.wthld
| eTi meBet weenReads| nM | |i s(250);

Property file setting for Python and Ruby KCL:

i dl eTi neBet weenReadsInM I lis = 250

Note

Because Streams has a limit of 5 Get Recor ds calls per second, per shard, setting the

i dl eTi neBet weenReads| nM | | i s property lower than 200ms may result in your application
observing the Pr ovi si onedThr oughput ExceededExcept i on exception. Too many of these
exceptions can result in exponential back-offs and thereby cause significant unexpected latencies
in processing. If you set this property to be at or just above 200 ms and have more than one
processing application, you will experience similar throttling.

Using AWS Lambda with the Amazon Kinesis Producer
Library

The Amazon Kinesis Producer Library (KPL) aggregates small user-formatted records into larger records
up to 1 MB to make better use of Amazon Kinesis Streams throughput. While the KCL for Java supports
deaggregating these records, you need to use a special module to deaggregate records when using AWS
Lambda as the consumer of your streams. You can obtain the necessary project code and instructions
from GitHub at Amazon Kinesis Producer Library Deaggregation Modules for AWS Lambda. The
components in this project give you the ability to process KPL serialized data within AWS Lambda, in
Java, Node.js and Python. These components can also be used as part of a multi-lang KCL application.

Resharding, Scaling, and Parallel Processing

Resharding enables you to increase or decrease the number of shards in a stream in order to adapt to
changes in the rate of data flowing through the stream. Resharding is typically performed by an
administrative application that monitors shard data-handling metrics. Although the KCL itself doesn't
initiate resharding operations, it is designed to adapt to changes in the number of shards that result from
resharding.

As noted in Tracking Amazon Kinesis Streams Application State (p. 87), the KCL tracks the shards in
the stream using an Amazon DynamoDB table. When new shards are created as a result of resharding,
the KCL discovers the new shards and populates new rows in the table. The workers automatically
discover the new shards and create processors to handle the data from them. The KCL also distributes
the shards in the stream across all the available workers and record processors.

The KCL ensures that any data that existed in shards prior to the resharding is processed first. After that
data has been processed, data from the new shards is sent to record processors. In this way, the KCL
preserves the order in which data records were added to the stream for a particular partition key.

Example: Resharding, Scaling, and Parallel Processing

The following example illustrates how the KCL helps you handle scaling and resharding:
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» For example, if your application is running on one EC2 instance, and is processing one Amazon Kinesis
stream that has four shards. This one instance has one KCL worker and four record processors (one
record processor for every shard). These four record processors run in parallel within the same process.

* Next, if you scale the application to use another instance, you have two instances processing one
stream that has four shards. When the KCL worker starts up on the second instance, it load-balances
with the first instance, so that each instance now processes two shards.

* If you then decide to split the four shards into five shards. The KCL again coordinates the processing
across instances: one instance processes three shards, and the other processes two shards. A similar
coordination occurs when you merge shards.

Typically, when you use the KCL, you should ensure that the number of instances does not exceed the
number of shards (except for failure standby purposes). Each shard is processed by exactly one KCL
worker and has exactly one corresponding record processor, so you never need multiple instances to
process one shard. However, one worker can process any number of shards, so it's fine if the number of
shards exceeds the number of instances.

To scale up processing in your application, you should test a combination of these approaches:

¢ Increasing the instance size (because all record processors run in parallel within a process)

* Increasing the number of instances up to the maximum number of open shards (because shards can
be processed independently)

« Increasing the number of shards (which increases the level of parallelism)

Note that you can use Auto Scaling to automatically scale your instances based on appropriate metrics.
For more information, see the Auto Scaling User Guide.

When resharding increases the number of shards in the stream, the corresponding increase in the number
of record processors increases the load on the EC2 instances that are hosting them. If the instances are
part of an Auto Scaling group, and the load increases sufficiently, the Auto Scaling group adds more
instances to handle the increased load. You should configure your instances to launch your Amazon
Kinesis Streams application at startup, so that additional workers and record processors become active
on the new instance right away.

For more information about resharding, see Resharding a Stream (p. 97).

Handling Duplicate Records

There are two primary reasons why records may be delivered more than one time to your Amazon Kinesis
Streams application: producer retries and consumer retries. Your application must anticipate and
appropriately handle processing individual records multiple times.

Producer Retries

Consider a producer that experiences a network-related timeout after it makes a call to Put Recor d, but
before it can receive an acknowledgement from Amazon Kinesis Streams. The producer cannot be sure
if the record was delivered to Streams. Assuming that every record is important to the application, the
producer would have been written to retry the call with the same data. If both Put Recor d calls on that
same data were successfully committed to Streams, then there will be two Streams records. Although
the two records have identical data, they also have unique sequence numbers. Applications that need
strict guarantees should embed a primary key within the record to remove duplicates later when processing.
Note that the number of duplicates due to producer retries is usually low compared to the number of
duplicates due to consumer retries.

Note
If you use the AWS SDK Put Recor d, the default configuration retries a failed Put Recor d call
up to three times.
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Consumer Retries

Consumer (data processing application) retries happen when record processors restart. Record processors
for the same shard restart in the following cases:

1. A worker terminates unexpectedly

2. Worker instances are added or removed
3. Shards are merged or split

4. The application is deployed

In all these cases, the shards-to-worker-to-record-processor mapping is continuously updated to load
balance processing. Shard processors that were migrated to other instances restart processing records
from the last checkpoint. This results in duplicated record processing as shown in the example below.
For more information about load-balancing, see Resharding, Scaling, and Parallel Processing (p. 89).

Example: Consumer Retries Resulting in Redelivered Records

In this example, you have an application that continuously reads records from a stream, aggregates
records into a local file, and uploads the file to Amazon S3. For simplicity, assume there is only 1 shard
and 1 worker processing the shard. Consider the following example sequence of events, assuming that
the last checkpoint was at record number 10000:

1. A worker reads the next batch of records from the shard, records 10001 to 20000.

2. The worker then passes the batch of records to the associated record processor.

3. The record processor aggregates the data, creates an Amazon S3 file, and uploads the file to Amazon
S3 successfully.

4. Worker terminates unexpectedly before a new checkpoint can occur.

5. Application, worker, and record processor restart.

6. Worker now begins reading from the last successful checkpoint, in this case 10001.

Thus, records 10001-20000 are consumed more than one time.
Being Resilient to Consumer Retries

Even though records may be processed more than one time, your application may want to present the
side effects as if records were processed only one time (idempotent processing). Solutions to this problem
vary in complexity and accuracy. If the destination of the final data can handle duplicates well, we
recommend relying on the final destination to achieve idempotent processing. For example, with
Elasticsearch you can use a combination of versioning and unigue IDs to prevent duplicated processing.

In the example application in the previous section, it continuously reads records from a stream, aggregates
records into a local file, and uploads the file to Amazon S3. As illustrated, records 10001 -20000 are
consumed more than one time resulting in multiple Amazon S3 files with the same data. One way to
mitigate duplicates from this example is to ensure that step 3 uses the following scheme:

1. Record Processor uses a fixed number of records per Amazon S3 file, such as 5000.
2. The file name uses this schema: Amazon S3 prefix, shard-id, and Fi r st - Sequence- Num In this case,
it could be something like sanpl e- shar d000001- 10001.

3. After you upload the Amazon S3 file, checkpoint by specifying Last - Sequence- Num In this case,
you would checkpoint at record humber 15000.

With this scheme, even if records are processed more than one time, the resulting Amazon S3 file has
the same name and has the same data. The retries only result in writing the same data to the same file
more than one time.
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In the case of a reshard operation, the number of records left in the shard may be less than your desired
fixed number needed. In this case, your shut down() method has to flush the file to Amazon S3 and
checkpoint on the last sequence number. The above scheme is compatible with reshard operations as
well.

Recovering from Failures in Amazon Kinesis Streams

Failure can occur at the following levels when you use an Amazon Kinesis Streams application to process
data from a stream:

¢ A record processor could falil
¢ A worker could fail, or the instance of the application that instantiated the worker could fail
¢ An EC2 instance that is hosting one or more instances of the application could fail

Record Processor Failure

The worker invokes record processor methods using Java ExecutorService tasks. If a task fails, the worker
retains control of the shard that the record processor was processing. The worker starts a new record
processor task to process that shard. For more information, see Read Throttling (p. 93).

Worker or Application Failure

If a worker — or an instance of the Amazon Kinesis Streams application — fails, you should detect and
handle the situation. For example, if the Wor ker . r un method throws an exception, you should catch and
handle it.

If the application itself fails, you should detect this and restart it. When the application starts up, it
instantiates a new worker, which in turn instantiates new record processors that are automatically assigned
shards to process. These could be the same shards that these record processors were processing before
the failure, or shards that are new to these processors.

If the worker or application fails but you do not detect the failure, and there are other instances of the
application running on other EC2 instances, the workers on these instances handle the failure: they create
additional record processors to process the shards that are no longer being processed by the failed
worker. The load on these other EC2 instances increases accordingly.

The scenario described here assumes that although the worker or application has failed, the hosting EC2
instance is still running and is therefore not restarted by an Auto Scaling group.

Amazon EC2 Instance Failure

We recommend that you run the EC2 instances for your application in an Auto Scaling group. This way,
if one of the EC2 instances fails, the Auto Scaling group automatically launches a new instance to replace
it. You should configure the instances to launch your Amazon Kinesis Streams application at startup.

Handling Startup, Shutdown, and Throttling

Here are some additional considerations to incorporate into the design of your Amazon Kinesis Streams
application.

Contents
¢ Starting Up Data Producers and Data Consumers (p. 93)
¢ Shutting Down an Amazon Kinesis Streams Application (p. 93)
¢ Read Throttling (p. 93)
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Starting Up Data Producers and Data Consumers

By default, the KCL begins reading records from the tip of the stream;, which is the most recently added
record. In this configuration, if a data-producing application adds records to the stream before any receiving
record processors are running, the records are not read by the record processors after they start up.

To change the behavior of the record processors so that it always reads data from the beginning of the
stream, set the following value in the properties file for your Amazon Kinesis Streams application:

initial PositionlnStream = TRI M_HORI ZON

Amazon Kinesis Streams keeps records for 24 to 168 hours. This time frame is called the retention period.
Setting the starting position to the TRI M_HORI ZON will start the record processor with the oldest data in
the stream, as defined by the retention period. Even with the TRI M_HORI ZON setting, if a record processor
were to start after a greater time has passed than the retention period, then some of the records in the
stream will no longer be available. For this reason, you should always have consumer applications reading
from the stream and use the CloudWatch metric Get Recor ds. | t er at or AgeM | | i seconds to monitor
that applications are keeping up with incoming data.

In some scenarios, it may be fine for record processors to miss the first few records in the stream. For
example, you might run some initial records through the stream to test that the stream is working end-to-end
as expected. After doing this initial verification, you would then start your workers and begin to put
production data into the stream.

For more information about the TRI M_HORI ZON setting, see Using Shard Iterators (p. 81).

Shutting Down an Amazon Kinesis Streams Application

When your Amazon Kinesis Streams application has completed its intended task, you should shut it down
by terminating the EC2 instances on which it is running. You can terminate the instances using the AWS
Management Console or the AWS CLI.

After shutting down your Amazon Kinesis Streams application, you should delete the Amazon DynamoDB
table that the KCL used to track the application's state.

Read Throttling

The throughput of a stream is provisioned at the shard level. Each shard has a read throughput of up to
5 transactions per second for reads, up to a maximum total data read rate of 2 MB per second. If an
application (or a group of applications operating on the same stream) attempts to get data from a shard
at a faster rate, Streams throttles the corresponding Get operations.

In an Amazon Kinesis Streams application, if a record processor is processing data faster than the limit
— such as in the case of a failover — throttling occurs. Because the Amazon Kinesis Client Library (p. 66)
manages the interactions between the application and Streams, throttling exceptions occur in the KCL
code rather than in the application code. However, because the KCL logs these exceptions, you see them
in the logs.

If you find that your application is throttled consistently, you should consider increasing the number of
shards for the stream.

Managing Amazon Kinesis Streams

These examples discuss the Amazon Kinesis Streams APl and use the AWS SDK for Java to create,
delete, and work with an Amazon Kinesis stream.
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The Java example code in this chapter demonstrates how to perform basic Streams API operations, and
are divided up logically by operation type. These examples do not represent production-ready code, in
that they do not check for all possible exceptions, or account for all possible security or performance
considerations. Also, you can call the Streams API| using other different programming languages. For
more information about all available AWS SDKs, see Start Developing with Amazon Web Services.

Topics
¢ Creating a Stream (p. 94)
e Listing Streams (p. 95)
¢ Retrieving Shards from a Stream (p. 96)
¢ Deleting a Stream (p. 97)
¢ Resharding a Stream (p. 97)
¢ Changing the Data Retention Period (p. 102)

Creating a Stream

Use the following steps to create your Amazon Kinesis stream.

Create the Streams Client

Before you can work with Amazon Kinesis streams you must instantiate a client object. The following
Java code creates the Streams client and sets the endpoint information for the client. This overload of
set Endpoi nt also includes the service name and region. Set ser vi ceNane to ki nesi s.

client = new AmazonKi nesisdient();
cl i ent. set Endpoi nt (endpoi nt, servi ceNane, regionld);

For more information, see Streams Regions and Endpoints in the AWS General Reference.

Create the Stream

Now that you have created your Streams client, you can create a stream to work with, which you can
accomplish with the Streams console, or programmatically. To create a stream programmatically, instantiate
a Cr eat eSt r eanRequest object and specify a name for the stream and the number of shards for the
stream to use.

Creat eStreanRequest creat eStreanRequest = new Creat eStreanRequest ();
creat eStreanRequest . set St reanNane( nyStreanNane );
creat eSt reanRequest . set ShardCount ( nyStreanSti ze );

The stream name identifies the stream. The name is scoped to the AWS account used by the application.
It is also scoped by region. That is, two streams in two different AWS accounts can have the same name,
and two streams in the same AWS account but in two different regions can have the same name, but not
two streams on the same account and in the same region.

The throughput of the stream is a function of the number of shards; more shards are required for greater
provisioned throughput. More shards also increase the cost that AWS charges for the stream. For more
information, about calculating an appropriate number of shards for your application, see Determining the
Initial Size of an Amazon Kinesis Stream (p. 5).

After the cr eat eSt r eanRequest object is configured, create a stream by calling the cr eat eSt r eam
method on the client. After calling cr eat eSt r eam wait for the stream to reach the ACTI VE state before
performing any operations on the stream. To check the state of the stream, call the descri beStream
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method. However, descr i beSt r eamthrows an exception if the stream does not exist. Therefore, enclose
the descri beStreamcallinatry/ cat ch block.

client.createStream createStreanmRequest );
Descri beStreanRequest descri beStreanRequest = new Descri beStreanRequest () ;
descri beStreanRequest . set StreamNanme( nyStreamNane ) ;

long startTime = SystemcurrentTimeM 1 1lis();
long endTinme = startTime + ( 10 * 60 * 1000 );
while ( SystemcurrentTimeMIlis() < endTinme ) {
try {
Thr ead. sl eep(20 * 1000);

}
catch ( Exception e ) {}

try {
Descri beStreanResult describeStreanResponse = client.describeStrean( de

scri beStreanRequest );

String streanftStatus = descri beStreanResponse. get St reanDescri ption(). get
Streanfst at us() ;

if ( streantBtatus.equals( "ACTIVE" ) ) {

br eak;

}

I

/1 sleep for one second

I

try {
Thr ead. sl eep( 1000 );

}
catch ( Exception e ) {}
}
catch ( ResourceNot FoundException e ) {}
}
if ( SystemcurrentTimeMIlis() >= endTine ) {
throw new Runti meException( "Stream" + nyStreanmNane + " never went active"
);
}

Listing Streams

As described in the previous section, streams are scoped to the AWS account associated with the AWS
credentials used to instantiate the Streams client and also to the region specified for the client. An AWS
account could have many streams active at one time. You can list your streams in the Streams console,
or programmatically. The code in this section shows how to list all the streams for your AWS account.

Li st StreamsRequest |i st StreansRequest = new Li st StreansRequest ();
listStreansRequest. setLimt(20);

Li st StreamsResult listStreamsResult = client.listStreanms(listStreamsRequest);
Li st<String> streamNanes = |istStreanmsResult. get StreanNanes();

This code example first creates a new instance of Li st St r eansRequest and callsits set Li m t method
to specify that a maximum of 20 streams should be returned for each call to | i st St r eans. If you do not
specify a value for set Li m t, Streams returns a number of streams less than or equal to the number in
the account. The code then passes | i st St reansRequest to the | i st St r eans method of the client.
The return value | i st St r eans is stored in a Li st StreansResul t object. The code calls the

get St r eanmNanmes method on this object and stores the returned stream names in the st r eanNanes
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list. Note that Streams might return fewer streams than specified by the specified limit even if there are
more streams than that in the account and region. To ensure that you retrieve all the streams, use the
get HasMor eSt r eans method as described in the next code example.

while (listStreansResult. getHasMoreStreans())
{

if (streamNanes.size() > 0) {

i stStreansRequest. set Excl usi veStart StreanName(streanNanes. get (stream

Nares. si ze() - 1));

}

listStreansResult = client.listStreans(listStreamsRequest);

streanNanes. addAl | (Ii st StreansResul t. get St reamNanes());

This code calls the get HasMor eSt r eans method on | i st St r eansRequest to check if there are
additional streams available beyond the ones returned in the initial call to | i st St r eans. If so, the code
calls the set Excl usi veSt art St r eanNane method with the name of the last stream that was returned
in the previous call to | i st St r eans. The set Excl usi veSt art St r eanNanme method causes the next
callto | i st St r eans to start after that stream. The group of stream names returned by that call is then
added to the st r eamNan®es list. This process continues until all the stream names have been collected
in the list.

The streams returned by | i st St r eans can be in one of the following states:

* CREATI NG
* ACTI VE

* UPDATI NG
* DELETI NG

You can check the state of a stream using the descri beSt r eammethod, as shown in the previous
section, Creating a Stream (p. 94).

Retrieving Shards from a Stream

The response object returned by the descr i beSt r eammethod enables you to retrieve information about
the shards that comprise the stream. To retrieve the shards, call the get Shar ds method on this object.
This method might not return all the shards from the stream in a single call. In the following code, we
check the get HasMor eShar ds method on get St r eanDescr i pt i on to see if there are additional shards
that were not returned. If so, that is, if this method returns t r ue, we continue to call get Shar ds in a loop,
adding each new batch of returned shards to our list of shards. The loop exits when get HasMor eShar ds
returns f al se; that is, all shards have been returned. Note that get Shar ds does not return shards that
are in the EXPI RED state. For more information about shard states, including the EXPI RED state, see
Data Routing, Data Persistence, and Shard State after a Reshard (p. 101).

Descri beStreanRequest descri beStreanRequest = new Descri beStreanRequest () ;
descri beStreanRequest . set StreamNane( nyStreamNane ) ;
Li st <Shard> shards = new ArrayLi st<>();
String exclusiveStartShardld = null;
do {
descri beStreanRequest . set Excl usi veStart Shardl d( excl usi veStart Shardld );
Descri beStreanResult descri beStreanResult = client.describeStrean( describe
StreanRequest ) ;
shards. addAl | ( descri beStreanResul t. get StreanDescription().getShards() );
if (describeStreanResult. getStreanmDescription().getHasMreShards() &&
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shards.size() > 0) {
exclusiveStart Shardld = shards. get(shards. si ze() - 1).getShardld();

} else {
excl usiveStart Shardl d

nul | ;

} while ( exclusiveStartShardld !'= null );

Deleting a Stream

You can delete a stream with the Streams console, or programmatically. To delete a stream
programmatically, use Del et eSt r eanRequest as shown in the following code.

Del et eSt r eanRequest del et eStreanRequest = new Del et eSt r eanRequest () ;
del et eSt r eanRequest . set St r eamNane( ny St r eanNane) ;
client.del eteStrean(del et eStreanRequest);

You should shut down any applications that are operating on the stream before you delete it. If an
application attempts to operate on a deleted stream, it receives Resour ceNot Found exceptions. Also,
if you subsequently create a new stream that has the same name as your previous stream, and applications
that were operating on the previous stream are still running, these applications might try to interact with
the new stream as though it was the previous stream—uwhich would result in unpredictable behavior.

Resharding a Stream

Streams supports resharding, which enables you to adjust the number of shards in your stream in order
to adapt to changes in the rate of data flow through the stream. Resharding is considered an advanced
operation. If you are new to Streams, return to this subject once you are familiar with all the other aspects
of Streams.

There are two types of resharding operations: shard split and shard merge. In a shard split, you divide a
single shard into two shards. In a shard merge, you combine two shards into a single shard. Resharding
is always "pairwise" in the sense that you cannot split into more than two shards in a single operation,
and you cannot merge more than two shards in a single operation. The shard or pair of shards that the
resharding operation acts on are referred to as parent shards. The shard or pair of shards that result from
the resharding operation are referred to as child shards.

Splitting increases the number of shards in your stream and therefore increases the data capacity of the
stream. Because you are charged on a per-shard basis, splitting increases the cost of your stream.
Similarly, merging reduces the number of shards in your stream and therefore decreases the data
capacity—and cost—of the stream.

Resharding is typically performed by an administrative application which is distinct from the producer
(put) applications, and the consumer (get) applications. Such an administrative application monitors the
overall performance of the stream based on metrics provided by CloudWatch or based on metrics collected
from the producers and consumers. The administrative application would also need a broader set of IAM
permissions than the consumers or producers because the consumers and producers usually should not
need access to the APIs used for resharding. For more information about IAM permissions for Streams,
see Controlling Access to Amazon Kinesis Streams Resources Using IAM (p. 129).

Topics
¢ Strategies for Resharding (p. 98)
¢ Splitting a Shard (p. 98)
¢ Merging Two Shards (p. 99)
¢ After Resharding (p. 100)
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Strategies for Resharding

The purpose of resharding is to enable your stream to adapt to changes in the rate of data flow. You split
shards to increase the capacity (and cost) of your stream. You merge shards to reduce the cost (and
capacity) of your stream.

One approach to resharding could be to simply split every shard in the stream—which would double the
stream's capacity. However, this might provide more additional capacity than you actually need and
therefore create unnecessary cost.

You can also use metrics to determine which are your "hot" or "cold" shards, that is, shards that are
receiving much more data, or much less data, than expected. You could then selectively split the hot
shards to increase capacity for the hash keys that target those shards. Similarly, you could merge cold
shards to make better use of their unused capacity.

You can obtain some performance data for your stream from the CloudWatch metrics that Streams
publishes. However, you can also collect some of your own metrics for your streams. One approach
would be to log the hash key values generated by the partition keys for your data records. Recall that
you specify the partition key at the time that you add the record to the stream.

put Recor dRequest . set Partiti onKey( String.format( "myPartitionKey" ) );

Streams uses MD5 to compute the hash key from the partition key. Because you specify the partition key
for the record, you could use MD5 to compute the hash key value for that record and log it.

You could also log the IDs of the shards that your data records are assigned to. The shard ID is available
by using the get Shar dl d method of the put Recor dResul t s object returned by the put Recor ds
method, and the put Recor dResul t object returned by the put Recor d method.

String shardld = put RecordResul t. get Shardl d();

With the shard IDs and the hash key values, you can determine which shards and hash keys are receiving
the most or least traffic. You can then use resharding to provide more or less capacity, as appropriate
for these keys.

Splitting a Shard

To split a shard, you need to specify how hash key values from the parent shard should be redistributed
to the child shards. When you add a data record to a stream, it is assigned to a shard based on a hash
key value. The hash key value is the MD5 hash of the partition key that you specify for the data record
at the time that you add the data record to the stream; data records that have the same partition key also
have the same hash key value.

The possible hash key values for a given shard constitute a set of ordered contiguous non-negative
integers. This range of possible hash key values is given by:

shar d. get HashKeyRange() . get St arti ngHashKey() ;
shar d. get HashKeyRange() . get Endi ngHashKey() ;

When you split the shard, you specify a value in this range. That hash key value and all higher hash key
values are distributed to one of the child shards. All the lower hash key values are distributed to the other
child shard.

The following code demonstrates a shard split operation that redistributes the hash keys evenly between
each of the child shards, essentially splitting the parent shard in half. This is just one possible way of
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dividing the parent shard. You could, for example, split the shard so that the lower one-third of the keys
from the parent go to one child shard and the upper two-thirds of the keys go to other child shard. However,
for many applications, splitting shards in half is an effective approach.

The code assumes that ny St r eanNane holds the name of your stream and the object variable shar d
holds the shard to split. Begin by instantiating a new spl i t Shar dRequest object and setting the stream
name and shard ID.

Spli t Shar dRequest split ShardRequest = new Split Shar dRequest () ;
spl it Shar dRequest . set StreanNane( mySt r eamNane) ;
spl it Shar dRequest . set Shar dToSpl i t (shard. get Shardl d());

Determine the hash key value that is half-way between the lowest and highest values in the shard. This
is the starting hash key value for the child shard that will contain the upper half of the hash keys from the
parent shard. Specify this value in the set NewSt ar t i ngHashKey method. You need specify only this
value; Streams automatically distributes the hash keys below this value to the other child shard that is
created by the split. The last step is to call the spl i t Shar d method on the Streams client.

Bi gl nt eger startingHashKey = new Bi gl nt eger (shar d. get HashKeyRange() . get Starti ng
HashKey());

Bi gl nt eger endi ngHashKey = new Bi gl nt eger (shar d. get HashKeyRange() . get Endi ng
HashKey());

String newStartingHashKey = startingHashKey. add(endi ngHashKey) . di vi de(new Bi
glnteger("2")).toString();

spl it Shar dRequest . set NewSt ar t i ngHashKey( newSt art i ngHashKey) ;
client.splitShard(splitShardRequest);

The first step after this procedure is shown in Waiting for a Stream to Become Active Again (p. 100).

Merging Two Shards

A shard merge operation takes two specified shards and combines them into a single shard. After the
merge, the single child shard receives data for all hash key values covered by the two parent shards.

Shard Adjacency

In order to merge two shards, the shards must be adjacent. Two shards are considered adjacent if the

union of the hash key ranges for the two shards form a contiguous set with no gaps. For example, if you
have two shards, one with a hash key range of 276...381 and the other with a hash key range of 382...454,
then you could merge these two shards into a single shard that would have a hash key range of 276...454.

To take another example, if you have two shards, one with a hash key range of 276..381 and the other
with a hash key range of 455...560, then you could not merge these two shards because there would be
one or more shards between these two that cover the range 382..454.

The set of all OPEN shards in a stream—as a group—always spans the entire range of MD5 hash key
values. For more information about shard states—such as CLOSED—see Data Routing, Data Persistence,
and Shard State after a Reshard (p. 101).

To identify shards that are candidates for merging, you should filter out all shards that are in a CLOSED
state. Shards that are OPEN—that is, not CLOSED—have an ending sequence number of nul | . You can
test the ending sequence number for a shard using:

if( null == shard. get SequenceNunber Range() . get Endi ngSequenceNunber () )
{
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/1 Shard is OPEN, so it is a possible candidate to be merged.
}

After filtering out the closed shards, sort the remaining shards by the highest hash key value supported
by each shard. You can retrieve this value using:

shar d. get HashKeyRange() . get Endi ngHashKey() ;

If two shards are adjacent in this filtered, sorted list, they can be merged.
Code for the Merge Operation

The following code merges two shards. The code assumes that my St r eanNane holds the name of your
stream and the object variables shar d1 and shar d2 hold the two adjacent shards to merge.

For the merge operation, begin by instantiating a new mer geShar dsRequest object. Specify the stream
name with the set St r eanNanme method. Then specify the two shards to merge using the

set Shar dToMer ge and set Adj acent Shar dToMer ge methods. Finally, call the mer geShar ds method
on Streams client to carry out the operation.

Mer geShar dsRequest mner geShar dsRequest = new Mer geShar dsRequest () ;
mer geShar dsRequest . set St r eanName( my St r eamNane) ;

mer geShar dsRequest . set Shar dToMer ge(shar dl. get Shardl d());

mer geShar dsRequest . set Adj acent Shar dToMer ge(shar d2. get Shardl d());
cl i ent. mer geShar ds( ner geShar dsRequest ) ;

The first step after this procedure is shown in Waiting for a Stream to Become Active Again (p. 100).

After Resharding

After any kind of resharding procedure, and before normal record processing resumes, other procedures
and considerations are required. The following sections describe these.

Topics
¢ Waiting for a Stream to Become Active Again (p. 100)
¢ Data Routing, Data Persistence, and Shard State after a Reshard (p. 101)

Waiting for a Stream to Become Active Again

After you call a resharding operation, either spl i t Shar d or ner geShar ds, you need to wait for the
stream to become active again. The code to use is the same as when you wait for a stream to become
active after creating a stream (p. 94). That code is reproduced below.

Descri beStreanRequest descri beStreanRequest = new Descri beStreanRequest () ;
descri beStreanRequest . set StreamNanme( nyStreamNane );

long startTine = SystemcurrentTineM I 1is();
long endTine = startTinme + ( 10 * 60 * 1000 );
while ( SystemcurrentTimreMIlis() < endTinme )
{
try {
Thr ead. sl eep(20 * 1000);

}
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catch ( Exception e ) {}

try {
Descri beStreanResult describeStreanmResponse = client.describeStreanm de

scri beStreanRequest );
String streanttatus = descri beStreanResponse. get StreanDescri ption(). get
Streantt at us() ;
if ( streanBtatus.equals( "ACTIVE" ) ) {
br eak;
}
/1
/1 sleep for one second
I

try {
Thr ead. sl eep( 1000 );
}

catch ( Exception e ) {}
z:atch ( Resour ceNot FoundException e ) {}
if ( SystemcurrentTimeMIlis() >= endTine )
{ throw new Runti nmeException( "Stream" + nyStreanmNane + " never went active"

)
}

Data Routing, Data Persistence, and Shard State after a Reshard

Streams is a real-time data streaming service, which is to say that your applications should assume that
data is flowing continuously through the shards in your stream. When you reshard, data records that were
flowing to the parent shards are re-routed to flow to the child shards based on the hash key values that
the data-record partition keys map to. However, any data records that were in the parent shards before
the reshard remain in those shards. In other words, the parent shards do not disappear when the reshard
occurs; they persist along with the data they contained prior to the reshard. The data records in the parent
shards are accessible using the get Shar dl t er at or and get Recor ds (p. 81) operations in the Streams
API, or through the Amazon Kinesis Client Library.

Note

Data records are accessible from the time they are added to the stream to the current retention
period. This holds true regardless of any changes to the shards in the stream during that time
period. For more information about a stream’s retention period, see Changing the Data Retention
Period (p. 102).

In the process of resharding, a parent shard transitions from an OPEN state to a CLOSED state to an
EXPI RED state.

» OPEN: Before a reshard operation, a parent shard is in the OPEN state, which means that data records
can be both added to the shard and retrieved from the shard.

» CLOSED: After a reshard operation, the parent shard transitions to a CLOSED state. This means that
data records are no longer added to the shard. Data records that would have been added to this shard
are now added to a child shard instead. However, data records can still be retrieved from the shard for
a limited time.

« EXPIRED: After the stream's retention period has expired, all the data records in the parent shard have
expired and are no longer accessible. At this point, the shard itself transitions to an EXPI RED state.
Callstoget St reanDescri ption(). get Shar ds to enumerate the shards in the stream do not include
EXPI RED shards in the list shards returned. For more information about a stream’s retention period,
see Changing the Data Retention Period (p. 102).
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After the reshard has occurred and the stream is again in an ACTI VE state, you could immediately begin
to read data from the child shards. However, the parent shards that remain after the reshard could still
contain data that you haven't read yet that was added to the stream prior to the reshard. If you read data
from the child shards before having read all data from the parent shards, you could read data for a
particular hash key out of the order given by the data records' sequence numbers. Therefore, assuming
that the order of the data is important, you should, after a reshard, always continue to read data from the
parent shards until it is exhausted, and only then begin reading data from the child shards. When

get Recor dsResul t. get Next Shar dl t er at or returns nul |, it indicates that you have read all the
data in the parent shard. If you are reading data using the Amazon Kinesis Client Library, the library
ensures that you receive the data in order even if a reshard occurs.

Changing the Data Retention Period

Streams supports changes to the data record retention period of your stream. An Amazon Kinesis stream
is an ordered sequence of data records meant to be written to and read from in real-time. Data records
are therefore stored in shards in your stream temporarily. The time period from when a record is added
to when it is no longer accessible is called the retention period. An Amazon Kinesis stream stores records
from 24 hours by default, up to 168 hours.

You can increase the retention period up to 168 hours using the IncreaseStreamRetentionPeriod operation,
and decrease the retention period down to a minimum of 24 hours using the
DecreaseStreamRetentionPeriod operation. The request syntax for both operations includes the stream
name and the retention period in hours. Finally, you can check the current retention period of a stream
by calling the DescribeStream operation.

Both operations are easy to operate. An example of changing the retention period is shown via the AWS
CLI (link) below.

aws kinesis increase-streamretention-period --stream nane retentionPeri odDenp
--retention-period-hours 72

Streams stops making records inaccessible at the old retention period within several minutes of increasing
the retention period. For example, changing the retention period from 24 hours to 48 hours means records
added to the stream 23 hours 55 minutes prior will still be available after 24 hours have passed.

Streams almost immediately makes records older than the new retention period inaccessible upon
decreasing the retention period. Therefore, great care should be taken when calling the
DecreaseStreamRetentionPeriod operation.

You should set your data retention period to ensure that your consumers are able to read data before it
expires, if problems occur. You should carefully consider all possibilities such as an issue with your record
processing logic or a downstream dependency being down for a long period of time. The retention period
should be thought of as a safety net to allow more time for your data consumers to recover. The retention
period API operations allow you to set this up proactively or to respond to operational events reactively.

Additional charges apply for streams with a retention period set above 24 hours. For more information,
see Amazon Kinesis Streams Pricing.

Monitoring Amazon Kinesis Streams

You can monitor Amazon Kinesis Streams using the following features:

e CloudWatch metrics (p. 103)— Streams sends Amazon CloudWatch custom metrics with detailed
monitoring for each stream.
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¢ Amazon Kinesis Agent (p. 111)— The Amazon Kinesis Agent publishes custom CloudWatch metrics to
help assess if the agent is working as expected.

e APl logging (p. 111)— Streams uses AWS CloudTrail to log API calls and store the data in an Amazon
S3 bucket.

¢ Amazon Kinesis Client Library (p. 115)— Streams Client Library (KCL) provides metrics per shard,
worker, and KCL application.

¢ Amazon Kinesis Producer Library (p. 123)— Streams Producer Library (KPL) provides metrics per shard,
worker, and KPL application.

Monitoring the Amazon Kinesis Streams Service
with Amazon CloudWatch

Amazon Kinesis Streams and Amazon CloudWatch are integrated so that you can collect, view, and
analyze CloudWatch metrics for your Amazon Kinesis streams. For example, to keep track of shard
usage, you can monitor the Put Recor ds. Byt es and Get Recor ds. Byt es metrics and compare them
to the number of shards in the stream.

The metrics that you configure for your streams are automatically collected and pushed to CloudWatch
every minute. Metrics are archived for two weeks; after that period, the data is discarded.

The following table describes basic stream-level and enhanced shard-level monitoring for Amazon Kinesis
streams.

Type Description

Basic (stream-level) Stream-level data is available automatically in 1-
minute periods at no charge.

Enhanced (shard-level) Shard-level data is available in 1-minute periods
at an additional cost. To get this level of data, you
must specifically enable it for the stream using the
EnableEnhancedMonitoring operation.

For information about pricing, see the Amazon
CloudWatch product page.

Topics
¢ Amazon Kinesis Streams Dimensions and Metrics (p. 103)
¢ Accessing Amazon CloudWatch Metrics for Streams (p. 110)

Amazon Kinesis Streams Dimensions and Metrics

Streams sends metrics to CloudWatch at two levels; the stream level and, optionally, the shard level.
Stream-level metrics are for most common monitoring use cases in normal conditions. Shard-level metrics
are for specific monitoring tasks, usually related to troubleshooting, and are enabled using the
EnableEnhancedMonitoring operation.

For an explanation of the statistics gathered from CloudWatch metrics, see CloudWatch Statistics in the
Amazon CloudWatch Developer Guide.

Topics
¢ Basic Stream-level Metrics (p. 104)
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» Enhanced Shard-level Metrics (p. 107)
¢ Dimensions for Amazon Kinesis Streams Metrics (p. 109)
» Recommended Amazon Kinesis Streams Metrics (p. 109)

Basic Stream-level Metrics

Streams sends the following stream-level metrics to CloudWatch every minute. These metrics are always
available.

Metric Description

Get Recor ds. Byt es The number of bytes retrieved from the Amazon Kinesis stream, measured
over the specified time period. Minimum, Maximum, and Average statistics
represent the bytes in a single Get Recor ds operation for the stream in the
specified time period.

Shard-level metric name: Qut goi ngByt es

Dimensions: StreamName

Statistics: Minimum, Maximum, Average, Sum, Samples
Units: Bytes

Get Records. I t erat - | This metric is deprecated. Use Get Records. | t er at or AgeM | | i seconds.
or Age

Get Records. I terat- | The age of the last record in all Get Recor ds calls made against an Amazon

or AgeM | | i seconds | Kinesis stream, measured over the specified time period. Age is the difference
between the current time and when the last record of the Get Recor ds call
was written to the stream. The Minimum and Maximum statistics can be used
to track the progress of Amazon Kinesis consumer applications. A value of
zero indicates that the records being read are completely caught up with the
stream.

Shard-level metric name: | t er at or AgeM | | i seconds
Dimensions: StreamName

Statistics: Minimum, Maximum, Average, Samples
Units: Milliseconds

Get Recor ds. Lat ency | The time taken per Get Recor ds operation, measured over the specified time
period.

Dimensions: StreamName
Statistics: Minimum, Maximum, Average

Units: Milliseconds
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Metric

Cet Recor ds. Records

Get Recor ds. Success

I ncom ngByt es

I nconm ngRecor ds

Put Recor d. Byt es

Description

The number of records retrieved from the shard, measured over the specified
time period. Minimum, Maximum, and Average statistics represent the records
in a single Get Recor ds operation for the stream in the specified time period.

Shard-level metric name: Qut goi ngRecor ds
Dimensions: StreamName

Statistics: Minimum, Maximum, Average, Sum, Samples
Units: Count

The number of successful Get Recor ds operations per stream, measured
over the specified time period.

Dimensions: StreamName
Statistics: Average, Sum, Samples
Units: Count

The number of bytes successfully put to the Amazon Kinesis stream over the
specified time period. This metric includes bytes from Put Recor d and Put Re-
cor ds operations. Minimum, Maximum, and Average statistics represent the
bytes in a single put operation for the stream in the specified time period.

Shard-level metric name: | ncomi ngByt es

Dimensions: StreamName

Statistics: Minimum, Maximum, Average, Sum, Samples
Units: Bytes

The number of records successfully put to the Amazon Kinesis stream over
the specified time period. This metric includes record counts from Put Recor d
and Put Recor ds operations. Minimum, Maximum, and Average statistics
represent the records in a single put operation for the stream in the specified
time period.

Shard-level metric name: | ncom ngRecor ds
Dimensions: StreamName

Statistics: Minimum, Maximum, Average, Sum, Samples
Units: Count

The number of bytes put to the Amazon Kinesis stream using the Put Recor d
operation over the specified time period.

Dimensions: StreamName
Statistics: Minimum, Maximum, Average, Sum, Samples

Units: Bytes
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Metric

Put Recor d.

Put Recor d.

Put Recor ds

Put Recor ds

Put Recor ds

Put Recor ds

Lat ency

Success

. Bytes

. Lat ency

. Records

. Success

Description

The time taken per Put Recor d operation, measured over the specified time
period.

Dimensions: StreamName
Statistics: Minimum, Maximum, Average
Units: Milliseconds

The number of successful Put Recor d operations per Amazon Kinesis stream,
measured over the specified time period. Average reflects the percentage of
successful writes to a stream.

Dimensions: StreamName
Statistics: Average, Sum, Samples
Units: Count

The number of bytes put to the Amazon Kinesis stream using the Put Recor ds
operation over the specified time period.

Dimensions: StreamName
Statistics: Minimum, Maximum, Average, Sum, Samples
Units: Bytes

The time taken per Put Recor ds operation, measured over the specified time
period.

Dimensions: StreamName
Statistics: Minimum, Maximum, Average
Units: Milliseconds

The number of successful records in a Put Recor ds operation per Amazon
Kinesis stream, measured over the specified time period.

Dimensions: StreamName
Statistics: Minimum, Maximum, Average, Sum, Samples
Units: Count

The number of Put Recor ds operations where at least one record succeeded,
per Amazon Kinesis stream, measured over the specified time period.

Dimensions: StreamName
Statistics: Average, Sum, Samples

Units: Count
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Metric Description

ReadPr ovi si oned- The number of Get Recor ds calls throttled for the stream over the specified
Thr oughput Exceeded | time period. The most commonly used statistic for this metric is Average.

When the Minimum statistic has a value of 1, all records were throttled for
the stream during the specified time period.

When the Maximum statistic has a value of 0 (zero), no records were throttled
for the stream during the specified time period.

Shard-level metric name: ReadPr ovi si onedThr oughput Exceeded
Dimensions: StreamName

Statistics: Minimum, Maximum, Average, Sum, Samples

Units: Count

Wit eProvisioned- | The number of records rejected due to throttling for the stream over the spe-

Thr oughput Exceeded | cified time period. This metric includes throttling from Put Recor d and Put Re-
cor ds operations. The most commonly used statistic for this metric is Aver-
age.

When the Minimum statistic has a nhon-zero value, records were being throttled
for the stream during the specified time period.

When the Maximum statistic has a value of O (zero), no records were being
throttled for the stream during the specified time period.

Shard-level metric name: Wi t ePr ovi si onedThr oughput Exceeded
Dimensions: StreamName
Statistics: Minimum, Maximum, Average, Sum, Samples

Units: Count

Enhanced Shard-level Metrics

Amazon Kinesis sends the following shard-level metrics to CloudWatch every minute. These metrics are
not enabled by default. There is a nominal charge for enhanced metrics emitted from Amazon Kinesis.
For more information, see Amazon CloudWatch Pricing.

Metric Description

I ncom ngByt es The number of bytes successfully put to the shard over the specified time
period. This metric includes bytes from Put Recor d and Put Recor ds opera-
tions. Minimum, Maximum, and Average statistics represent the bytes in a
single put operation for the shard in the specified time period.

Stream-level metric name: | ncom ngByt es
Dimensions: StreamName, ShardID
Statistics: Minimum, Maximum, Average, Sum, Samples

Units: Bytes
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Metric

I ncom ngRecor ds

IteratorAgeM I i -
seconds

Qut goi ngByt es

Qut goi ngRecor ds

Description

The number of records successfully put to the shard over the specified time
period. This metric includes record counts from Put Recor d and Put Recor ds
operations. Minimum, Maximum, and Average statistics represent the records
in a single put operation for the shard in the specified time period.

Stream-level metric name: | ncom ngRecor ds
Dimensions: StreamName, ShardID

Statistics: Minimum, Maximum, Average, Sum, Samples
Units: Count

The age of the last record in all Get Recor ds calls made against a shard,
measured over the specified time period. Age is the difference between the
current time and when the last record of the Get Recor ds call was written to
the stream. The Minimum and Maximum statistics can be used to track the
progress of Amazon Kinesis consumer applications. A value of O (zero) indic-
ates that the records being read are completely caught up with the stream.

Stream-level metric name: Get Recor ds. | t erat or AgeM | | i seconds
Dimensions: StreamName, ShardID

Statistics: Minimum, Maximum, Average, Samples

Units: Milliseconds

The number of bytes retrieved from the shard, measured over the specified
time period. Minimum, Maximum, and Average statistics represent the bytes
in a single Get Recor ds operation for the shard in the specified time period.

Stream-level metric name: Get Recor ds. Byt es
Dimensions: StreamName, ShardID

Statistics: Minimum, Maximum, Average, Sum, Samples
Units: Bytes

The number of records retrieved from the shard, measured over the specified
time period. Minimum, Maximum, and Average statistics represent the records
in a single Get Recor ds operation for the shard in the specified time period.

Stream-level metric name: Get Recor ds. Recor ds
Dimensions: StreamName, ShardID
Statistics: Minimum, Maximum, Average, Sum, Samples

Units: Count
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Metric Description

ReadPr ovi si oned- The number of Get Recor ds calls throttled for the shard over the specified

Thr oughput Exceeded | time period. This exception count covers all dimensions of the following limits:
5 reads per shard per second or 2 MB per second per shard. The most
commonly used statistic for this metric is Average.

When the Minimum statistic has a value of 1, all records were throttled for
the shard during the specified time period.

When the Maximum statistic has a value of 0 (zero), no records were throttled
for the shard during the specified time period.

Stream-level metric name: ReadPr ovi si onedThr oughput Exceeded
Dimensions: StreamName, ShardID

Statistics: Minimum, Maximum, Average, Sum, Samples

Units: Count

Wit eProvisioned- | The number of records rejected due to throttling for the shard over the spe-

Thr oughput Exceeded | cified time period. This metric includes throttling from Put Recor d and Put Re-
cor ds operations and covers all dimensions of the following limits: 1,000
records per second per shard or 1 MB per second per shard. The most
commonly used statistic for this metric is Average.

When the Minimum statistic has a nhon-zero value, records were being throttled
for the shard during the specified time period.

When the Maximum statistic has a value of O (zero), no records were being
throttled for the shard during the specified time period.

Stream-level metric name: Wi t ePr ovi si onedThr oughput Exceeded
Dimensions: StreamName, ShardID
Statistics: Minimum, Maximum, Average, Sum, Samples

Units: Count

Dimensions for Amazon Kinesis Streams Metrics

You can use the following dimensions to filter the metrics for Amazon Kinesis Streams.

Dimension Description
St r eanrNanme The name of the Amazon Kinesis stream.
Shar dl D The shard ID within the Amazon Kinesis stream.

Recommended Amazon Kinesis Streams Metrics

There are several Amazon Kinesis Streams metrics of particular interest to the majority of Streams
customers. The following list provides recommended metrics and their uses.
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Metric Usage Notes

Get Records. | t erat - | Tracks the read position across all shards and consumers in the stream. Note

orAgeM | | i seconds | thatif an iterator's age passes 50% of the retention period (by default 24
hours, configurable up to 7 days), there is risk for data loss due to record
expiration. We advise the use of CloudWatch alarms on the Maximum statistic
to alert you before this loss is a risk. For an example scenario that uses this
metric, see Consumer Record Processing Falling Behind (p. 86).

ReadPr ovi si oned- When your consumer side record processing is falling behind, it is sometimes

Thr oughput Exceeded | difficult to know where the bottleneck is. Use this metric to determine if your
reads are being throttled due to exceeding your read throughput limits. The
most commonly used statistic for this metric is Average.

Wit eProvisioned- | Thisis forthe same purpose as the ReadPr ovi si onedThr oughput Ex-
Thr oughput Exceeded | ceeded metric, but for the producer (put) side of the stream. The most com-
monly used statistic for this metric is Average.

Put Recor d. Success, | We advise the use of CloudWatch alarms on the Average statistic to indicate

Put Recor ds. Success | if records are failing to the stream. Choose one or both put types depending
on what your producer uses. If using the Kinesis Producer Library (KPL), use
Put Recor ds. Success.

Get Recor ds. Success | We advise the use of CloudWatch alarms on the Average statistic to indicate
if records are failing from the stream.

Accessing Amazon CloudWatch Metrics for Streams

You can monitor metrics for Streams using the CloudWatch console, the command line, or the CloudWatch
API. The following procedures show you how to access metrics using these different methods.

To access metrics using the CloudWatch console

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.

From the navigation bar, select a region.

In the navigation pane, choose Metrics.

In the CloudWatch Metrics by Category pane, choose Kinesis Metrics.

Click the relevant row to view the statistics for the specified MetricName and StreamName.

gk wdeE

Note: Most console statistic names match the corresponding CloudWatch metric names listed above,
with the exception of Read Throughput and Write Throughput. These statistics are calculated over
5-minute intervals: Write Throughput monitors the | ncom ngByt es CloudWatch metric, and Read
Throughput monitors Get Recor ds. Byt es.

6. (Optional) Inthe graph pane, select a statistic and a time period and then create a CloudWatch alarm
using these settings.

To access metrics using the AWS CLI

Use the list-metrics and get-metric-statistics commands.

To access metrics using the CloudWatch CLI

Use the mon-list-metrics and mon-get-stats commands.

To access metrics using the CloudWatch API
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Use the ListMetrics and GetMetricStatistics operations.

Monitoring Streams Agent Health with Amazon
CloudWatch

The agent publishes custom CloudWatch metrics with a namespace of AWSKinesisAgent to help assess
if the agent is submitting data into Streams as specified, and is healthy and consuming the appropriate
amount of CPU and memory resources on the data producer. Metrics such as number of records and
bytes sent are useful to understand the rate at which the agent is submitting data to the stream. When
these metrics fall below expected thresholds by some percentage or drop to zero, it could indicate
configuration issues, network errors, or agent health issues. Metrics such as on-host CPU and memory
consumption and agent error counters indicate data producer resource usage, and provide insights into
potential configuration or host errors. Finally, the agent also logs service exceptions to help investigate
agent issues. These metrics are reported in the region specified in the agent configuration setting

cl oudwat ch. endpoi nt . For more information about agent configuration, see Optional Agent Configuration
Settings (p. 56).

Monitoring with CloudWatch

The Streams agent sends the following metrics to CloudWatch.

Metric Description
Byt esSent The number of bytes sent to Streams over the specified time period.
Units: Bytes

Recor dSendAt t enpt s | The number of records attempted (either first time, or as a retry) in a call to
Put Recor ds over the specified time period.

Units: Count

RecordSendErrors The number of records that returned failure status in a call to Put Recor ds,
including retries, over the specified time period.

Units: Count

Servi ceErrors The number of calls to Put Recor ds that resulted in a service error (other
than a throttling error) over the specified time period.

Units: Count

Logging Amazon Kinesis Streams API Calls Using
AWS CloudTrail

Amazon Kinesis Streams is integrated with AWS CloudTrail, which captures API calls made by or on
behalf of Streams and delivers the log files to the Amazon S3 bucket that you specify. The API calls can
be made indirectly by using the Streams console or directly by using the Streams API. Using the information
collected by CloudTrail, you can determine what request was made to Streams, the source IP address
from which the request was made, who made the request, when it was made, and so on. To learn more
about CloudTrail, including how to configure and enable it, see the AWS CloudTrail User Guide.
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Streams and CloudTrall

After you enable CloudTrail logging, calls made to Streams actions are tracked in log files. Records for
Streams are written in a log file, together with records from any other AWS service enabled for CloudTrail
logging. CloudTrail determines when to create and write to a new file based on the specified time period
and file size.

The following actions are supported:

e CreateStream
¢ DeleteStream
¢ DescribeStream
e ListStreams

¢ MergeShards

e SplitShard

Each log entry contains information about who generated the request. For example, if a request is made
to create a stream (CreateStream), the user identity of the person or service that made the request is
logged. The user identity information helps you determine whether the request was made with root or
IAM user credentials, with temporary security credentials for a role or federated user, or by another AWS
service. For more information, see the userldentity Element in the AWS CloudTrail User Guide.

You can store your log files in your bucket for as long as you need to, but you can also define Amazon
S3 lifecycle rules to archive or delete log files automatically. By default, your log files are encrypted by
using Amazon S3 server-side encryption (SSE).

You can also aggregate Streams log files from multiple AWS regions and multiple AWS accounts into a
single Amazon S3 bucket. For information, see Aggregating CloudTrail Log Files to a Single Amazon S3
Bucket in the AWS CloudTrail User Guide.

You can have CloudTrail publish SNS noatifications when new log files are delivered if you want to take
quick action upon log file delivery. For information, see Configuring Amazon SNS Notifications in the
AWS CloudTrail User Guide.

Log File Entries for Streams

CloudTrail log files can contain one or more log entries, where each entry is made up of multiple
JSON-formatted events. A log entry represents a single request from any source and includes information
about the requested action, any parameters, the date and time of the action, and so on. The log entries
are not guaranteed to be in any particular order. That is, this is not an ordered stack trace of API calls.

The following is an example CloudTrail log entry.

{
"Records": [
{
"event Version": "1.01",
"userldentity": {
"type": "I AMJser",

"principalld': "EX_PRI NC PAL_I D',

"arn": "arn:aws:iam:012345678910: user/Alice",
"accountld": "012345678910",

"accessKeyl d": "EXAMPLE _KEY_I D',

"user Name": "Alice"
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"event Ti me": "2014-04-19T00: 16: 312",

"event Source": "kinesis.amazonaws. coni',

"event Nane": "CreateStreant,

"awsRegi on": "us-east-1",

"sour cel PAddress": "127.0.0.1",

"user Agent": "aws-sdk-java/ unknown-version Li nux/x.xx",

"request Paraneters": {
"shardCount": 1,
"streanNane": "GoodStreant
H
"responseEl ements": null,
"request| D': "db6c59f 8-c757-11e3-bc3b-57923b443clc",
"event| D': "b7acfcd0O-6ca9-4eel-a3d7-c4e8d420d99b"

"event Version": "1.01",
"userldentity": {
"type": "I AMJser",

“principalld': "EX PRI NCIPAL_I D",

"arn": "arn:aws:iam:012345678910: user/ Alice",
"account | d": "012345678910",

"accessKeyl d": "EXAMPLE_KEY_I D',

"user Nane": "Alice"
}s
"event Ti ne": "2014-04-19T00:17: 062",
"event Source": "kinesis.amazonaws. cont,
"event Nanme": "DescribeStreant,
"awsRegi on": "us-east-1",
"sour cel PAddress": "127.0.0.1",
"user Agent": "aws-sdk-java/ unknown-version Li nux/x.xx",

"request Paraneters": {
"streanmNane": " GoodStreant
}s
"responseEl ements": null,
"request| D': "f0944d86-c757-11e3- bdae-25654b1d3136",
"event | D': "0b2f 1396- 88af - 4561- b16f - 398f 8eaea596"

"event Version": "1.01",
"userldentity": {
"type": "I AMJser",

“principalld": "EX PRI NCIPAL_I D',

"arn": "arn:aws:iam:012345678910: user/ Al i ce",
"account | d": "012345678910",

"accessKeyl d": "EXAMPLE_KEY_I D',

"user Nane": "Alice"
}s
"event Ti ne": "2014-04-19T00: 15: 027",
"event Source": "kinesis.amazonaws. coni,
"event Nane": "ListStreans",
"awsRegi on": "us-east-1",
"sour cel PAddress": "127.0.0.1",
"user Agent": "aws-sdk-java/ unknown-version Linux/x.xx",
"request Paraneters": {

"limt": 10
}s

"responseEl ements": null,
"request| D': "a68541ca-c757-11e3-901b-chcfe5b3677a",
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"event| D': "22a5f b8f -4e61- 4bee- aBad- 3b72046b4c4d"

"event Version": "1.01",
"userldentity": {
"type": "I AMJser",

“principalld": "EX_ PRI NCIPAL_I D",

"arn": "arn:aws:iam:012345678910: user/ Al i ce",
"account | d": "012345678910",

"accessKeyl d": "EXAMPLE_KEY_I D',

"user Nane": "Alice"
}s
"event Ti ne": "2014-04-19T00:17:07Z",
"event Source": "kinesis.amazonaws. coni',
"event Name": "Del eteStreant,
"awsRegi on": "us-east-1",
"sour cel PAddress": "127.0.0.1",
"user Agent": "aws-sdk-java/ unknown-version Linux/x.xx",

"request Paraneters": {
"streanmNane": " GoodStreant
}s
"responseEl ements": null,
"requestI D': "f10cd97c-c757-11e3-901b-chcfe5b3677a",
"event| D': "607e7217-31la-4a08-a904-ec02944596dd"

"event Version": "1.01",
"userldentity": {
"type": "I AMJser",

“principalld": "EX PRI NCIPAL_I D",

"arn": "arn:aws:iam:012345678910: user/ Al i ce",
"account | d": "012345678910",

"accessKeyl d": "EXAMPLE_KEY_I D',

"user Name": "Alice"
H
"event Ti me": "2014-04-19T00: 15: 032",
"event Source": "Kkinesis.anmazonaws. cont',
"event Nanme": "SplitShard",
"awsRegi on": "us-east-1",
"sour cel PAddress": "127.0.0.1",
"user Agent": "aws-sdk-java/ unknown-version Linux/x.xx",

"request Paraneters": {
"shardToSplit": "shardl d-000000000000",
"streanNane": "GoodStreant,
"newSt arti ngHashKey": "11111111"
H
"responseEl ements": null,
"request| D': "a6e6e9cd-c757-11e3-901b-chcfe5b3677a",
"event | D': "dcd2126f-c8d2-4186-b32a-192dd48d7e33"

"event Version": "1.01",
"userldentity": {
"type": "I AMJser",

“principalld": "EX PRI NCIPAL_I D",

"arn": "arn:aws:iam:012345678910: user/ Al i ce",
"account | d": "012345678910",

"accessKeyl d": "EXAMPLE_KEY_I D',
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"user Name": "Alice"
H
"event Ti me": "2014-04-19T00: 16: 562",
"event Source": "Kkinesis.anmazonaws. cont',
"event Narme": " MergeShards",
"awsRegi on": "us-east-1",
"sour cel PAddress": "127.0.0.1",
"user Agent": "aws-sdk-java/ unknown-version Li nux/x.xx",

"request Paraneters": {
"streanNane": "GoodStreant,
"adj acent ShardToMer ge": "shardl d- 000000000002",
"shar dToMer ge": "shardl d- 000000000001
H
"responseEl ements": null,
"request| D': "e9f9c8eb-c757-11e3- bf 1d- 6948db3cd570",
"event| D': "77cf0d06-ce90-42da-9576-71986f ec411f"

Monitoring the Amazon Kinesis Client Library with
Amazon CloudWatch

The Amazon Kinesis Client Library (KCL) for Amazon Kinesis Streams publishes custom Amazon
CloudWatch metrics on your behalf, using the name of your KCL application as the namespace. You can
view these metrics by navigating to the CloudWatch console and choosing Custom Metrics. For more
information about custom metrics, see Publish Custom Metrics in the Amazon CloudWatch Developer
Guide.

There is a nominal charge for the metrics uploaded to CloudWatch by the KCL; specifically, Amazon
CloudWatch Custom Metrics and Amazon CloudWatch API Requests charges apply. For more information,
see Amazon CloudWatch Pricing.

Topics
¢ Metrics and Namespace (p. 115)
¢ Metric Levels and Dimensions (p. 115)
¢ Metric Configuration (p. 116)
e List of Metrics (p. 116)

Metrics and Namespace

The namespace used to upload metrics will be the application name specified when you launch the KCL.

Metric Levels and Dimensions

There are two options to control which metrics are uploaded to CloudWatch:

metric levels
Every metric is assigned an individual level. When you set a metrics reporting level, metrics with an
individual level below the reporting level are not sent to CloudWatch. The levels are: NONE, SUMVARY,
and DETAI LED. The default setting is DETAI LED; that is, all metrics are sent to CloudWatch. A
reporting level of NONE means no metrics are sent at all. For information about which levels are
assigned to what metrics, see List of Metrics (p. 116).
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enabled dimensions
Every KCL metric has associated dimensions that also get sent to CloudWatch. Qper at i on dimension
is always uploaded and cannot be disabled. By default, the Wor ker | dent i f i er dimension is
disabled, and only the Oper at i on and Shar dI D dimensions are uploaded.

For more information about CloudWatch metric dimensions, see the Dimensions section in the
CloudWatch Concepts topic, in the Amazon CloudWatch Developer Guide.

Note that when the Wor ker | dent i fi er dimension is enabled, if a different value is used for the
worker ID property every time a particular KCL worker restarts, new sets of metrics with new

Wor ker I dent i fi er dimension values are sent to CloudWatch. If you need the Wor ker | dent i fi er
dimension value to be the same across specific KCL worker restarts, you must explicitly specify the
same worker ID value during initialization for each worker. Note that the worker ID value for each
active KCL worker must be unique across all KCL workers.

Metric Configuration

Metric levels and enabled dimensions can be configured using the KinesisClientLibConfiguration instance,
which is passed to Worker when launching the KCL application. In the MultiLangDaemon case, the
metricsLevel and netri csEnabl edDi mensi ons properties can be specified in the .properties file
used to launch the MultiLangDaemon KCL application.

Metric levels can be assigned one of three values: NONE, SUMMARY, or DETAILED. Enabled dimensions
values must be comma-separated strings with the list of dimensions that are allowed for the CloudWatch
metrics. The dimensions used by the KCL application are Oper at i on, Shar dl D, and Wor ker I denti fi er.

List of Metrics

The following tables list the KCL metrics, grouped by scope and operation.

Topics
¢ Per-KCL-Application Metrics (p. 116)
¢ Per-Worker Metrics (p. 119)
e Per-Shard Metrics (p. 121)

Per-KCL-Application Metrics

These metrics are aggregated across all KCL workers within the scope of the application, as defined by
the Amazon CloudWatch namespace.

Topics
¢ InitializeTask (p. 116)
¢ ShutdownTask (p. 117)
e ShardSyncTask (p. 118)
¢ BlockOnParentTask (p. 119)

InitializeTask

Thel ni ti al i zeTask operation is responsible for initializing the record processor for the KCL application.
The logic for this operation includes getting a shard iterator from Streams and initializing the record
processor.

Metrics:
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Metric name Description
KinesisDataFetch- Number of successful Get Shar dl t er at or operations per KCL application.
er.getlterator.Success
Metric level: Detailed
Units: Count
KinesisDataFetch- Time taken per Get Shar dl t er at or operation for the given KCL application.
er.getlterator.Time
Metric level: Detailed
Units: Milliseconds
RecordProcessor.initial- | Time taken by the record processor’s initialize method.
ize.Time
Metric level: Summary
Units: Milliseconds
Success Number of successful record processor initializations.
Metric level: Summary
Units: Count
Time Time taken by the KCL worker for the record processor initialization.

Metric level: Summary

Units: Milliseconds

ShutdownTask

The Shut downTask operation initiates the shutdown sequence for shard processing. This can occur
because a shard is split or merged, or when the shard lease is lost from the worker. In both cases, the
record processor shut down() function is invoked. New shards are also discovered in the case where a
shard was split or merged, resulting in creation of one or two new shards.

Metrics:

Metric name Description

CreateLease.Success | Number of times that new child shards are successfully added into the KCL
application DynamoDB table following parent shard shutdown.

Metric level: Detailed
Units: Count

CreatelLease.Time Time taken for adding new child shard information in the KCL application
DynamoDB table.

Metric level: Detailed

Units: Milliseconds
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UpdateLease.Success | Number of successful final checkpoints during the record processor shutdown.
Metric level: Detailed
Units: Count
UpdateLease.Time Time taken by the checkpoint operation during the record processor shutdown.
Metric level: Detailed
Units: Milliseconds
RecordProcessor.shut- | Time taken by the record processor’s shutdown method.
down.Time
Metric level: Summary
Units: Milliseconds
Success Number of successful shutdown tasks.
Metric level: Summary
Units: Count
Time Time taken by the KCL worker for the shutdown task.

Metric level: Summary

Units: Milliseconds

ShardSyncTask

The Shar dSyncTask operation discovers changes to shard information for the Amazon Kinesis stream,
S0 new shards can be processed by the KCL application.

Metrics:

Metric name Description

CreateLease.Success | Number of successful attempts to add new shard information into the KCL
application DynamoDB table.

Metric level: Detailed
Units: Count

CreateLease.Time Time taken for adding new shard information in the KCL application Dy-
namoDB table.

Metric level: Detailed
Units: Milliseconds

Success Number of successful shard sync operations.
Metric level: Summary

Units: Count
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Time Time taken for the shard sync operation.
Metric level: Summary

Units: Milliseconds

BlockOnParentTask

If the shard is split or merged with other shards, then new child shards are created. The
Bl ockOnPar ent Task operation ensures that record processing for the new shards does not start until
the parent shards are completely processed by the KCL.

Metrics:
Metric name Description
Success Number of successful checks for parent shard completion .
Metric level: Summary
Units: Count
Time Time taken for parent shards completion.

Metric level: Summary

Unit: Milliseconds

Per-Worker Metrics

These metrics are aggregated across all record processors consuming data from a Amazon Kinesis
stream, such as an Amazon EC2 instance.

Topics
¢ RenewAllLeases (p. 119)
¢ TakelLeases (p. 120)

RenewAllLeases
The RenewAl | Leases operation periodically renews shard leases owned by a particular worker instance.

Metrics:

Metric name Description

RenewlLease.Success | Number of successful lease renewals by the worker.
Metric level: Detailed
Units: Count

RenewlLease.Time Time taken by the lease renewal operation.
Metric level: Detailed

Units: Milliseconds
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CurrentLeases Number of shard leases owned by the worker after all leases are renewed.
Metric level: Summary
Units: Count

LostLeases Number of shard leases that were lost following an attempt to renew all leases
owned by the worker.

Metric level: Summary
Units: Count
Success Number of times lease renewal operation was successful for the worker.
Metric level: Summary
Units: Count
Time Time taken for renewing all leases for the worker.
Metric level: Summary

Units: Milliseconds

TakelLeases

The TakelLeases operation balances record processing between all KCL workers. If the current KCL
worker has fewer shard leases than required, it takes shard leases from another worker that is overloaded.

Metrics:

Metric name Description

ListLeases.Success Number of times all shard leases were successfully retrieved from the KCL
application DynamoDB table.

Metric level: Detailed
Units: Count

ListLeases.Time Time taken to retrieve all shard leases from the KCL application DynamoDB
table.

Metric level: Detailed
Units: Milliseconds

TakeLease.Success Number of times the worker successfully took shard leases from other KCL
workers.

Metric level: Detailed
Units: Count

TakeLease.Time Time taken to update the lease table with leases taken by the worker.
Metric level: Detailed

Units: Milliseconds
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NumWorkers Total number of workers, as identified by a specific worker.
Metric level: Summary
Units: Count

NeededLeases Number of shard leases that the current worker needs for a balanced shard-
processing load.

Metric level: Detailed
Units: Count

LeasesToTake Number of leases that the worker will attempt to take.
Metric level: Detailed
Units: Count

TakenLeases Number of leases taken successfully by the worker.
Metric level: Summary
Units: Count

TotalLeases Total number of shards that the KCL application is processing.
Metric level: Detailed
Units: Count

ExpiredLeases Total number of shards that are not being processed by any worker, as
identified by the specific worker.

Metric level: Summary
Units: Count
Success Number of times the TakeLeases operation successfully completed.
Metric level: Summary
Units: Count
Time Time taken by the TakeLeases operation for a worker.
Metric level: Summary

Units: Milliseconds

Per-Shard Metrics
These metrics are aggregated across a single record processor.
ProcessTask

The Pr ocessTask operation calls GetRecords with the current iterator position to retrieve records from
the stream and invokes the record processor pr ocessRecor ds function.

Metrics:
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Metric name Description

KinesisDataFetch- Number of successful Get Recor ds operations per Amazon Kinesis stream
er.getRecords.Success | shard.

Metric level: Detailed

Units: Count
KinesisDataFetch- Time taken per Get Recor ds operation for the Amazon Kinesis stream shard.
er.getRecords.Time

Metric level: Detailed

Units: Milliseconds

UpdateLease.Success | Number of successful checkpoints made by the record processor for the
given shard.

Metric level: Detailed
Units: Count
UpdateLease.Time Time taken for each checkpoint operation for the given shard.
Metric level: Detailed
Units: Milliseconds
DataBytesProcessed Total size of records processed in bytes on each Pr ocessTask invocation.
Metric level: Summary
Units: Byte
RecordsProcessed Number of records processed on each Pr ocessTask invocation.
Metric level: Summary
Units: Count
Expiredlterator Number of ExpiredliteratorException received when calling Get Recor ds.
Metric level: Summary
Units: Count

MillisBehindLatest Time that the current iterator is behind from the latest record (tip) in the shard.
This value is less than or equal to the difference in time between the latest
record in a response and the current time. This is a more accurate reflection
of how far a shard is from the tip than comparing timestamps in the last re-
sponse record. Note that this value applies to the latest batch of records, not
an average of all timestamps in each record.

Metric level: Summary

Units: Milliseconds
RecordProcessor.pro- | Time taken by the record processor’s pr ocessRecor ds method.
cessRecords.Time

Metric level: Summary

Units: Milliseconds
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Success Number of successful process task operations.
Metric level: Summary
Units: Count

Time Time taken for the process task operation.
Metric level: Summary

Units: Milliseconds

Monitoring the Amazon Kinesis Producer Library
with Amazon CloudWatch

The Amazon Kinesis Producer Library (KPL) for Amazon Kinesis Streams publishes custom Amazon
CloudWatch metrics on your behalf. You can view these metrics by navigating to the CloudWatch console
and choosing Custom Metrics. For more information about custom metrics, see Publish Custom Metrics
in the Amazon CloudWatch Developer Guide.

There is a nominal charge for the metrics uploaded to CloudWatch by the KPL; specifically, Amazon
CloudWatch Custom Metrics and Amazon CloudWatch API Requests charges apply. For more information,
see Amazon CloudWatch Pricing. Local metrics gathering does not incur CloudWatch charges.

Topics
¢ Metrics, Dimensions, and Namespaces (p. 123)
¢ Metric Level and Granularity (p. 123)
¢ Local Access and Amazon CloudWatch Upload (p. 124)
¢ List of Metrics (p. 125)

Metrics, Dimensions, and Namespaces

You can specify an application name when launching the KPL, which is then used as part of the namespace
when uploading metrics. This is optional; the KPL provides a default value if an application name is not
set.

You can also configure the KPL to add arbitrary additional dimensions to the metrics. This is useful if you
want finer-grained data in your CloudWatch metrics. For example, you can add the host name as a
dimension, which will then allow you to identify uneven load distributions across your fleet. All KPL
configuration settings are immutable, so these additional dimensions cannot be changed after the KPL
instance is initialized.

Metric Level and Granularity

There are two options to control the number of metrics uploaded to CloudWatch:

metric level
This is a rough gauge of how important a metric is. Every metric is assigned a level. When you set
a level, metrics with levels below that are not sent to CloudWatch. The levels are NONE, SUMVARY,
and DETAI LED. The default setting is DETAI LED; that is, all metrics. NONE means no metrics at all,
S0 no metrics are actually assigned to that level.
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granularity
This controls whether the same metric is emitted at additional levels of granularity. The levels are
GLOBAL, STREAM and SHARD. The default setting is SHARD, which contains the most granular metrics.

When SHARD is chosen, metrics are emitted with the stream name and shard ID as dimensions. In
addition, the same metric is also emitted with only the stream name dimension, and the metric without
the stream name. This means that, for a particular metric, two streams with two shards each will
produce seven CloudWatch metrics: one for each shard, one for each stream, and one overall; all
describing the same statistics but at different levels of granularity. For an illustration, see the diagram
below.

The different granularity levels form a hierarchy, and all the metrics in the system form trees, rooted
at the metric names:

Metri cName (GLOBAL): Metric X Metric Y
| |
| | | |
StreamNane (STREAM : Stream A Stream B Stream A Stream B
| |
| | | |
Shar dl D ( SHARD) : Shard 0 Shard 1 Shard 0 Shard 1

Not all metrics are available at the shard level; some are stream level or global by nature. These will
not be produced at shard level even if you have enabled shard-level metrics (Met ri ¢ Y in the diagram
above).

When you specify an additional dimension, you need to provide values for t upl e: <Di nensi onNanre,
Di mensi onVal ue, Granul arity>.The granularity is used to determine where the custom
dimension is inserted in the hierarchy: G_OBAL means the additional dimension is inserted after the
metric name, STREAMmeans it's inserted after the stream name, and SHARD means it's inserted after
the shard ID. If multiple additional dimensions are given per granularity level, they are inserted in the
order given.

Local Access and Amazon CloudWatch Upload

Metrics for the current KPL instance are available locally in real time; you can query the KPL at any time
to get them. The KPL locally computes the sum, average, minimum, maximum, and count of every metric,
as in CloudWatch.

You can get statistics that are cumulative from the start of the program to the present point in time, or
using a rolling window over the past N seconds, where N is an integer between 1 and 60.

All metrics are available for upload to CloudWatch. This is especially useful for aggregating data across
multiple hosts, monitoring, and alarming. This functionality is not available locally.

As described previously, you can select which metrics to upload with the metric level and granularity
settings. Metrics that are not uploaded are available locally.

Uploading data points individually is untenable because it could produce millions of uploads per second,
if traffic is high. For this reason, the KPL aggregates metrics locally into 1-minute buckets and uploads a
statistics object to CloudWatch one time per minute, per enabled metric.
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List of Metrics

Metric

User Records Re-
cei ved

User Records
Pendi ng

Records Put

User

User
Put

Records Data

Ki nesi s Records
Put

Ki nesi s Records
Dat a Put

Description

Count of how many logical user records were received by the KPL core for
put operations. Not available at shard level.

Metric level: Detailed
Unit: Count

Periodic sample of how many user records are currently pending. A record
is pending if it is either currently buffered and waiting for to be sent, or sent
and in-flight to the backend service. Not available at shard level.

The KPL provides a dedicated method to retrieve this metric at the global
level for customers to manage their put rate.

Metric level: Detailed
Unit: Count
Count of how many logical user records were put successfully.

The KPL does not count failed records for this metric. This allows the average
to give the success rate, the count to give the total attempts, and the difference
between the count and sum to give the failure count.

Metric level: Summary

Unit: Count

Bytes in the logical user records successfully put.
Metric level: Detailed

Unit: Bytes

Count of how many Streams records were put successfully (each Streams
record can contain multiple user records).

The KPL outputs a zero for failed records. This allows the average to give
the success rate, the count to give the total attempts, and the difference
between the count and sum to give the failure count.

Metric level: Summary

Unit: Count

Bytes in the Streams records.
Metric level: Detailed

Unit: Bytes
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Errors by Code

Al Errors

Retries per Record

Buf fering Time

Request Tine

User Records per
Ki nesis Record

Amazon Ki nesis Re-
cords per PutRe-
cor dsRequest

Count of each type of error code. This introduces an additional dimension of
Er r or Code, in addition to the normal dimensions such as St r eaniNare and
Shar dI D. Not every error can be traced to a shard. The errors that cannot
be traced are only emitted at stream or global levels. This metric captures
information about such things as throttling, shard map changes, internal fail-
ures, service unavailable, timeouts, and so on.

Streams API errors are counted one time per Streams record. Multiple user
records within a Streams record do not generate multiple counts.

Metric level: Summary
Unit: Count

This is triggered by the same errors as Errors by Code, but does not distin-
guish between types. This is useful as a general monitor of the error rate
without requiring a manual sum of the counts from all the different types of
errors.

Metric level: Summary
Unit: Count

Number of retries performed per user record. Zero is emitted for records that
succeed in one try.

Data is emitted at the moment a user record finishes (when it either succeeds
or can no longer be retried). If record time-to-live is a large value, this metric
may be significantly delayed.

Metric level: Detailed
Unit: Count

The time between a user record arriving at the KPL and leaving for the
backend. This information is transmitted back to the user on a per-record
basis, but is also available as an aggregated statistic.

Metric level: Summary

Unit: Milliseconds

The time it takes to perform Put Recor dsRequest s.

Metric level: Detailed

Unit: Milliseconds

The number of logical user records aggregated into a single Streams record.
Metric level: Detailed

Unit: Count

The number of Streams records aggregated into a single Put Recor d-
sRequest . Not available at shard level.

Metric level: Detailed

Unit: Count
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User Records per The total number of user records contained within a Put Recor dsRequest .
Put Recor dsRequest | This is roughly equivalent to the product of the previous two metrics. Not
available at shard level.

Metric level: Detailed

Unit: Count

Tagging Your Streams in Amazon Kinesis
Streams

You can assign your own metadata to streams you create in Amazon Kinesis Streams in the form of tags.
A tag is a key-value pair that you define for a stream. Using tags is a simple yet powerful way to manage
AWS resources and organize data, including billing data.

Contents
¢ Tag Basics (p. 127)
e Tracking Costs Using Tagging (p. 127)
¢ Tag Restrictions (p. 128)
¢ Tagging Streams Using the Streams Console (p. 128)
¢ Tagging Streams Using the AWS CLI (p. 129)
¢ Tagging Streams Using the Streams API (p. 129)

Tag Basics

You use the Streams console, AWS CLI, or Streams API to complete the following tasks:

¢ Add tags to a stream
« List the tags for your streams
« Remove tags from a stream

You can use tags to categorize your streams. For example, you can categorize streams by purpose,
owner, or environment. Because you define the key and value for each tag, you can create a custom set
of categories to meet your specific needs. For example, you might define a set of tags that helps you
track streams by owner and associated application. Here are several examples of tags:

¢ Project: Project name

¢ Owner: Name

¢ Purpose: Load testing

« Application: Application name
« Environment: Production

Tracking Costs Using Tagging

You can use tags to categorize and track your AWS costs. When you apply tags to your AWS resources,
including streams, your AWS cost allocation report includes usage and costs aggregated by tags. You
can apply tags that represent business categories (such as cost centers, application names, or owners)
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to organize your costs across multiple services. For more information, see Use Cost Allocation Tags for
Custom Billing Reports in the AWS Billing and Cost Management User Guide.

Tag Restrictions

The following restrictions apply to tags.

Basic restrictions

The maximum number of tags per resource (stream) is 10.
Tag keys and values are case-sensitive.
You can't change or edit tags for a deleted stream.

Tag key restrictions

Each tag key must be unique. If you add a tag with a key that's already in use, your new tag overwrites
the existing key-value pair.

You can't start a tag key with aws: because this prefix is reserved for use by AWS. AWS creates tags
that begin with this prefix on your behalf, but you can't edit or delete them.

Tag keys must be between 1 and 128 Unicode characters in length.

Tag keys must consist of the following characters: Unicode letters, digits, white space, and the following
special characters: _ . /| =+ - @

Tag value restrictions

Tag values must be between 0 and 255 Unicode characters in length.

Tag values can be blank. Otherwise, they must consist of the following characters: Unicode letters,
digits, white space, and any of the following special characters: _ . / = + - @

Tagging Streams Using the Streams Console

You can add, list, and remove tags using the Streams console.

To view the tags for a stream

1.
2.
3.

Open the Streams console. In the navigation bar, expand the region selector and select a region.
On the Stream List page, select a stream.
On the Stream Details page, click the Tags tab.

To add a tag to a stream

A\

Open the Streams console. In the navigation bar, expand the region selector and select a region.
On the Stream List page, select a stream.
On the Stream Details page, click the Tags tab.

Specify the tag key in the Key field, optionally specify a tag value in the Value field, and then click
Add Tag.

If the Add Tag button is not enabled, either the tag key or tag value that you specified don't meet
the tag restrictions. For more information, see Tag Restrictions (p. 128).

To view your new tag in the list on the Tags tab, click the refresh icon.
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To remove a tag from a stream

1. Open the Streams console. In the navigation bar, expand the region selector and select a region.
2. Onthe Stream List page, select a stream.

3. On the Stream Details page, click the Tags tab, and then click the Remove icon for the tag.

4. Inthe Delete Tag dialog box, click Yes, Delete.

Tagging Streams Using the AWS CLI

You can add, list, and remove tags using the AWS CLI. For examples, see the following documentation.

add-tags-to-stream
Adds or updates tags for the specified stream.

list-tags-for-stream
Lists the tags for the specified stream.

remove-tags-from-stream
Removes tags from the specified stream.

Tagging Streams Using the Streams API

You can add, list, and remove tags using the Streams API. For examples, see the following documentation:

AddTagsToStream
Adds or updates tags for the specified stream.

ListTagsForStream
Lists the tags for the specified stream.

RemoveTagsFromStream
Removes tags from the specified stream.

Controlling Access to Amazon Kinesis Streams
Resources Using IAM

AWS Identity and Access Management (IAM) enables you to do the following:

¢ Create users and groups under your AWS account

¢ Assign unique security credentials to each user under your AWS account

¢ Control each user's permissions to perform tasks using AWS resources

¢ Allow the users in another AWS account to share your AWS resources

« Create roles for your AWS account and define the users or services that can assume them

¢ Use existing identities for your enterprise to grant permissions to perform tasks using AWS resources

By using IAM with Streams, you can control whether users in your organization can perform a task using
specific Streams API actions and whether they can use specific AWS resources.

If you are developing an application using the Amazon Kinesis Client Library (KCL), your policy must
include permissions for Amazon DynamoDB and Amazon CloudWatch; the KCL uses DynamoDB to track
state information for the application, and CloudWatch to send KCL metrics to CloudWatch on your behalf.
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For more information about the KCL, see Developing Amazon Kinesis Streams Consumers Using the
Amazon Kinesis Client Library (p. 65).

For more information about IAM, see the following:

¢ Identity and Access Management (IAM)
¢ Getting Started
¢ |AM User Guide

For more information about IAM and Amazon DynamoDB, see Using IAM to Control Access to Amazon
DynamoDB Resources in the Amazon DynamoDB Developer Guide.

For more information about IAM and Amazon CloudWatch, see Controlling User Access to Your AWS
Account in the Amazon CloudWatch Developer Guide.

Contents
¢ Policy Syntax (p. 130)
¢ Actions for Streams (p. 131)
¢ Amazon Resource Names (ARNS) for Streams (p. 131)
¢ Example Policies for Streams (p. 131)

Policy Syntax

An 1AM policy is a JSON document that consists of one or more statements. Each statement is structured
as follows:

{

"Statenment": [{
"Effect":"effect",
"Action":"action",
"Resource":"arn",
"Condition":{

"condition":{
"key":"val ue"
}
}
}
]
}

There are various elements that make up a statement:

« Effect: The effect can be Al | owor Deny. By default, IAM users don't have permission to use resources
and API actions, so all requests are denied. An explicit allow overrides the default. An explicit deny
overrides any allows.

¢ Action: The action is the specific API action for which you are granting or denying permission.

¢ Resource: The resource that's affected by the action. To specify a resource in the statement, you need
to use its Amazon Resource Name (ARN).

« Condition: Conditions are optional. They can be used to control when your policy will be in effect.

As you create and manage |IAM policies, you might want to use the AWS Policy Generator and the IAM
Policy Simulator.
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Actions for Streams

In an IAM policy statement, you can specify any API action from any service that supports IAM. For
Streams, use the following prefix with the name of the API action: ki nesi s: . For example:
ki nesi s: Creat eStream ki nesi s: Li st St reans, and ki nesi s: Descri beSt ream

To specify multiple actions in a single statement, separate them with commas as follows:

"Action": ["kinesis:actionl", "kinesis:action2"]

You can also specify multiple actions using wildcards. For example, you can specify all actions whose
name begins with the word "Get" as follows:

"Action": "kinesis:Get*"

To specify all Streams operations, use the * wildcard as follows:

"Action": "kinesis:*"

For the complete list of Streams API actions, see the Amazon Kinesis AP| Reference.

Amazon Resource Names (ARNS) for Streams

Each IAM policy statement applies to the resources that you specify using their ARNSs.

Use the following ARN resource format for Amazon Kinesis streams:

"Resource": arn:aws: ki nesis:region:account-id:stream stream nane

For example:

"Resource": arn:aws: Kkinesis:*:111122223333: stream nmy-stream

Example Policies for Streams

The following example policies demonstrate how you could control user access to your Amazon Kinesis
streams.
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Example 1: Allow users to get data from a stream

This policy allows a user or group to perform the Descr i beSt r eam Li st St r eans, Get Shardl t er at or,
and Get Recor ds operations on the specified stream. This policy could be applied to users who should
be able to get data from a specific stream.

{
"Version": "2012-10-17",
"Statenent": [
{
"Effect": "Alow',
"Action": [
"kinesis: Get*"
I,
"Resource": |
"arn: aws: ki nesi s: us-east-1:111122223333: streani streanl”
]
}s
{
"Effect": "Alow',
"Action": [
"Kki nesi s: Descri beStreant
I,
"Resource": [
"arn: aws: ki nesi s: us-east-1:111122223333: streani streanl”
]
}s
{
"Effect": "Alow',
"Action": [
"Ki nesi s: Li st Streans"
I,
"Resource": |
W
]
}
]
}
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Example 2: Allow users to add data to any stream in the account

This policy allows a user or group to use the Put Recor d operation with any of the account's streams.
This policy could be applied to users that should be able to add data records to all streams in an account.

{
"Version": "2012-10-17",
"Statenent": [
{
"Effect": "Alow',
"Action": [
"Kki nesi s: Put Recor d”
I,
"Resource": [
"arn:aws: ki nesi s: us-east-1:111122223333: stream *"
]
}
]
}

Example 3: Allow any Streams action on a specific stream

This policy allows a user or group to use any Streams operation on the specified stream. This policy could
be applied to users that should have administrative control over a specific stream.

{
"Version": "2012-10-17",
"Statenment": [
{
"Effect": "Alow',
"Action": "kinesis:*",
"Resource": |
"arn:aws: ki nesi s: us-east-1:111122223333: st rean st reantl"
]
}
]
}

Example 4: Allow any Streams action on any stream

This policy allows a user or group to use any Streams operation on any stream in an account. Because
this policy grants full access to all your streams, you should restrict it to administrators only.

{
"Version": "2012-10-17",
"Statenent": [
{
"Effect": "Al ow',
"Action": "Kkinesis:*",
"Resource": [
"arn: aws: ki nesi s: *:111122223333: streanf *"
]
}
]
}
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The following table describes the important changes to the Amazon Kinesis Streams documentation.

Change

New content for en-
hanced CloudWatch
metrics.

New content for en-
hanced Amazon Kin-
esis agent.

New content for us-
ing Amazon Kinesis
agents.

Update KPL content
for release 0.10.0.

Update KCL metrics
topic for configurable
metrics.

Re-organized con-
tent.

New KPL developer's
guide topic.

New KCL metrics
topic.

Support for KCL
.NET

Support for KCL
Node.js

Support for KCL
Ruby

Description

Updated Monitoring Amazon Kinesis Streams (p. 102).

Updated Writing to Amazon Kinesis Streams Using
Amazon Kinesis Agent (p. 53).

Added Writing to Amazon Kinesis Streams Using Amazon
Kinesis Agent (p. 53).

Added Developing Amazon Kinesis Streams Producers
Using the Amazon Kinesis Producer Library (p. 39).

Added Monitoring the Amazon Kinesis Client Library with
Amazon CloudWatch (p. 115).

Significantly re-organized content topics for more concise
tree view and more logical grouping.

Added Developing Amazon Kinesis Streams Producers
Using the Amazon Kinesis Producer Library (p. 39).

Added Monitoring the Amazon Kinesis Client Library with
Amazon CloudWatch (p. 115).

Added Developing an Amazon Kinesis Client Library
Consumer in .NET (p. 75).

Added Developing an Amazon Kinesis Client Library
Consumer in Node.js (p. 72).

Added links to KCL Ruby library.

Date Changed
April 19, 2016

April 11, 2016

October 2, 2015

July 15, 2015

July 9, 2015

July 01, 2015

June 02, 2015

May 19, 2015

May 1, 2015

March 26, 2015

January 12, 2015
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Change Description Date Changed

New API PutRecords | Added information about new PutRecords API to the December 15, 2014
section called “Adding Multiple Records with PutRe-
cords” (p. 49).

Support for tagging | Added Tagging Your Streams in Amazon Kinesis September 11, 2014
Streams (p. 127).

New CloudWatch Added the metric Get Records. IteratorAgeM I 1i- | September 3, 2014

metric seconds to Amazon Kinesis Streams Dimensions and

Metrics (p. 103).

New monitoring Added Monitoring Amazon Kinesis Streams (p. 102) and | July 30, 2014
chapter Monitoring the Amazon Kinesis Streams Service with
Amazon CloudWatch (p. 103).

New sample applica- | Added Tutorial: Visualizing Web Traffic Using Amazon June 27, 2014
tion Kinesis Streams (p. 10).

Default shard limit Updated the Amazon Kinesis Streams Limits (p. 7): the | February 25, 2014
default shard limit has been raised from 5 to 10.

Default shard limit Updated the Amazon Kinesis Streams Limits (p. 7): the | January 28, 2014
default shard limit has been raised from 2 to 5.

API version updates | Updates for version 2013-12-02 of the Streams API. December 12, 2013

Initial release Initial release of the Amazon Kinesis Developer Guide. | November 14, 2013
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AWS Glossary

For the latest AWS terminology, see the AWS Glossary in the AWS General Reference.
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