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Summary  This paper examines the efficacy of the general-to-specific modeling approach
associated with the L SE school of econometrics using asimulation framework. A mechanical
agorithm is developed which mimics some aspects of the search procedures used by LSE
practitioners. The agorithm is tested using 1000 replications of each of nine regression
models and a data set patterned after Lovell’s (1983) study of data mining. The algorithm
is assessed for its ability to recover the data-generating process. Monte Carlo estimates
of the size and power of exclusion tests based on t-statistics for individual variables in the
specification are aso provided. The roles of alternative sizes for specification tests in the
algorithm, the consequences of different signal-to-noise ratios, and strategies for reducing
overparameterization are al so investigated. Theresultsare largely favorable to the general-to-
specific approach. In particular, the size of exclusion tests remains close to the nominal size
used in the algorithm despite extensive search.
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1. INTRODUCTION

In recent years a variety of competing econometric methodologies have been debated: among
others, structural modeling, vector autoregressions, calibration, extreme-bounds analysis, and the
so-called LSE [London School of Economics] approach.! In this study, we evaluate the last of
these, the L SE approach—not philosophically, theoretically or methodologically, but practically.
We pose the question: in a simulation study in which we know the underlying process that
generated the data, do the methods advocated by David Hendry and other practitioners of the
L SE econometric methodology in fact recover the true specification?? A doubt often felt, and
sometimes articul ated, about the L SE approach isthat it amounts to systematized ‘datamining'.
The practice of data mining has itself been scrutinized only infrequently (e.g. Mayer (1980,

1see Ingram (1995), Canova (1995), Mizon (1995), Kydland and Prescott (1995), and Leamer (1983) for overviews.

2The adjective ‘LSE' is, to some extent, a misnomer. It derives from the fact that there is a tradition of time-series
econometrics that began in the 1960s at the London School of Economics; see Mizon (1995) for a brief history. The
practitioners of LSE econometrics are nhow widely dispersed among academic institutions throughout Britain and the
world.
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1993), Cox (1982), Leamer (1983, 1985), Lovell (1983), Chatfield (1995), Hoover (1995), Nester
(1996)).

Lovell (1983) makes one of the few attempts that we know of to eval uate specification search
in a simulation framework. Unfortunately, none of the search algorithms that he investigates
comes close to approximating L SE methodology. Still, Lovell’s simulation framework provides
aneutral test-bed on which we evaluate L SE methods, one in which there is no question of our
having ‘ cooked the books' . Within thisframework, we pose a straightforward question: doesthe
L SE approach work?

2. ENCOMPASSING AND THE PROBLEM OF DATA MINING

The relevant LSE methodology is the general-to-specific modeling approach.® It relies on an
intuitively appealingidea. A sufficiently complicated model can, in principle, describethe salient
features of the economic world.* Any more parsimonious model is an improvement on such a
complicated model if it conveysall of the sameinformationinasimpler, morecompact form. Such
aparsimonious model would necessarily be superior to al other modelsthat are restrictions of the
completely general model except, perhaps, to a class of models nested within the parsimonious
model itself. The art of model specification in the LSE framework is to seek out models that
are valid parsimonious restrictions of the completely general model, and that are not redundant
in the sense of having an even more parsimonious models nested within them that are also valid
restrictions of the completely general model.

The name ‘ general-to-specific’ itself implies the contrasting methodology. The L SE school
stigmatizes much of common econometric practice as specific-to-general. Here one starts with
a simple model, perhaps derived from a simplified (or highly restricted) theory. If one finds
econometric problems (e.g. serial correlation in the estimated errors) then one complicates the
model in a manner intended to solve the problem at hand (e.g. one postulates that the error
follows afirst-order autoregressive process (AR(1)) of aparticular form, so that estimation using
a Cochrane-Orcutt procedure makes sense).

Thegeneral-to-specific modeling approachisrel ated to thetheory of encompassing.> Roughly
speaking, onemodel encompasses another if it conveysall of theinformation conveyed by another
model. It is easy to understand the fundamental idea by considering two non-nested models of
the same dependent variable. Which is better? Consider a more general model that uses the
non-redundant union of the regressors of the two models. If model | isavalid restriction of the
more general model (e.g. based on an F-test), and model 1 is not, then model | encompasses
model 11. If model 11 isavalid restriction and model | is not, then model 11 encompasses model
I. In either case, we know everything about the joint model from one of the restricted models;
we therefore know everything about the other restricted model from the one. Thereis, of course,
no necessity that either model will be a valid restriction of the joint model: each could convey

3The LSE approach is described sympathetically in Gilbert (1986), Hendry (1995, 1997, esp. Chs 9-15), Pagan
(2987), Phillips (1988), Ericsson et al. (1990), and Mizon (1995). For more sceptical accounts, see Hansen (1996) and
Faust and Whiteman (1995, 1997) to which Hendry (1997) replies.

4This is a truism. Practically, however, it involves a leap of faith; for models that are one-to-one, or even distantly
approach one-to-one, with the world are not tractable.

5For general discussions of encompassing, see, for example, Mizon (1984, 1995), Hendry and Richard (1987) and
Hendry (1988, 1995, Ch. 14).
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information that the other failed to convey. In population, anecessary, but not sufficient, condition
for one model to encompass another isthat it have alower standard error of regression.®

A hierarchy of encompassing models arises naturally in a general-to-specific modeling exer-
cise. A model is tentatively admissible on the LSE view if it is congruent with the data in the
sense of being: (i) consistent with the measuring system (e.g. not permitting negative fitted values
in cases in which the data are intrinsically positive), (ii) coherent with the data in that its errors
are innovations that are white noise as well as a martingale difference sequence relative to the
data considered, and (iii) stable (cf. Phillips (1988, pp. 352-353), White (1990, pp. 370-374),
Mizon (1995, pp. 115-122)). Further conditions (e.g. consistency with economic theory, weak
exogeneity of the regressors with respect to parameters of interest, orthogonality of decision
variables) may aso be required for economic interpretability or to support policy interventions
or other particular purposes. While consistency with economic theory and weak exogeneity are
important components of the LSE methodology, they are not the focus here and are presumed
in the simulation study. If aresearcher begins with a tentatively admissible general model and
pursues a chain of simplifications, at each step maintaining admissibility and checking whether
the simplified model is a valid restriction of the more general model, then the simplified model
will be a more parsimonious representation of all the models higher on that particular chain of
simplification and will encompass all of the models lower along the same chain.

The first charge against the general-to-specific approach as an example of invidious data
mining points out that the encompassing relationships that arise so naturally apply only to a
specific path of simplifications. There is no automatic encompassing relationship between the
final models of different researchers who have wandered down different paths in the forest of
models nested in the general model. One answer to this is that any two models can be tested
for encompassing, either through the application of non-nested hypothesis tests or through the
approach described above of nesting them within ajoint model. Thus, the question of which,
if either, encompasses the other can always be resolved. Nevertheless, critics may object—with
some justification—that such playoffs are rare and do not consider the entire range of possible
termini of general -to-specific specification searches. We believe that thisisanimportant criticism
and we will return to it presently.

A second objection notes that variables may be correlated either because there is a genuine
rel ation between them or because—in short samples—they are adventitiously correlated. Thus, a
methodology that emphasizes choice among awide array of variables based on their correlations
isbound to select variablesthat just happen to be related to the dependent variablein the particular
data set, even though there is no economic basis for the relationship. This is the objection of
Hess et al. (1998) that the general-to-specific specification search of Baba et al. (1992) selects
an ‘overfitting’ model.

By far the most common reaction of criticall commentators and referees to the general-to-
specific approach questions the meaning of the test statistics associated with the final model. The
implicit argument runs something like this: conventional test statistics are based on independent
draws. The sequence of tests (F- or t-tests) on the same data used to guide the simplification of
the general model, as well as the myriad of specification tests used repeatedly to check tentative
admissibility, are necessarily not independent. The test statistics for any specification that has
survived such a process are necessarily going to be ‘significant’. They are ‘Darwinian’ in the
sense that only the fittest survive. Since we know in advance that they pass the tests, the critical

6Economists, of course, do not work with populations but samples, often relatively small ones. |ssues about the choice
of the size of the tests and related matters are as always of great practical importance.
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values for the tests could not possibly be correct. The critical values for such Darwinian test
statistics must in fact be much higher, but just how much higher no one can say.

The LSE approach takes a different view of data mining. The difference can be understood
by reflecting on atheorem proved by White (1990, pp. 379-380). The upshot of White'stheorem
is this. for afixed set of specifications and a battery of specification tests, as the sample size
growstoward infinity and increasingly smaller test sizes are employed, thetest battery will—with
a probability approaching unity—select the correct specification from the set. In such cases,
White's theorem implies that type | and type Il errors both fall asymptotically to zero. White's
theorem states that, given enough data, only the true specification will survive astringent enough
set of tests. Another way to think about this is to say that a set of tests and a set of sample
information restricts the class of admissible models. As we obtain more information, then this
class can be further and further restricted; fewer and fewer models survive. This then turns the
criticismof Darwiniantest statisticsonitshead. Thecriticsfear that the survivor of sequential tests
survives accidentally and, therefore, that the critical values of such tests ought to be adjusted to
reflect the likelihood of an accident. White's theorem suggests that the true specification survives
precisely because the true specification is necessarily, in the long run, the fittest specification.
Of course, White's theorem is an asymptotic result. It supports the general-to-specific approach
in that it provides a vision of the idea of the true model as the one that is robust to increasing
information. However, because it is an asymptotic result, it is not enough to assure us that LSE
methods generate good results in the size of samples with which economists typically work. To
investigate its practical properties we use Lovell’s simulation framework.

3. THE ‘MINE’: LOVELL’S FRAMEWORK FOR THE EVALUATION OF DATA
MINING

To investigate data mining in arealistic context Lovell (1983) begins with 20 annual macroeco-
nomic variables covering various measures of real activity, government fiscal flows, monetary
aggregates, financial market yields, labor market conditions and a time trend. These variables
form the ‘data mine’, the universe for the specification searches that Lovell conducts. The ad-
vantage of such a data set is that it presents the sort of naturally occurring correlations (true
and adventitious, between different variables and between the same variables through time) that
practicing macroeconomistsin fact face.

The test-bed for aternative methods of specification search is nine econometric models. The
dependent variable for each specification is a‘consumption’ variable artificially generated from
asubset of between zero and two of the variables from the set of 20 variables plus arandom error
term. The random error term may be either independently normally distributed or autoregressive
of order one. Except for one specification in which the dependent variable is purely random, the
coefficients of Lovell’s models were initially generated by regressing actual consumption on the
various subsets of dependent variables or as linear combinations of models so generated. These
subsets emphasize either monetary variables or fiscal variables. These coefficients are then used,
together with arandom number generator, to generate simulated dependent variables.”

"Thiswas an attempt to add a bit of realism to the exercise by echoing the debatein the 1960s between Milton Friedman
and David Meiselman, who stressed the relative importance of monetary factorsin the economy, and the Keynesians, who
stressed fiscal factors. While thisis no longer a cutting-edge debate in macroeconomics, that in no way diminishes the
usefulness of Lovell’s approach as a method of evaluating specification search techniques.
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For each of the nine specifications, Lovell created 50 separate artificial dependent ‘ consump-
tion’ variables corresponding to 50 independent draws for the random error terms. For each of
these replications he then compared the ability to recover the true specification of three algo-
rithms searching over the set of 20 variables. The three algorithms were stepwise regression,
maximum R?, and choosing the subset of variables for which the minimum t-statistic of the
subset is maximized relative to the minimums of the other subsets.

Lovell presents detailed analyses of the relative success of the different algorithms. He
concludes that the results were not in general favorable to the success of data mining. With a
nominal test size of 5%, the best of the three algorithms, step-wise regression, chose the correct
variables only 70% of the time and was subject to a 30% rate of type| error.

To evaluate the general -to-specific approach, we modify L ovell’sframework in three respects.
First, we update his data to 1995. Using annual observations, as Lovell does, we repeated
his simulations and found closely similar results on the new data set. Second, we substituted
quarterly for annual data for each series to render the data similar to the most commonly used
macroeconomic time-series. Again, werepeated L ovell’ssimulations on quarterly dataand found
resultsbroadly similar to his. Finaly, it hasbecome morewidely appreciated since Lovell's paper
that numerous econometric problems arise from failing to account for non-stationarity in time-
seriesdata.® To avoid theissues associated with non-stationarity and cointegration, wedifferenced
each series as many times as necessary to render it stationary (judged by Phillips and Perron’s
1988 test).

Table 3 presents nine models constructed in the same manner as Lovell’s but using the new
stationary, quarterly data set.° Model 1 is purely random. Model 3 takes the log of simulated
consumption as the dependent variable and is an AR(2) time-series model. Model 4 relates
consumption to the M1 monetary aggregate, model 5 to government purchases, and model 6 to
both M1 and government purchases. The dynamic models 2, 7, 8, and 9 are the same as the
static models 1, 4, 5, and 6 except that an AR(1) error term replaces the identically, independently
normally distributed error term. The principal question of thispaper is, how well doesthe general-
to-specific approach do at recovering these nine models in the universe of variables described in
Table 1?

The universe of data for the evaluation of the general-to-specific approach is reported in
Table 1. Notice that there are now only 18 primary variables reported: the time trend (one
of Lovell's variables) is no longer relevant because the data are constructed to be stationary;
furthermore, because of limitations in the sources of data, we omit Lovell’s variable ‘ potential
level of GNP in $1958'.1° Corresponding to each of the variables 1-18 are their lagged values
numbered 19-36. In addition, variables 3740 are the first to fourth lags of the ‘ consumption’
variable.!! Table 2 isthe correlation matrix for variables 1-18 plus actual personal consumption
expenditure.

8For surveys of non-stationary econometrics, see Stock and Watson (1988), Dolado et al (1990), Campbell and Perron
(1991), and Banerjee (1995).
9AIl simulations are conducted usi ng Matlab (version 5.1) and its normal random number generator.
Owe also replaced Lovell’s variables ‘index, five coincident indicators’ with ‘index, four coincident indicators' and
‘expected investment expenditure’ with ‘ gross private investment’.
L1 Aslagsof theartificially generated dependent variables, these variables differ from mode! to model in the simulations
below. Actual persona consumption expenditure is used in calibrating the modelsin Table 3.
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Table 1. Candidates variables for specification search.

Variable Variable number Times differenced CITIBASE

for stationarity® identifier?

Current Lag
1 2 3 4

Index of four coincident indicators 1 19 1 DCOINC
GNP price deflator 2 20 2 GD
Government purchases of goods and services 3 21 2 GGEQ
Federal purchases of goods and services 4 22 1 GGFEQ
Federal government receipts 5 23 2 GGFR
GNP 6 24 1 GNPQ
Disposable personal income 7 25 1 GYDQ
Gross private domestic investment 8 26 1 GPIQ
Total member bank reserves 9 27 2 FMRRA
Monetary base (federal reserve bank of St. Louis) 10 28 2 FMBASE
M1 11 29 1 FM1DQ
M2 12 30 1 FM2DQ
Dow Jones stock price 13 31 1 FSDJ
Moody’s AAA corporate bond yield 14 32 1 FYAAAC
Labor force (16 years+, civilian) 15 33 1 LHC
Unemployment rate 16 34 1 LHUR
Unfilled orders (manufacturing, all industries) 17 35 1 MU
New orders (manufacturing, all industries) 18 36 2 MO
Personal consumption expenditure® N/A 37 38 39 40 1 GCQ

Note: Datarun 1959.1-1995.1. All datafrom CITIBASE: Citibank economic database (Floppy disk version), July 1995 release. All
data converted to quarterly by averaging or summing as appropriate. All dollar denominated data in billions of constant 1987 dollars.
Series FMRRA, FMBASE, GGFR, FSDJ, MU, and MO are deflated using the GNP price deflator (Series GD). 2 Indicates the number of
times the series had to be differenced before a Phillips—Perron test could reject the null hypothesis of non-stationarity at a 5% significance
level (Phillips and Perron 1988). b Indicates the identifier code for this series in the CITIBASE economic database. © For calibrati ng
modelsin Table 4 actual personal consumption expenditure datais used as the dependent variables; for specification searches, actual data
is replaced by artificial data generating according to models in Table 3. Variable numbers refer to these artificial data, which vary from

context to context.
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Table 2. Correlation matrix for search variables.

Variable name Variable
and number number
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 Dep*
1. Four coincident indicators 0.67
2. GNP price deflator 021 024
3. Government purchases of goods and services 0.04 -0.09 881
4. Federal purchases of goods and services —0.07 -0.08 054 6.22
5. Federal government receipts 021 028 0.03 001 2216
6. GNP 083 016 013 003 020 3071
7. Disposable personal income 057 007 0.07 -0.09 006 049 25.09
8. Gross private domestic investment 0.76 019 0.03 -0.18 0.13 0.83 040 2591
9. Total member bank reserves -002 024 007 014 040 -0.03 024 -0.16 514.26
10. Monetary base (federal reserve bank of &. Louis) —0.02 049 -0.02 0.07 025 -006 010 -006 054 1.38
11. M1 024 -0.04 -004 000 016 027 017 017 025 020 849
12. M2 020 -0.06 -0.08 007 011 020 017 008 021 014 0.60 2508
13. Dow Jones stock price —-0.04 -0.06 —0.06 —0.06 —0.12 0.03 -0.03 —0.02 —0.08 001 0.27 0.04 9540
14. Moody's AAA corporate bond yield 023 011 -0.04 -005 007 011 0.07 020 -0.16 —-0.06 —0.33 —0.33 —0.26 0.42
15. Labor force (16 years+, civilian) 017 004 003 -0.04 -003 011 009 007 -017 001 -0.04 —-0.07 013 011 32115
16. Unemployment rate -0.85 -0.13 —0.01 —0.02 —0.09 —0.73 —0.31 —0.66 0.08 007 -023 —0.22 0.02 -0.22 002 0.35
17. Unfilled orders (manufacturing, all industries) 021 024 -008 004 003 016 005 010 -010 009 -0.39 —0.21 006 0.27 0.14 -0.23 62489
18. New orders (manufacturing, all industries) 023 012 -029 -015 025 022 015 010 021 001 028 019 006 012 0.01 -0.12 —0.04 41148
*Dep. personal consumption expenditure 0.60 -0.02 -0.02 -0.02 0.15 065 040 030 007 -003 047 041 018 -005 013 -050 —-0.01 039 1585

Note: Variables are differenced asindicated in Table 1. Elementsin bold type on the main diagonals are the standard deviations of each variable for the period beginning 1959.2 or 1959.3, depending
on the number of differences. Off-diagonal elements correlations are calculated for the variablesin Table 1 for the period 1959.3 to 1995.1. *Dep. indicates that personal consumption expenditure isthe
dependent variable used in calibrating the modelsin Table 3. It is not a search variable. The dependent variables and its lags used in the simulations below are constructed according to those models.
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Table 3. Models used to generate alternative artificial consumption-dependent variables.
Random errors

ut ~ N, 1)
uf = 0.75uf_; +ut/7/4

Models

Model 1: y1t = 130.0ut

Model 2: y2t = 130.0u}

Model 2': y2t = 0.75y2;_1 + 85.99u

Model 3: In(y3)t = 0.395In(y3);_1 + 0.3995In(y3);_» + 0.00172u;  ser. = 0.00172, RZ =0.99
Model 4: y4 = 1.33x11; + 9.73uy ser. =9.73, R2 =058
Model 5: y5; = —0.046x3t + 0.11ut ser. =0.11, R =093
Model 6: y6t = 0.67x11¢—0.023x3t + 4.92ut ser. =4.92, R2 =0.58
Model 6A: y6r = 0.67x11¢—0.32x3t + 4.92ut ser. =4.92, R2 = 0.64
Model 6B: y6r = 0.67x11-0.65x3t + 4.92ut ser. =492, R2=0.74
Model 7: y7t = 1.33x11; + 9.73u} ser. =973, R2=058
Model 7: y7t = 0.75y7;_1 + 1.33x11¢—0.9975x29; + 6.73ut

Mode! 8: y8; = —0.046x3; + 0.11uf ser. =011, R? =093
Model 8': y8t = 0.75y8; _1 — 0.046x3; + 0.00345x21; + 0.073ut

Model 9: y9t = 0.67x11;-0.023x3; + 4.92u} ser. =492, R2=058
Model 9": y9% = 0.75y9;_1-0.023x3; + 0.01725x21; + 0.67x11{-0.5025x29; + 3.25U¢

Note: Thevariables y# aretheartificial variables created by each model. The variables x#; correspond to the variables
withthesamenumber in Table 1. The coefficientsfor models 3, 4, and 5 comefrom theregression of personal consumption
expenditures (Dep. in Table 1) on independent variables asindicated by the models. The standard error of the regression
for models 3, 4, and 5 is scaled to set R? equal to that for the analogous regressions run on non-stationary data to mirror
Lovell. Model 6 isthe average of models 4 and 5. Models 7, 8, and 9 have same coefficients as models 4, 5, and 6 with
autoregressive errors. Models 2/, 7/, 8/, and 9’ are exactly equivalent expressions for models 2, 7, 8, 9 in which lags of
the variables are used to eliminate the autoregressive parameter in the error process.

4. THE ‘MINING MACHINE’: AN ALGORITHM FOR A
GENERAL-TO-SPECIFIC SPECIFICATION SEARCH

The practitioners of the general-to-specific approach usually think of econometrics as an art, the
discipline of which comes, not from adhering to recipes, but from testing and running horse-races
among alternative specifications. Nevertheless, in order to test the general-to-specific approach
in Lovell'sframework we are forced to first render it into amechanical algorithm. The algorithm
that we propose is, we believe, a close approximation to a subset of what practitioners of the
approach actually do.*? A number of their concerns, such as appropriate measurement systems
and exogeneity status of the variables, are moot because of the way in which we have constructed
our nine test models. Also, because we have controlled the construction of the test models in
specific ways, considerations of compatibility with economic theory can be left to one side.

125e¢, inadditiontothe general discussionsasindicated in footnote 1 above, Hendry and Richard (1987), White (1990),
and Hendry (1995, Ch. 15).
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4.1. The search algorithm

A. Thedatarun 1960.3-1995.1. Candidate variablesinclude current and one lag of indepen-
dent variables and four lags of the dependent variable. A replication is the creation of a
set of simulated consumption values using one of the nine models in Table 3 and one draw
from the random number generator. Nominal size governs the conventiona critical values
used in all of the tests employed in the search: it is either 1, 5, or 10%.13

B. A genera specification is estimated on areplication using the observations from 1960.3 to
1995.1 on the full set of candidate variables, while retaining the observations from 1991.4
to 1995.1 (the 14 observations are 10% of the sample) for out-of-sample testing. The
following battery of testsis run on the general specification:

a. normality of residuals (Jarque and Berra, 1980).

b. autocorrelation of residuals up to second order (x 2 test, see Godfrey (1978), Breusch
and Pagan (1980)).14

c. autocorrelated conditional heteroscedasticity (ARCH) up to second order (Engle,
1982).

d. in-sample stability test (first half of the sample against the second half, see Chow
(1960)).

e. out-of-sample stability test of specification estimated against re-estimation using 10%
of data points retained for the test Chow (1960).

If the general specification fails any one of the tests at the nominal size, then thistest is not
used in subsequent steps of the specification search for the current replication only.1® If
the general specification fails more than one test, the current replication is eliminated and
the search begins again with a general specification of anew replication.1

C. Thevariables of the general specification are ranked in ascending order according to their
t-statistics. For each replication, 10 search paths are examined. Each path begins with the
elimination of one of the variablesin the subset with the 10 lowest (insignificant) t-statistics
as judged by the nominal size. Thefirst search begins by eliminating the variable with the
lowest t-statistic and re-estimating the regression. This re-estimated regression becomes
the current specification. The search continues until it reaches a terminal specification.

D. Each current specification is subjected to the battery of tests described in step B with the
addition of:

f. An F-test of the hypothesis that the current specification is a valid restriction of the
general specification.

13 uniform test sizeis used both for exclusion tests (t-tests) and diagnostic tests. We agree with the suggestion of one
referee who believes that it would be worth exploring the effects of independently varying the sizes of the two types of
tests.

14In using AR(2) and ARCH(2) tests we trade on our knowledge that for every model except model 3, which has a
two-period lag, the longest true lag is only one period. As the number of search variables increases with the number of
lags, tractability requires some limitation on our models. Given that fact, the limitation of the test statistics to order 2 is
probably harmless.

15Another and perhaps better option, suggested by a referee, would have been either to use a larger size for the
problematic test or to reintroduce the test later in the search. We have, in fact, experimented with both procedures and
implemented the second in work-in-progress.

AN LSE practitioner would probably prefer in this case to enlarge the general specification, adding variables or lags
of existing variables, or to adopt one of the strategies suggested in footnote 15. We drop the specification in this case
to facilitate the mechanization of the procedure. In practice, few replications are eliminated this way. For model 7, for
instance, only 2 of 1002 replications were eliminated in one run.
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E. If the current specification passes all of the tests, the variable with the next lowest
t-statistic is eliminated. The resulting current specification is then subjected to the bat-
tery of tests. If the current specification fails any one of these tests, the last variable
eliminated is restored and the current specification is re-estimated eliminating the variable
with the next lowest insignificant t-statistic. The process of variable elimination endswhen
a current specification passes the battery of tests and either has al variables significant or
cannot eliminate any remaining insignificant variable without failing one of the tests.

F. Theresultant specification is then estimated over the full sample.

I. If al variables are significant the current specification is the terminal specification.
I1. If any variables are insignificant, they are removed as ablock and the battery of tests
is performed.

a. If the new model passes and all variables are significant the new model is the
terminal model and go to G.

b. If the new model does not pass, restore the block and go to G.
c. If the new model passes and some variables are insignificant, returnto I1.

G. After aterminal specification has been reached, it is recorded and the next search path is
tried until al 10 have been searched.

H. Once al 10 search paths have ended in aterminal specification, the final specification for
the replication is the terminal specification with the lowest standard error of regression.’

The general-to-specific search algorithm here is a good approximation to what actual practi-
tioners do, with the exception, perhaps, of the explicit requirement to try several different search
paths. We added this feature because preliminary experimentation showed that without it the
algorithm frequently got stuck far from any sensible specification. While in this respect our at-
tempt to mechanize L SE econometric methodology may have in fact suggested an improvement
to the standard L SE practice, we do not regard this modification as invidious to that practice or
as a particularly radical departure. Typically, LSE practitioners regard econometrics as an art
informed by both econometric and subject-specific knowledge. We have no way of mechanizing
individual econometric craftsmanship. We regard the use of multiple search paths as standing in
the place of two normal L SE practices that we are simply unable to model in a simulation study:
First, LSE practitioners insist on consistency with economic theory to eliminate some absurd
specifications. Since we control the data-generating processes completely, there is no relevant
theory to provide an independent check. Second, LSE practitioners typically require that final
specifications encompass rival specifications that may or may not have been generated through
a general-to-specific search. While the ultimate goal is, of course, to find the truth, the local,
practical problem is to adjudicate between specifications that economists seriously entertain as
possibly true. We have no set of seriousrival specificationsto examine. However, if we did, they
would no doubt reside at the end of different search paths, so we come close to capturing the
relevant practice in considering multiple search paths.'8

17variance dominance is a necessary condition for encompassing. In work-in-progress we replace this step with an
encompassing test of the lowest variance terminal specification against each of the other terminal specifications. If the
lowest variance specification fails to encompass any of the other terminal specifications, the non-redundant union of its
variables with those of the unencompassed specifications is used as the starting point for a further search. A referee
suggested a similar procedure independently.

18There may be more than 10 insignificant variables in the general specification. The search algorithm is designed to
eliminate any that remain insignificant along the search path unlesstheir retention is needed to passthe test battery. There

(© Royal Economic Society 1999



Data mining reconsidered 177

5. DOES THE GENERAL-TO-SPECIFIC APPROACH PICK THE TRUE
SPECIFICATION?

To assess the general -to-specific approach we conduct a specification search for 1000 replications
of each of the nine specifications listed in Table 3. Specifications could be evaluated as either
picking out the correct specification or not. We believe, however, that acknowledging degrees of
success provides aricher understanding of the efficacy of the search algorithm. We present the
results in five categories. Each category compares the final specification with the correct or true
specification that was used to generate the data. The sensibility of the encompassing approach
informs the categories. It is a necessary condition that the standard error of regression for an
encompassing specification be lower (in population) than every specification that it encompasses.
Thus, in population, the true specification must have the lowest standard error of regression. We
use this criterion in our search algorithm, but, unfortunately, it need not be satisfied in small
samples. Wetherefore ask: Doesthe agorithm find the correct model ? If not, doesit fail because
the small sample properties of the data indicate that a rival specification is statistically superior
or because the algorithm simply misses? The latter is a serious failure; the former, especialy
if the true specification, is nested within the final specification, is a near success. We focus
on the question of whether or not the true specification is nested within the final specification,
because ideally the algorithm would always select the true regressors (i.e. have high power), but
is nevertheless subject to type | error (i.e. it sometimes selects spurious additional regressors).
The five categories are:

Category 1 (Final = True): Thetruespecificationischosen. (Thea gorithmisanunqualified
success.)

Category 2 (True C Final, SERF < SER7):19 The true specification is nested in the final
specification and the final specification has the lower standard error of regression. (The
algorithm has done its job perfectly, but it is an (adventitious) fact about the data that
additional regressors significantly improve thefit of the regression. The final specification
appears to encompass the true specification and there is no purely statistical method of
reversing that relationship on the available data set.)

Category 3 (True C Final, SERF > SERT): The true specification is nested in the final
specification and the true specification has the lower standard error of regression. (The
algorithmfailsbadly. Not only doesthetrue specificationin fact parsimoniously encompass
the final specification, but it could be found if the algorithm had not stopped prematurely
on the search path.)

Category 4 (True ¢ Final, SERF < SERT): An incorrect specification is chosen, the true
specification is not nested in the final specification, and the final specification has a lower
standard error of regression than thetrue specification. (Theagorithmfailsto pick thetrue
specification, but doessofor good statistical reasons: giventhe samplethefinal specification
appears to variance dominate the true specification. It islike category 2 except that, rather
than simply including spurious variables, it (also) omits correct variables.)

isnothing sacred about 10 paths; it is an entirely pragmatic choice. We could, as one referee suggested, generate a search
path for every insignificant variable or for different blocks of insignificant variables. The simulation data themselves
suggest that we would not do substantially better if we considered every possible path: there turn out to be few failures
of the algorithm in which the true model dominates the final model. One reason for not trying every path isthat to do so
would emphasize the mechanical nature of what isin practice not a mechanical procedure.

198ER|: refers to the standard error of regression for the final specification and SERT refers to that for the true
specification.
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Category 5 (True ¢ Fina, SERF > SER7T): Anincorrect specification is chosen, the true
specification is not nested in the final specification, and the true specification has a lower
standard error of regression than the final specification. (Thisis, like category 3, a serious
failure of the algorithm—even worse, because the final specification does not even define
aclass of specifications of which the true specification is one.)

These categories are still too coarse to provide full information about the success of the
algorithm. Even category 5 need not always represent a total specification failure. It is possible
that a specification may not nest the correct specification but may overlap with it substantially—
including some, but not all, of the correct variables, as well as some incorrect variables. We will
therefore track for each replication how many times each correct variablewasincluded in thefinal
specifications, aswell asthe number of additional significant and insignificant variablesincluded.

5.1. A benchmark case: nominal size 5%

Table 4 presents the results of specification searches for 1000 replications of nine specifications
for nomina size of 5% (i.e. the critical values based on this size are used in the test battery
described in step D of the search algorithm described in Section 4).2° A 5% size, as the most
commonly used by empirical researchers, will serve as our benchmark case throughout this
investigation. According to Table 4, the general-to-specific search a gorithm chooses exactly the
correct specification (category 1) only asmall fraction of the time: on average over nine models
in 17% of the replications. Its success rate varies with the model: models 1, 3, 4, 5 and 8 give
the best results (around 30%), while model 6, 7 and 9 show very low success, and model 2 fails
completely to recover the exactly true specification. Still, the general-to-specific algorithm is
by no means a total failure. Most of the specifications are classed in category 2, which means
that the final specification is overparameterized relative to the true model, but that is the best one
could hope to achieve on purely statistical grounds, because the chosen final specification in fact
statistically encompasses the true specification. On average 60.7% of searches end in category
2 and nearly 78% in categories 1 and 2 combined. If category 2 is a relative success, the price
is overparameterization: an average of just over two extra variables spuriously and significantly
retained in the specification. (In addition, in asmall number of cases extrainsignificant variables
areretained.) In one sense, thisis bad news for the search algorithm as it suggests that searches
will quite commonly include variablesthat do not correspond to the true data-generating process.
But, wecanlook at it another way. Each falsely included (significant) variable represents a case of
typel error. Thesearchisconducted over 40 variablesand 1000 replications. Thetablerepresents
the empirical rate of type | error (size) for the algorithm: on average 6.0%, only alittle above the
5% nominal size used in the test battery.

2OModels 2, 7, 8, 9 involve an AR(1) error term of the form uf = puf ; + ut. Each of these models can be
expressed as a dynamic form subject to common-factor restrictions. Thus if yy = X¢3 + uf, this is equivaent to
@ vt = pYi—1 + XtB — Xt_1(pB) + ut, so that an estimated regression conforms to (a) if it takes the form (b)
vt = m1Yt—1+ Xe o — X¢_ 1113 + ug, subject to the common-factor restriction 7111, = —II3. (NB: bold face symbols
represent vectors or matrices.) We present the alternative expressions of the models asmodels 2, 7/, 8 and 9'. Although
many L SE econometricians regard the testing of common-factor restrictions an important element in specification search,
we count a search successful if it recovers al the relevant variables (explicit in form (b)), athough we do not test the
validity of the common-factor restriction itself. See Hoover (1988) and Hendry (1995, Ch. 7, Section 7), for discussions
of common-factor restrictions.
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Table 4. Specification searches at 5% nominal size.2

True modelP
19 2 3 4 5 6 7 8 9 Means
Percentage of searches for which
the true and final specifications are
related in categories:®
1. True=Fina 29.2 0.0 275 29.8 30.2 0.8 4.0 316 12 171
2. True C Final, SERF < SERT 70.6 100.0 65.3 69.9 69.5 7.3 85.7 68.1 9.8 60.7
3. True C Final, SERF > SERy 0.2 0.0 0.1 0.3 03 0.0 0.1 0.3 0.1 0.2
4. True ¢ Final, SERF < SERT 0.0 0.0 59 0.0 0.0 77.1 9.0 0.0 86.5 19.8
5. True ¢ Fina, SERF > SERT 0.0 0.0 12 0.0 0.0 14.8 12 0.0 24 22
True variable numberd Null set 37 37/38 11 3 3/11 11/29/37 3/21/37 3/11/21/29/37
Frequency variablesincluded (percent) NA 100 98.4/94.5 100 100 8.1/100 100/89.8/100  100/100/100  6.5/100/6.0/
89.5/100

Average rate of inclusion per
replication of:

True variables NA 1.00 1.93 1.00 1.00 1.08 2.90 3.00 3.02

Insignificant variables 0.28 0.28 0.30 0.27 0.24 0.29 0.40 0.28 0.35 0.3

Falsely significant variables 181 419 1.87 1.74 1.75 1.59 3.05 1.78 297 23
Type| error (True Size)® 4.5% 10.7% 4.9% 4.5% 4.5% 4.2% 8.2% 3.7% 8.5% 6.0%
Powerf N/A 100.0% 96.5% 100.0% 100.0%  54.0% 96.7% 100.0% 60.4% 88.5%

3Search algorithm described in text (Section 4). Test batteries use critical values corresponding to two-tailed tests with the nominal size in title. The universe of variables
searched over is given in Table 1. All regressions include a constant, which is ignored in evaluation of the successes or failures or searches. Sample runs 1960.3-1995.1 or
139 observations. The table reports the results of 1000 replications. PThe artificial consumption variable is generated according to the specificationsin Table 3. “Categories of
specification search results are described in the text (Section 5). SERF indicates the standard error of regression for the final specification and SERT that for the true specification.
dv/ariable numbers correspond to those given in Table 1. ©Size = falsely significant variables/(total candidates—possible true variables) = relative frequency of rejecting atrue
null hypothesis. fPower =1 - (possible true variables—true variables chosen)/possible true variables = relative frequency of not accepting afalse null hypothesis. 9For purposes
of comparison with the chosen model, the s.er. of trueis calculated as the standard deviation of y;.
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Again, these averages mask considerable variation across models. At one extreme, almost
every search over models 1, 2, 5, and 8 endsin category 1 or 2. At the other extreme only about
10% of searches over model 6 and 9 end in categories 1 or 2. For models 3 and 7, a substantial
proportion of searches end in categories 1 and 2, but a smaller, though not insignificant number,
end in categories 4 and 5, which are more serious failures of the agorithm. So, how do these
models fail?

5.2. Weak signals, strong noise

Searches for both models 6 and 9 most frequently end in category 4: the true specification is not
nested within the final specification, but the final specification (statistically) variance dominates
the true specification. This suggests, not afailure of the algorithm, but unavoidable properties of
the data. Table 4 indicates that models 6 and 9 correctly choose most of the true variables most
of the time, but that they appear to have special difficulty in capturing government purchases of
goods and services (Variable 3) or its first lagged value (Variable 21). We conjecture that the
difficulty in this case is that these variables have relatively low variability compared with the
dependent variables and the other true independent variablesin models 6 and 9. They therefore
represent acommon and unavoidabl e econometric problem of variableswith alow signal-to-noise
ratio.?! It is always problematic how to discriminate between cases in which such variables are
economically unimportant and cases in which they are merely hard to measure.

Consider model 6 in more detail. The signal-to-noise ratio for variable j in the true model
can be defined as §; = |Bjojl/o., where gj is the true coefficient for independent variable j,
oj is the standard deviation of independent variable j, and o, is the standard deviation of the
random error term for themodel. In model 6, the signal-to-noiseratio for Variable 3is 3 = 0.04,
while for Variable 11 (the M1 monetary aggregate) S;1 = 1.16. By adjusting 83, Sz can be
increased. We formulate two additional models (6A and 6B) in which B3 is raised (in absolute
value) from —0.02 to —0.32 and then to —0.67, yielding signal-to-noise ratios of 0.58 (half of
that for Variable 11) and 1.16 (the same as that for Variable 11). Table 5 presents the results of
1000 replications of the search at anominal size of 5% for models 6, 6A, and 6B. With even half
the signal-to-noise ratio of Variable 11, the final specification for model 6A ends up 86.2% of the
searchesin categories 1 or 2, and Variable 3iscorrectly selected in 86.4% of those searches. With
an equal signal-to-noise ratio, the final specification for model 6B ends up with nearly 100% of
the searchesin categories 1 and 2, and Variable 3 is selected correctly in almost every case.

5.3. Sze and power

How do the properties of the general-to-specific search a gorithm change as the nominal size used
in the test battery changes? Tables 6 and 7 present analogous results to those in Table 4 (nominal
size 5%) for nominal sizesof 10% and 1%. Somegeneral patternsare clear in comparing thethree

21The reader will notice that in models 5 and 8, these variables appear to present no special difficulties. Thereis,
however, no paradox. The relevant factorsare not only the absol ute variability of the dependent variable, but also the size
of the coefficient that multipliesit; and these must be judged relative to the other independent variablesin the regression,
as well as to the dependent variable (and therefore, finaly, to the error term). The fact that these variables are easily
picked up in cases in which there are no competing variables merely underlines the fact that it is the relative magnitudes
that matter.
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tables. Asthe nomina size falls, the number of final specifications in category 1 rises sharply
from an average of under 5% at a nominal size of 10% to an average of nearly 50 at a nominal
size of 1%. At the same time, the relationship between nominal size and category 2 is direct not
inverse, and the total in categories 1 and 2 together is lower (average almost 75%) for a nominal
sizeof 1% than for anominal size of 5% (nearly 78%) or 10% (just over 80%). Similarly, asmaller
nominal size sharply reducesthe average number of both falsely significant variablesand retained
insignificant variables. All these features are indications of the tradeoff between size and power.
The average true size corresponding to a 10% nominal size is 11.6%—amost identicall—and is
associated with an average power of 89.3%. The true size corresponding to a nominal size of
5% is also close, 6.0%, but the reduction in size implies adight loss of power (down to 88.5%).
The smaller size implies fewer cases of incorrectly chosen variables, but more cases of omitted
correct variables. The true size corresponding to a nominal size of 1% isamost double at 1.8%,
and there is a further loss of power to 87.0%. The tradeoff between size and power seems to be
pretty flat, although as nominal size becomes small the size distortion becomes relatively large.
This may argue for a smaller conventional size in practical specification searches than the 5%
nominal size commonly used (Hendry, 1995, p. 491).
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Table 5. Specification searches at 5% nominal size.2

True model®
6 6A 6B

Percentage of searches for which
the true and final specifications are
related in categories: ©
1. True=Fina 0.8 274 331
2. True C Final, SERF < SERT 7.3 58.8 66.1
3. True C Final, SERF > SERT 0.0 0.1 0.1
4. True ¢ Final, SERg < SERT 77.1 111 05
5. True ¢ Final, SERg > SERT 14.8 2.6 0.2
True variable numberd 3/11 3/11 3/11
Variable included (percent) 8.1/100 86.4/99.9 99.6/99.7
Average rate of inclusion per
replication of:

True variables 1.08 1.86 1.99

Insignificant variables 0.29 0.20 0.24

Falsely significant variables 1.59 1.89 1.65
Type | error (true size)® 4.2% 4.8% 4.3%
Power' 54.0% 93.0% 99.5%

8Search algorithm described in text (Section 4). Test batteries use critical values corresponding to two-tailed tests with
the nominal sizeintitle. The universe of variables searched over is given in Table 1. All regressions include a constant,
which isignored in evaluation of the successes or failures or searches. Sample runs 1960.3-1995.1 or 139 observations.
The table reports the results of 1000 replications. °The artificial consumption variable is generated according to the
specifications in Table 3.°Categories of specification search results are described in the text (Section 5). SERE indicates
the standard error of regression for the final specification and SERy that for the true specification. @Variable numbers
correspond to those given in Table 1. ©Size = fal sele/ significant variables/(total candidates — possible true variables) =
relativefrequency of rejecting atruenull hypothesis. ' Power = 1—(possibletruevariables—true variabl es chosen)/possible
true variables = relative frequency of not accepting afalse null hypothesis.
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Table 6. Specification searches at 10% nominal size.2

True model®
19 2 3 4 5 6 7 8 9 Means
Percentage of searches for which
the true and final specifications are
related in categories:®
1. True=Fina 7.0 0.0 7.9 84 7.7 0.1 0.2 7.6 0.4 4.37
2. True C Final, SERF < SERt 92.9 100.0 86.9 914 92.1 14.9 90.3 91.4 19.9 75.64
3. True C Final, SERF > SERt 0.1 0.0 04 0.1 0.2 0.0 0.2 10 0.0 0.22
4. True ¢ Final, SERE < SERT 0.0 0.0 4.3 0.1 0.0 81.3 9.0 0.0 79.4 19.34
5. True ¢ Fina, SERF > SERT 0.0 0.0 0.5 0.0 0.0 37 0.3 0.0 0.3 0.53
True variable numberd Null set 37 37/38 11 3 3/11 11/29/37 3/21/37 3/11/21/29/37
Frequency variables included (percent) 100.0 98.3/96.9 99.9 100.0 15.0/99.9 100.0/90.7/  100.0/100.0/  11.9/100.0/10.8/
100.0 100.0 89.7/100.0

Average rate of inclusion per
replication of:

True variables 1.00 1.95 0.99 1.00 1.15 291 3.00 3.12

Insignificant variables 0.64 0.67 0.68 0.60 0.65 0.51 0.82 0.70 0.70 0.66
Falsely significant variables 3.99 6.30 3.84 3.83 3.85 3.63 5.26 3.90 4.95 4.39

Typel error (true size)® 10.0% 16.2% 10.1% 9.8% 9.9% 9.5% 14.2% 10.6% 14.1% 11.6%
Powerf N/A 100.0% 97.6% 99.9%  100.0% 57.5% 96.9% 100.0% 62.5% 89.3%

3Search algorithm described in text (Section 4). Test batteries use critical values corresponding to two-tailed tests with the nominal size in title. The universe of variables
searched over is given in Table 1. All regressions include a constant, which is ignored in evaluation of the successes or failures or searches. Sample runs 1960.3-1995.1 or
139 observations. The table reports the results of 1000 replications. bThe artificial consumption variable is generated according to the specifications in Table 3.°Categories
of specification search results are described in the text (Section 5). SERF indicates the standard error of regression for the final specification and SERy that for the true
specification.dVariabIe numbers correspond to those given in Table 1. ©Size = falsely significant variables/(total candidates — possible true variables) =relative frequency of
rejecting atrue null hypothesis. fPower =1 - (possible true variables — true variables chosen)/possibl e true variabl es = rel ative frequency of not accepting afalse null hypothesis.

9For purposes of comparison with the chosen mode!, the s.e.r. of true s calculated as the standard deviation of y;.
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Table 7. Specification search at 1% nominal size.2

True modelP
19 2 3 4 5 6 7 8 9 Means
Percentage of searches for which
the true and final specifications are
related in categories:®
1. True=Fina 79.9 0.8 70.2 80.2 79.7 0.7 24.6 78.0 0.8 46.1
2. True C Final, SERF < SERt 20.1 99.2 19.0 19.6 20.2 0.1 57.4 217 13 28.7
3. True C Final, SERF > SERt 0.0 0.0 0.2 0.1 0.1 0.0 0.0 0.2 0.6 0.1
4. True ¢ Final, SERE < SERT 0.0 0.0 37 0.1 0.0 56.3 13.0 0.1 77.0 16.7
5. True ¢ Fina, SERF > SERT 0.0 0.0 6.9 0.0 0.0 429 5.0 0.0 20.3 8.3
True variable numberd Null set 37 37/38 11 3 3/11 11/29/37 3/2137 3/11/21/29/37
Frequency variables included (percent) 100.0 95.7/93.6 99.9 100.0 0.8/99.8  100.0/82.0/  100.0/99.9/ 1.5/100.0/
100.0 99.9 1.4/83.5/99.9

Average rate of inclusion per
replication of:

True variables N/A 1.00 1.89 0.99 1.00 1.01 2.82 3.00 2.86

Insignificant variables 0.01 0.07 0.04 0.05 0.04 0.02 0.11 0.05 0.06 0.05

Falsely significant variables 0.28 2.24 0.35 0.29 0.28 0.24 112 0.33 114 0.70
Typel error (true size)® 0.7% 5.7% 0.9% 0.8% 0.7% 0.6% 3.0% 0.9% 3.2% 1.8%
Powerf N/A 100.0% 94.7% 99.9% 100.0%  50.3% 94.0% 99.9% 57.3% 87.0%

3Search algorithm described in text (Section 4). Test batteries use critical values corresponding to two-tailed tests with the nominal size in title. The universe of variables
searched over is given in Table 1. All regressions include a constant, which is ignored in evaluation of the successes or failures or searches. Sample runs 1960.3-1995.1 or
139 observations. The table reports the results of 1000 replications. PThe artificial consumption variable is generated according to the specificationsin Table 3. “Categories of
specification search results are described in the text (Section 5). SERF indicates the standard error of regression for the final specification and SERT that for the true specification.
dv/ariable numbers correspond to those given in Table 1. ©Size = falsely significant variables/(total candidates — possible true variables) =relative frequency of rejecting atrue
null hypothesis. fPower=1- (possible true variables — true variables chosen)/possible true variables = rel ative frequency of not accepting afalse null hypothesis. 9For purposes

of comparison with the chosen model, the s.er. of trueis calculated as the standard deviation of y;.
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6. WHAT DO TEST STATISTICS MEAN AFTER EXTENSIVE SEARCH?

Themost common doubt expressed about thefinal specificationsreported from general -to-specific
specification searches is over the interpretation of test statistics. How are we to interpret the
t-statistics of aregression that involves massive (and not easily quantified) amounts of pre-test
selection and (it is pgjoratively but wrongly argued) arbitrarily directed search? Should we not,
following Lovell for example, discount the test statisticsin proportion to the degree of search? It
would be desirable to be assured that an algorithm converged on the true data-generating process.
Inthat case, the sampling properties of thefinal specification would bethe sample propertiesof the
true specification. The results of the previous section, however, indicate a number of pitfalls that
might vitiate the success of the general-to-specific algorithm. Itisonly relatively infrequently that
it converges on the exactly correct specification. Commonly, a relatively large number of extra
significant regressors are included in the final specification, and extrainsignificant regressors are
often apparently needed to obtain desirable properties for the estimated residuals. In the face of
these common departures from a precise match between the chosen final specifications and the
true specification, the question posed in this section is, to what degree does the final specification
reflect the sampling properties of the true specification?

To investigate this question we conduct specification searches on 1000 replications of model
9. Model 9 was chosen because it is the most difficult of Lovell’s nine models for the search
algorithm to uncover. It is both a dynamic model and one that suffers from low signal-to-noise
ratios for some of its variables. Table 8 presents the results of this exercise for the universe of
variablesin Table 1 for searches with anominal size of 5%.

Although every variablein the universe of search is chosen in some replications and therefore
have non-zero mean values, incorrect inclusion is relatively rare. Thisis highlighted by the fact
that the median values of the correctly excluded coefficients are almost always zero. A more
detailed examination of the individual variables than is shown in Table 8 indicates that only
Variable 38, the second lag of the dependent variable (artificial consumption expenditures), has
anon-zero median. It is chosen (incorrectly) in nearly 88% of the replications, while its brother,
the (correct) first lag (Variable 37), is chosen in nearly 100% of the replications, so that in most
cases both variables are chosen. We will return to this phenomenon presently.

Concentrating now on the properly included variables, we measure the accuracy of the esti-
mates as the absol ute val ues of the mean and median coefficient biases as a percentage of the true
value. Variable 11 appears to be fairly accurately measured with mean bias of 2.4% and median
bias of 3.1%. The biases of Variables 29 and 37 are substantially higher but still moderate. In
contrast, the two variables with low signal-to-noise ratios (Variables 3 and 21) have very large
mean biases of 107% and 75% and median biases of 100%.

To evaluate the interpretation of t-statistics, we kept track of the estimated t-statistics for
each final specification. We measured the type | error for the properly excluded variables as the
number of times that the t-statistic was outside the 95% confidence interval (i.e. the number of
times a variable was improperly included with |t-statistic| > 1.96) and the type Il error for the
properly included variables as the number of times the t-statistic was inside the 95% confidence
interval. From these data we can compute the empirical size and power of the t-test against the
null hypothesis that the coefficient on avariable is zero (exclusion of a variable from the search
istreated as being equivalent to a coefficient value of zero).

The empirical sizes of the properly excluded variables average about 8.5%. Variable 38 isthe
second lagged value of the dependent variable. Thisvariable, aswe noted previously, isthe only
variablethatisincorrectly chosen more oftenthan not. Itishighly correlated withthefirst lag of the
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Table 8. Monte Carlo statistics for specification search on model 9 (1000 replications).

Variables
Correctly included Correctly excluded
3 11 21 29 37 All All except
38,39 and 40
True value? —0.023  0.670 0.017 —0.500 0.750 0.000 0.000
Estimated coefficients
Mean 0.002 0.686 0.004 —-0.294 0574 0.004 0.010
Median 0.000 0.691 0.000 -0322 0578 —0.007 0.000
Max 0.329 0.960 0.166 0.000 0.859 1.476 1.599
Min -0308 0307 -—0137 -0611 0000 —1.246 -1.334
Standard deviation 0.044 0.091 0.027 0.140 0.106 0.237 0.252
Simulated standard deviation” 0.05 0.06 0.05 0.07 0.06
Mean bias® (percent) 106.7 2.4 75.0 413 235
Median bias? (percent) 100.0 31 100.0 35.6 229
Empirical size® (percent) 85 5.4
True powerf (percent) 10.0 100.0 8.0 100.0 100.0
Empirical powerd (percent) 9.4 100.0 9.1 86.0 99.7
Chosen but insignificant (percent) 3.7 38

aCoefficients from model 9/, Table 3. PActual standard deviation of coefficients from 1000 replications of model 9 (i.e.
without search). ¢|(mean estimated values — true value)|/true val ue expressed as percentage. d (median estimated values
— true valug)|/true value expressed as percentage. ®Proportion of t-statistics outside 4-1.96 (i.e., the nominal 5 percent
critical value). fProporti on of t-statisticsinside £1.96 (i.e., the nominal 5 percent critical value) for 1000 replications of
model 9’ (i.e. without search). 9Proportion of t-statistics inside 4-1.96 (i.e., the nominal 5 percent critical valug).

dependent variable (correlation coefficient 0.75).%2 This multicollinearity is the likely source of
thelargeempirical size. Whilewe should regard thisexample asawarning of one of the pitfalls of
dynamic specification search, it may say more about theinadequacy of our algorithmin mimicking
the recommended practice of the L SE approach. The LSE methodology stresses the importance
of orthogonal regressors and the need to find reparameterizations to ensure orthogonality. If we
do not count the three properly excluded lags of the dependent variable (Variables 38, 39, and
40), then the average empirical size for the remaining properly excluded variablesis 5.4%, very
close to the nominal size of 5% used in the search algorithm.

Since we know the true specification of model 9, it is possible to compute the power against
the null that the coefficient on any properly included variable is zero for any single replication.
In order to account for the fact that the dependent variable (and its lagged value) varies with each
replication, we compute the power from 1000 replications and estimates of the true model. This
isindicated in Table 10 as the ‘true power’. We compare the estimated empirical power of the
search algorithm against this true power. While the empirical power varies tremendously with
the variable (100% for Variable 11 but just over 9% for Variable 21), thereis a close conformity
between the empirical power and the true power. Thelargest discrepancy occurswith Variable 29

22The correlation is measured usi ng actual personal consumption expenditure rather than the simulated dependent
variable, which varies from replication to replication. The correlation should be close in any case.
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(thefirst lag of Variable 11, the M1 monetary aggregate), which has an empirical power of 86%
against atrue power of 100%. Once again this may be the result of the high correlation between
the current and lagged values of the variable (correlation coefficient = 0.682).

In summary, the size and power of final specifications from the general-to-specific search
algorithm provide very good approximations to the size and power of the true specifications. We
have also conducted, but do not report here, two further sets of 1000 replications for nominal
sizes of 10% and 1%. The results are similar in character to those in Table 8.

7. THE PROBLEM OF OVERFITTING: AN EXTENSION TO THE LSE
METHODOLOGY

Our investigationsconfirm theworry of somecriticswho believethat the general -to-specific search
results in overparameterized models. Final specifications, more often than not, retain incorrectly
significant variablesand, lessfrequently, insignificant variablesthat appear to be needed to induce
sensible propertiesin the error terms. Given that we have shown that the empirical size and power
of t-tests are not very distorted by the search procedure, this is perhaps of less concern than it
first appears. Furthermore, the problem appears to be substantially mitigated through the use of
smaller nominal sizes in the search procedure. We have shown that the cost of using smaller
nominal sizesinterms of power isrelatively small. Thus, aswell as evaluating the L SE approach,
we make a constructive suggestion that practitioners should prefer smaller nominal test sizes.

Type | error in the search process occurs because the data possess adventitious propertiesin
small samples. By their very nature these properties should not remain stable across subsamples.
This suggests a possible method of reducing the number of incorrectly retained significant vari-
ables (i.e. reducing the empirical size of the algorithm), which, to the best of our knowledge, is
not generally practiced by L SE econometricians, but which is consistent with the general philos-
ophy of the L SE methodology. We consider splitting the sample into two (possibly overlapping)
subsamples—one running from the beginning of the sample to a point some fraction of the way
to the end, the second running from the end of the sample some fraction of the way backwardsto
the beginning. If, for example, the fraction is one half, the subsamples are the first half and the
second half of the full sample, and they do not overlap. If the fraction is 60%, the subsamples are
the first 60 and the last 60% of the full sample; the two subsamples overlap in the middle 20%
of the full sample. We run a modified version of the search algorithm on each subsample. The
final model is then the intersection of the two subsample models; that is, only variables that are
chosen in both subsamples appear in the final model, on the grounds that the others are there by
accidents of the data.?3

The agorithm of Section 3 above is modified by omitting step B.d, the in-sample Chow test
for coefficient stability and reducing the number of data pointsretained for out-of-sample stability
testing in step B.e (maintaining the 10% ratio). Both modifications are pragmatic responses to
the loss of degrees of freedom from the use of shorter subsamples.

23\While we believe that no L SE econometrician has proposed this precise procedure, it is related to their common use
of recursive regressions and diagnostics based on them (see, for example, Doornik and Hendry (1997, pp. 95-97), who
considered recursive tests in the context of specifying parsimonious VARs in PC-Fiml). Ericsson (1998, p. 87) comes
close to our proposa with the suggestion that a recursive t-statistic that peaks in midsample rather than rising across the
entire sample is symptomatic of adventitious correlation. Test based on recursive regressions are, unfortunately, difficult
to render into a mechanical algorithm.
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Figure 1. Average size—power tradeoff for split sample searches.

For 1000 replications of the nine model s with subsamples of one half the data set, the average
number of falsely included significant variablesis 0.30 compared with 2.3 for the full data set in
Table4. Thisisafall intheempirica sizeto 0.9% from 6.0%. Theimprovement in size, however,
comes at the cost of great loss of power: 68.9% compared with 88.5% for the full sample.

Figure 1 plots the tradeoff between size and power for subsamples consisting of increasingly
large fractions of the whole sample based on 1000 replications of the nine models. The tradeoff
is non-linear: the highest power occurs naturaly with the full undivided sample; the loss of
power is relatively small up to the point at which the subsamples are 80% of the full sample
and then falls rapidly to the point where the subsamples are half the full sample. The tradeoff
locus can be regarded as a possibility frontier, and an investigator’s loss function would rank the
various possibilities (higher indifference curves would lie to the northwest). Obviously, any of
the points along the locus is a conceivable optimum. Still, for alarge class of loss functions the
kink at the 80% subsample would prove to be the optimum. At that point the average sizeis2.1%
(about a third of the size reported in Table 4), and the average power is 84.3% (aloss of only
4.2 percentage points or about 4.7% compared with the power reported in Table 4). With awell-
chosen subsample split, the modified algorithm produces a large improvement in size (reduction
in overparameterization) for asmall loss of power.

8. DATA MINING IN RETROSPECT... AND PROSPECT

The results of our investigation of the general-to-specific search agorithm should be reasonably
heartening to practitioners of the L SE approach. Unlike Lovell (1983), we find that the general-
to-specific approach recovers the correct specification or a closely related specification most of
the time. Furthermore, the empirical size and power of specifications produced from general-
to-specific searches, with one caveat, conform well to the theoretical size and power one would
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expect if oneknew—and knew that one knew—the true specification apriori. Test statisticsbased
on such searched specifications therefore bear the conventional interpretation one would ascribe
to one-shot tests. Of course, estimated standard errors are measures of sampling characteristics,
not of epistemic virtue. This remains true with a searched specification. A t-statistic may be
insignificant either because avariableis economically unimportant or because it hasalow signal-
to-noise ratio or small sample. The searched specification may, nevertheless possess epistemic
virtues not open to the one-shot test: since the correct specification necessarily encompasses all
incorrect specifications, the fact that the searched specification is naturally nested within avery
general specification, which nestsawide class of alternative specificationsin itsturn, strengthens
the searched specification as a contender for the place of model-most-congruent-to-the-truth.
The evidence of strength is not found in the t-statistics, but in the fact of the Darwinian survival
of the searched specification against alternatives and in its natural relationship to the general
specification.

The one caveat isthat our evidence shows that size certainly and, to alesser extent, power are
distorted for lags of (especially, the dependent) variables of the true specification. This appears
to be concerned with failures of orthogonality. At aminimum, it remindsthe practitioner why the
L SE approach stresses the importance of orthogonality and special care with respect to dynamic
specification.

While generally supportive of the L SE approach, this study was able to confirm the risk often
asserted by critics that practical general-to-specific searches could turninto arbitrary wanderings
in the maze of specification possibilities that might terminate arbitrarily far from the correct
specification. While the L SE approach in fact incorporates a number of elements (ignored in our
mechanical rendering of the search procedure) that protect against false termini, we found that
the simple expedient of trying a number of initial starting points in the search gave very good
results. We recommend this to practitioners.

Finaly, we would like to pursue two further extensions of the current study. First, we have
restricted the models to stationary data. In the past decade, it has become increasingly important
in macroeconometrics to deal with non-stationary data. Practitioners of the L SE approach were
early contributors to this development, stressing the importance of error-correction modeling
long before cointegration had been named or its intimate relationship to error-correction models
understood. It is, therefore, natural that we should attempt to evaluate the success of the general-
to-specific approach in non-stationary contexts.

Finally, an important alternative view of specification is provided by Leamer (1983, 1985).
Leamer regards specification search as inevitable and makes a particular proposal, ‘extreme-
bounds analysis, to guide practitioners on the epistemic virtues of estimated regressions. It
would be useful to conduct a detailed comparison of the two approaches.?*
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